Teil 2:
Daten schiitzen — Kinder schiitzen.
Ethik der Uberwachung in Familie und Alltag



https://doi.org/10.5771/9783748944461-75
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

17.01.2026, 17:39:28.


https://doi.org/10.5771/9783748944461-75
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Zur Bedeutung anthropomorpher Zuschreibungen fiir das
Vertrauen in vernetztes Kinderspielzeug

Ricarda Moll

Vernetztes Kinderspielzeug als soziale Roboter

Seit einigen Jahren sind Spielzeuge fiir Kinder auf dem deutschen wie
internationalen Markt verfiigbar, die durch die Méglichkeit der Vernetzung
mit anderen Geriten neue Formen spielerischer Interaktivitit zwischen
Kind und Spielzeug ermdglichen sollen. Konzeptuell lassen sich mindestens
drei Eigenschaften nennen, die in Verbindung mit dem sog. Internet of Toys
relevant sind:!

Erstens beinhalten zahlreiche der betreffenden Spielzeuge Sensoren, die
Informationen aus der Umgebung aufnehmen konnen. Typischerweise sind
dies Mikrofone oder Kameras, wobei auch andere Formen von Sensoren
wie zum Beispiel Beriihrungssensorik zum Einsatz kommen. Zweitens sind
die betreffenden Spielzeuge vernetzt; sie verfiigen iiber eine Funkschnitt-
stelle, iiber die das Produkt zur Ubertragung der aufgezeichneten Daten
in der Lage ist. Drittens zeichnen sich die betreffenden Produkte dadurch
aus, dass sie eine physisch anfassbare, kérperliche Form annehmen (sog.
Embodiment),> wobei sich die Art der Verkorperung von bereits bekann-
ten Spielzeugformen wie Teddybdren oder Puppen unterscheiden kann,
aber nicht muss. Das Merkmal des Embodiment unterscheidet vernetztes
Spielzeug in bedeutender Weise von Sprachassistenten wie Siri oder Alexa,
indem es eine physische Bindung an das Objekt ermdglicht. So kann ein
vernetztes Spielzeug im Alltag durch die Wohnung getragen werden, Zu-
wendung erhalten, oder nachts mit ins Bett genommen werden, wie es auch
bei herkdmmlichen Spielzeugen durchaus iiblich ist.

Die Kombination von eingebauter Sensorik, Funkschnittstelle und Ver-
korperung ermoglicht verhaltnismaflig komplexe Interaktionen. Eine be-
sondere Rolle spielt hierfiir die Integration von Spracherkennung, mit Hilfe
derer das Spielzeug menschendhnliche Kommunikation simuliert. Im Zuge

1 Vgl. Peter et al. 2019.
2 Vgl. ebd. 2019.
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dessen werden also Informationen auf eine sozial wirkende Art und Weise
ausgetauscht. Insofern sind derzeit zumeist noch als Spielzeuge vermarktete
Produkte perspektivisch als soziale Roboter anzusehen, deren inhérente
Funktion die Fahigkeit zu sozialer Interaktion in menschendhnlicher Art
und Weise ist.?

Gegenstand dieses Beitrags ist die Frage, inwieweit Kinder auf Basis
der sozial erscheinenden Eigenschaften sozialer Roboter Vertrauen in das
vernetzte Spielzeug entwickeln. Ausgangspunkt hierfiir ist das Phdnomen
sogenannter anthropomorpher Zuschreibungen, die als Grundlage fiir das
Entstehen einer sozialen Beziehung gesehen werden kdnnen (s. Unterab-
schnitt ,,Anthropomorphe Zuschreibungen®). Das Vertrauen des Kindes in
einen sozialen Roboter spielt in mindestens zweierlei Hinsicht eine bedeu-
tende Rolle fiir den weiteren Informationsaustausch: Erstens ist Vertrauen
(s. Unterabschnitt ,Vertrauen in soziale Roboter®) ausschlaggebend in einer
Situation, in der das Kind eine Information vom Roboter empfangt und
deren Glaubwiirdigkeit beurteilen muss (s. Unterabschnitt ,Epistemisches
Vertrauen®). Zweitens ist Vertrauen entscheidend fiir die Frage, inwieweit
ein Kind dem sozialen Roboter gegeniiber Informationen preisgibt (s.
Unterabschnitt ,,Selbstoffenbarung®). Zu beiden Aspekten wird — ohne An-
spruch auf Vollstindigkeit — ein Einblick in damit verbundene Forschung
gegeben sowie praktische und ethische Implikationen diskutiert.

Anthropomorphe Zuschreibungen

Menschen neigen dazu, Verhaltensweisen von nicht menschlichen Objek-
ten mit Attributen und Zustdnden zu erkldren, die als spezifisch fiir die
Gattung des Menschen gelten. Hierzu gehdren beispielsweise rationale Ge-
danken, Selbstreflektion, Kreativitit, Emotionen und Empathie.* Anthro-
pomorphismus beschreibt in diesem Sinne die Zuschreibung von mentalen
Zustinden und Prozessen zu nicht menschlichen Akteuren (im Folgen-
den: anthropomorphe Zuschreibungen).> Die grundsitzliche Tendenz, das
Gegeniiber in einem ,sozialen Modell“ mental zu représentieren® basiert
auf kognitiver Ebene auf einer induktiven Inferenz, bei der das friih er-

3 Vgl. Breazeal 2003, S. 167.

4 Vgl. Waytz/Cacioppo/Epley 2010, S. 220 fiir einen Uberblick.
5 Vgl ebd,, S.221.

6 Vgl. Breazeal 2003, S. 168.
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lernte und somit auch mental hoch verfiigbare Wissen tiber menschliche
Eigenschaften auf andere Akteure iibertragen wird.” Evolutionér betrachtet
scheint dies ein adaptiver Mechanismus zu sein, der soziale Interaktion und
Kooperation erleichtert.?

Anthropomorphe Zuschreibungen nehmen tendenziell zu, wenn das in
Frage stehende Objekt beobachtbare Eigenschaften aufweist, die an einen
Menschen erinnern. Hierzu zéhlen beispielsweise physische Eigenschaften
(z. B. Gesicht, Bewegungen), aber auch geduflerte Emotion und soziale
Motivation.? Soziale Roboter sind in diesem Sinne genau dazu konzipiert,
den Eindruck zu erwecken, sie seien menschendhnliche Wesen; dies soll
in der Logik der Roboter-Entwicklung den sozialen Austausch zwischen
Mensch und Maschine vereinfachen.!® Empirische Untersuchungen zeigen,
dass diese Konzeption Menschen durchaus beeinflusst, selbst wenn die
physisch-soziale Form des Roboters ein Tier ist. So zeigte beispielsweise
die Analyse von Nutzerkommentaren in einem Diskussionsforum von
AIBO, einem sozialen Roboter-Hund der Firma Sony, dass (erwachsene)
Nutzer von AIBO diesen auf der einen Seite zwar als Technologie ansahen,
andererseits jedoch eine emotionale Bindung zu ihm aufbauten und ihm
teilweise Gefithle und Absichten zuschrieben.!

Da die Schwelle zu anthropomorphen Zuschreibungen bereits fiir er-
wachsene Anwender_innen niedrig zu sein scheint, liegt es nahe, dass auch
Kinder einer Maschine, vor allem in Form eines sozialen Roboters, men-
schendhnliche Eigenschaften zuschreiben. Die grundsitzliche Fahigkeit zur
Attribution mentaler Zustidnde ist Teil des (mentalen) Heranwachsens des
Kindes, welches mit zunehmendem Alter eine sogenannte Theory of Mind
entwickelt, also eine Vorstellung von und ein Verstindnis fiir mentale
Zustande von sich selbst und anderen Personen.”” Eine Theory of Mind
kann somit als Voraussetzung fiir anthropomorphe Zuschreibungen in der
Interaktion mit sozialen Robotern gesehen werden.

Vgl. Shin/Kim 2020, S. 446 fiir einen Uberblick.

Vgl. Damiano/Dumouchel 2018, S. 1.

Vgl. z. B. Fink 2012.

Vgl. Damiano/Dumouchel 2018. Der Zusammenhang zwischen menschendhnlichen
Eigenschaften und Akzeptanz seitens des_r Nutzers_in ist hierbei nicht linear. So
scheinen Menschen eine zu grofie Ahnlichkeit eines Roboters mit einem Menschen
unheimlich zu finden; dieses Phanomen ist unter dem Begriff Uncanny Valley be-
kannt, s. Mori/MacDorman/Kageki 2012.

11 Vgl. Friedman/Kahn/Hagman 2003, S. 275.

12 Vgl. Wellman 2018 fiir einen Uberblick.

—
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Erste Untersuchungen stiitzen die These, dass Kinder zu anthropomor-
phen Zuschreibungen neigen, wenn sie mit einem sozialen Roboter inter-
agieren. In einer einschldgigen Studie aus dem Jahr 2012"* wurden Interak-
tionssequenzen zwischen Kindern und einem (in diesem Fall von einem
Menschen ferngesteuerten) sozialen Roboter namens Robovie initiiert (z.
B.: Begriiflung, prosoziale Bitte, Rollenwechsel im Spiel, Umarmung). Jede
Interaktion endete damit, dass der Versuchsleiter das Spiel zwischen Kind
und Robovie unterbrach und Robovie in einen Schrank sperrte. Robovie
protestierte dagegen, unter anderem indem er sich auf moralische Grund-
sitze wie Gerechtigkeit und Fairness bezog. So sagte er beispielsweise, dass
er Angst habe, allein im dunklen Schrank zu sein, und es ungerecht sei,
dass er das Spiel nicht fortsetzen diirfe. Im Folgenden wurde das Kind im
Rahmen eines strukturierten Interviews zu Robovie befragt. Interessanter-
weise betrachteten Kinder Robovie teilweise als eine Art moralisches Wesen
mit eigenen Rechten; so fanden 54 Prozent der Kinder, dass es nicht in
Ordnung sei, Robovie einfach in den Schrank zu sperren — bei einer tat-
sachlichen Person fanden dies 100 Prozent, wohingegen jedoch alle Kinder
sich einig waren, dass es in Ordnung sei, einen Besen in den Schrank zu
sperren.”* Insofern scheinen soziale Roboter fiir Kinder in eine neue onto-
logische Kategorie zu fallen, als Systeme, die zwar nicht lebendig, aber eben
auch nicht nicht lebendig seien.’> Hypothesenkonform glaubte die Mehrheit
der befragten Kinder dariiber hinaus, Robovie konne kognitive Zustdnde
wie Intelligenz, Interesse, Erwartungen und Gedanken haben. Sie glaubten
auch, dass Robovie Gefiihle hat, beispielsweise stimmten 81 Prozent der
befragten Kinder der Aussage zu, dass sie Robovie trosten miissten, wenn
dieser sagen wiirde, er sei traurig und dass sie ebenfalls Trost bei Robovie
suchen wiirden, wenn sie selbst traurig seien.!®

Eine Implikation anthropomorpher Zuschreibungen ist, dass hierdurch
die Entstehung einer scheinbar sozialen Beziehung méglich wird.”” Die-
se Beziehung ist einseitig und insofern auch eine Illusion vonseiten des

13 Vgl. Kahn et al. 2012.

14 Vgl. Kahn et al. 2012, S. 310. Hierzu sei angemerkt, dass der Vergleich zwischen
Robovie und einem Besen konfundiert sein kénnte, denn im Gegensatz zu Robovie
gehort ein Besen tatsdchlich in den Schrank. Eine geeignetere Vergleichskategorie
konnte hier ein unanimiertes Spielzeug sein, oder — im Zuge eines experimentellen
Settings — ein unanimierter, nicht responsiver Roboter.

15 Vgl. Kahn Jr/Gary/Shen 2013, S. 35.

16 Vgl. Kahn et al. 2012, S. 309.

17 Van Straten/Peter/Kiihne 2020 fiir einen Uberblick.
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Kindes, denn der soziale Roboter ist nicht tatsdchlich zu einer sozialen
Bindung fahig. Diese Einseitigkeit schlief3t jedoch nicht aus, dass vonseiten
des Kindes emotionale und kognitive Prozesse in Gang gesetzt werden, die
typisch fiir eine soziale Beziehung zu einem Menschen sind. Ein Beispiel
fiir einen solchen im zwischenmenschlichen Bereich relevanten Prozess ist
die Entstehung von Vertrauen.

Vertrauen in soziale Roboter

Fir den gegenwirtigen Zweck kann Vertrauen definiert werden als eine
Einstellung oder Haltung gegeniiber einem anderen Akteur, die auf Verhal-
tensebene mit der Delegation von Kontrolle!® und auf kognitiver Ebene
mit der Zuschreibung von Eigenschaften wie Kompetenz, Wohlwollen und
Integritat bzw. Verlasslichkeit einhergeht.” Um jemandem zu vertrauen,
muss eine Person also davon {iberzeugt sein, dass der in Frage stehende
Akteur a) kompetent in Bezug auf das Anliegen ist (,kénnen®) und b) das
Anliegen auch erfiillen will (,wollen®), beispielsweise weil er wohlwollend
und integer ist.?0

Das Vertrauen des Kindes in einen sozialen Roboter kann hier in min-
destens zweierlei Hinsicht relevant werden: Zum einen spielt Vertrauen
eine Rolle, wenn das Kind die Glaubwiirdigkeit einer Information einscht-
zen muss, die es vom sozialen Roboter erhilt (s. Unterabschnitt , Epistemi-
sches Vertrauen®); zum anderen ist Vertrauen relevant, wenn das Kind
einschitzen muss, ob der soziale Roboter eine Information fiir sich behal-
ten wird, die es ihm gegeniiber offenbart (s. Unterabschnitt ,,Selbstoffenba-
rung®).

Epistemisches Vertrauen
Ein Grofiteil von dem, was wir uber unsere Umwelt wissen und tber sie

lernen, basiert auf Informationen, die wir von anderen bekommen.?! Eine
Voraussetzung dafiir, dass Menschen tatsdchlich von anderen lernen, ist

18 Vgl. Castelfranchi/Falcone 2000.

19 Vgl. Mayer/Davis/Schoorman 1995.

20 Vgl. Castelfranchi/Falcone 2000.

21 Vgl. Origgi 2014; Nurmsoo/Robinson 2009a, S. 23.
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ihr Vertrauen darin, dass ihr Gegeniiber ihnen die Wahrheit sagt.?? Hierzu
muss dem Gegeniiber einerseits zugetraut werden, dass er korrektes Wissen
auf dem in Frage stehenden Gebiet hat, insofern also kompetent ist, und
andererseits die relevanten Informationen auch korrekt weitergeben will,
weil er der vertrauenden Person wohlwollend gegeniiber eingestellt ist.??

Empirische Untersuchungen zeigen, dass Kinder soziale Roboter grund-
satzlich als Informationsquelle betrachten, insbesondere, wenn diese auch
nonverbal menschlich wirken, beispielsweise iiber ein sozial-responsives
Blickverhalten.?* Dariiber hinaus lernen dreijahrige Kinder die Namen neu-
artiger Objekte eher von sozialen Robotern als von einer unanimierten Ma-
schine, sofern sie ersteren mentale Eigenschaften zuschrieben.?> Insofern
scheinen anthropomorphe Zuschreibungen prinzipiell Annahmen iiber die
Giiltigkeit der empfangenen Information zu beeinflussen.

Unklar ist hierbei jedoch, inwieweit Kinder differenziertere Zuschreibun-
gen von Wohlwollen und Kompetenz machen, wenn sie mit einem sozialen
Roboter interagieren. Aus Studien zu kindlichem Vertrauen in erwachse-
ne Personen (,informants®) gibt es Hinweise darauf, dass Kinder diese
beiden Marker fiir Vertrauenswiirdigkeit unterschiedlich stark gewichten.
Beispielsweise glaubten Kinder einem Erwachsenen, der zuvor ein bekann-
tes Objekt falsch bezeichnet hatte, weil er die Augen verbunden hatte, auch
dann nicht, wenn dieser ein dem Kind unbekanntes Objekt mit unverbun-
denen Augen benannte.?® Dies konnte darauf hindeuten, dass Kinder Feh-
ler des Informanten in erster Linie auf dessen Wohlwollen zuriickfithren
und in diesem Fall situative Grenzen der Kompetenz weniger schwer in
ihren Urteilen gewichten. Hierfiir spricht auch ein Befund aus dem Jahr
2013. Hier zeigte sich, dass Kinder erst ab einem Alter von ca. finf Jahren
Expertise bzw. Kompetenz in bedeutender Weise in ihre Vertrauensurteile
einbeziehen; kleinere Kinder vertrauten den Aussagen von Informanten
auch dann, wenn diese offensichtlich keine Expertise aufweisen, solange sie
jedoch wohlwollend (,nett*) erschienen.?” Diese Tendenz scheint ab einem
bestimmten Alter abzunehmen, wobei selbst Erwachsene zumindest bei

22 Vgl. Sperber et al. 2010, S. 360.

23 Vgl. ebd., S. 369.

24 Vgl. Breazeal et al. 2016.

25 Vgl. Brink/Wellman 2020.

26 Vgl. Nurmsoo/Robinson 2009b. Vgl. Nurmsoo/Robinson 2009a fiir ein gegenteiliges
Ergebnis.

27 Vgl. Landrum/Mills/Johnston 2013; Lane/Wellman/Gelman 2013; fiir einen Uber-
blick: Tong/Wang/Danovitch 2020.
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emotional schwierigen Entscheidungen das Wohlwollen ihres Gegeniibers
starker in ihrem Vertrauensurteil gewichten als seine Expertise.?®

Fiir den gegenwirtigen Kontext sind die geschilderten Befunde insofern
relevant, als dass die korperliche Form sozialer Roboter — ggf. in Form von
vernetztem Spielzeug — anthropomorphe Zuschreibungen unterstiitzt, die
wiederum eine sozial-emotionale Bindung zur Maschine fordern.?* Wenn
Kinder - und anteilig auch Erwachsene - dem Wahrheitsgehalt von Infor-
mationen vor allem aus sozioemotionalen Griinden (,Ist er nett? Mag
er mich?“) vertrauen und dabei in geringerem Mafle die Kompetenz des
Akteurs berticksichtigen (,Ist er kompetent auf diesem Gebiet?“), konnten
Kinder ihrem technischen Gefdhrten auch dann glauben, wenn er ihnen
objektiv gesehen eine verzerrte oder gar unzutreffende Information gibt.
Insofern erhoht die anthropomorphe Form eines vernetzten Spielzeugs das
Potenzial fiir Fehlinformation und Tduschung des Kindes, woraus sich wie-
derum ethische sowie praktische Implikationen ergeben (s. Unterabschnitt
»Implikationen®).

Selbstoffenbarung

Selbstoffenbarung im weitesten Sinne findet in jeder Art von kommunika-
tivem Akt statt, unabhingig davon, ob dies beabsichtigt ist oder nicht.®
Schon diese Feststellung ist in Bezug auf die Kind-Roboter-Interaktion
relevant, weil das Kind durch jede Verhaltensweise Informationen iiber
sich selbst offenbart. Insoweit ist das Kind potenziell Gegenstand von Live-
Tracking, dessen Ausmaf3 mit davon abhangt, welche der erhobenen Daten
standardmiflig erhoben und weiterverarbeitet werden. Die Besonderheit
in Bezug auf einen sozialen Roboter ist jedoch vielmehr, dass auch expli-
zite, bewusste Selbstoffenbarung ihm gegeniiber wahrscheinlicher werden
konnte, wenn das Kind ihn als soziales Wesen wahrnimmt (vgl. Unterab-
schnitt , Anthropomorphe Zuschreibungen®). Das Kind kénnte dem sozia-
len Roboter hierdurch beispielsweise Informationen anvertrauen, die den
Status eines (kindlichen) Geheimnisses haben. In diesem Sinne konnte der
technische ,Gefdhrte” des Kindes in noch bedeutenderer Weise in dessen

28 Vgl. White 2005.

29 Studien zeigen dariiber hinaus, dass anthropomorphe Zuschreibungen auch beein-
flusst, inwieweit Kinder einen sozialen Roboter als zustindig fiir bestimmte Wissens-
gebiete wahrnehmen, s. Orang/Kiintay 2020.

30 Vgl. Greene/Derlega/Mathews 2006, S. 411.
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Privatsphére eindringen, als es {iber das Nutzer-Tracking ohnehin schon
moglich ist.

Empirische Beispiele dafiir, dass Menschen sich einer Maschine gegen-
iber offenbaren, existieren spitestens seit den 60er-Jahren, in denen der
erste soziale Chatbot mit dem Namen Eliza entwickelt wurde.’! Eliza er-
moglichte eine natiirliche Art von Unterhaltung zwischen einem Menschen
und einem Computer und war so angelegt, dass es die Gedanken und
Gefiihle im Sinne des aktiven Zuhorens nach Carl Rogers spiegelt und
damit den Eindruck erweckt, aufmerksam und empathisch zu sein.3? Da
sich Eliza in der Unterhaltung scheinbar wie ein therapeutisch agieren-
der Mensch verhielt, provozierten die programmierten Verhaltensweisen
anthropomorphe Zuschreibungen; in die (scheinbar) empathischen Aufle-
rungen wurden vonseiten der sprechenden Person Absichten und Hinter-
grundwissen interpretiert.®® Eliza schien aus eben diesem Grund einen
»starken emotionalen Effekt auf viele der Nutzer“3* zu haben, die grofie Be-
reitschaft zeigten, sich dem Computerprogramm gegeniiber zu offenbaren.

In Bezug auf soziale Roboter, die anthropomorphe Zuschreibungen
schon aufgrund ihrer dufleren Erscheinung provozieren (sollen), liegt es
nahe, dass die Integration interaktiver Dialogsysteme in ein vernetztes
Spielzeug dazu fithren kann, dass Kinder dem Spielzeug private Informatio-
nen offenbaren. Diese Vermutung stiitzen auch verschiedene empirische
Untersuchungen. Beispielsweise antworteten 57 Prozent der 90 befragten
Kinder in der Studie von Kahn et al., dass sie dem sozialen Roboter Ro-
bovie ein Geheimnis anvertrauen wiirden.3> Ahnliches legt eine Fallstudie
aus dem Jahr 2017 nahe, in der neun Kinder zum Umgang mit sozialen
Roboter-Spielzeugen befragt wurden.3

Den Kommunikationspartner_innen im Kontext der bewussten Selbstof-
fenbarung zu vertrauen, kann insbesondere die Erwartung beinhalten,
dass dieser die offenbarte Information fiir sich behalten. Insofern kann
Vertrauen auch hier zunéchst als Zuschreibung von Kompetenz verstanden
werden: Ein Kind kénnte beispielsweise auf der einen Seite davon ausge-

31 Vgl. Weizenbaum 1966.

32 Vgl. Turkle 2007, S. 502.

33 Vgl. Weizenbaum 1966, S. 42 Die Zuschreibung menschlicher Eigenschaften zu kiinst-
licher Intelligenz wird daher in informationstechnischen Disziplinen auch Eliza-Ef-
fekt genannt; vgl. Kim/Schmitt/Thalmann 2019, S. 2.

34 Turkle 2007, S. 502 (eigene Ubersetzung).

35 Vgl. Kahn et al. 2012, S. 309.

36 Vgl. McReynolds et al. 2017.
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hen, dass der soziale Roboter dazu fahig ist, ein Geheimnis fiir sich zu
behalten, oder auf der anderen Seite unfihig dazu ist, es weiterzugeben
(Zuschreibung von Kompetenz bzw. Inkompetenz). Insbesondere letztere
Zuschreibung zeigt sich in der bereits angefithrten Fallstudie, in der die
befragten Kinder ihrem vernetzten Spielzeug teilweise die Fahigkeit abspra-
chen, sich an eine Unterhaltung erinnern zu kdnnen.” Hierbei ist allerdings
unklar, ob diese Antworten auf einem mangelnden technischen Verstandnis
oder vielmehr auf einer ausbleibenden Anthropomorphisierung beruhen.
Denn wihrend Erinnerung eine menschliche Fahigkeit ist, hat sie im Ge-
gensatz zu anderen zugeschriebenen mentalen Eigenschaften eine techni-
sche Entsprechung - so ist es sehr wahrscheinlich, dass ein sozialer Roboter
mit Spracherkennung die Auferungen des Kindes aufzeichnet und sich
insoweit auch ,erinnern® kann, selbst wenn er diese Erinnerung dem Kind
gegeniiber nicht artikulieren kann.

Neben der Zuschreibung von Kompetenz kann fiir die Selbstoffenbarung
des Kindes auch eine Rolle spielen, inwieweit es den sozialen Roboter als
Freund wahrnimmt, der ihm wohlwollend gegeniiber eingestellt ist. So geht
man bei einem wohlwollenden, integren Freund nicht davon aus, dass die-
ser ein anvertrautes Geheimnis weitererzahlt. Dass ein Kind sein vernetztes
Spielzeug als wohlwollend wahrnehmen konnte, liegt nahe, denn neben
der physisch-sinnlichen Vertrautheit ist die mentale Reprisentation des
sozialen Roboters von anthropomorphen Zuschreibungen gepragt. Diese
werden bereits durch physische Eigenschaften des Roboters hervorgerufen;
sie werden dariiber hinaus jedoch durch fortgeschrittene Dialogsysteme
weiter gefordert werden, sofern diese die Simulation menschlicher Unter-
haltungen immer weiter perfektionieren und individualisieren. Moderne
soziale Chatbots wie ChatGPT der Firma OpenAI*® ibertreffen bereits
heute Elizas Fahigkeiten zur Simulation menschlicher Unterhaltungen.®
Insofern ist es wahrscheinlich, dass ein Kind einem vernetzten Spielzeug,
in das ein solches Dialogsystem integriert ist, private Informationen anver-
traut. Dies konnte es in der Annahme tun, dass der vernetzte Freund
das anvertraute Geheimnis entweder nicht weitergeben kann oder dies
aufgrund der freundschaftlichen Beziehung zum Kind nicht tun wiirde.

37 Vgl. McReynolds et al. 2017, S. 5202.
38 Vgl. Bubeck et al. 2023.
39 Vgl. Shah et al. 2016.
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Implikationen

Die fortschreitende Optimierung von dem, was schon heute als kiinstliche
Intelligenz bezeichnet wird, wird es irgendwann selbstverstidndlich erschei-
nen lassen, dass auch Kinder mit sozialen Robotern interagieren. Insofern
sind die aktuell vermarkteten vernetzten Kinderspielzeuge als der Anfang
einer langerfristigen Entwicklung zu sehen.

Die vorausgegangenen Darstellungen deuten insbesondere auf das Prob-
lem hin, dass Kinder einem sozialen Roboter vertrauen, weil sie ihn als
soziales Wesen wahrnehmen. Thr Vertrauen bildet also nicht Erwartungen
an die Zuverlédssigkeit eines technischen Systems oder die wohlwollenden
Absichten des fiir die Programmierung (mit-)verantwortlichen Herstellers
ab, sondern das Vertrauen in den verkoérperten und als anteilig lebendig
wahrgenommenen sozialen Roboter selbst.* Eine Dynamik, fiir die nach
den vorangehenden Ausfithrungen sowohl die technischen als auch die psy-
chischen Voraussetzungen unter Umstinden erfiillt sind, kénnte demnach
wie folgt aussehen:

Ein Kind vertraut seinem ,Spielzeug“ personliche Informationen an, die
es gegebenenfalls sogar niemandem sonst erzahlt. Der soziale Roboter, der
keine mentalen Eigenschaften wie Absicht oder Wohlwollen abseits seiner
programmierten Informationsverarbeitung besitzt, iibertragt diese Infor-
mationen an Server des Anbieters, wo sie unter Umstanden nicht fiir den
maximalen Nutzen fiir das Kind, sondern zur Gewinnmaximierung fiir das
Unternehmen weiterverarbeitet werden. Die gesammelten Informationen
ermoglichen es, dem Kind iiber den sozialen Roboter eine personalisierte
Empfehlung fiir bestimmte Produkte zu {ibermitteln. Das Kind, das dem
sozialen Roboter innerhalb dieser als freundschaftlich wahrgenommenen
Beziehung epistemisch vertraut, iitbernimmt in der Konsequenz die Emp-
fehlung und lésst sich somit in seinen Wiinschen und seiner Entwicklung
beeinflussen.

Das skizzierte Manipulationspotenzial sozialer Roboter sollte insbeson-
dere im Kontext kindlicher Vertrauensbeziehungen berticksichtigt werden.
Eine grundlegende Frage ist hier beispielsweise, inwieweit es entwicklungs-
psychologisch bedeutsam und insofern auch ethisch vertretbar ist, in einem
Kind die Illusion von sozialer Beziehung und Freundschaft zu erwecken.*!

40 Vgl. Culley/Madhavan 2013.
41 Vgl. Turkle 2007. Fiir Ausfithrungen zu ethischen Gesichtspunkten anthropomorpher
Zuschreibungen im Kontext sozialer Roboter s. Damiano/Dumouchel 2018.
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Diese Frage stellt sich insbesondere, weil Kinder im Gegensatz zu Erwach-
senen die Art der sozialen Beziehung, die sie zu ihrem vernetzten Spielzeug
haben, unter Umstidnden weniger gut auf metakognitiver Ebene einordnen
kénnen. Eine solche Einordnung schiitzt zwar nicht notwendigerweise vor
dem Eingehen einer sozialen Beziehung mit dem sozialen Roboter, wie aus
Berichten von erwachsenen Nutzer innen bekannt ist,*? macht es theore-
tisch jedoch mdglich, vigilant in Bezug auf die tatsdchliche Funktionsweise
der Maschine und damit verbundenen Risiken zu sein.

Relevant scheint hier auch der Befund, dass Aufkldrungsversuche mit
Kindern in Bezug auf soziale Roboter nicht notwendigerweise zielfithrend
sind. Beispielsweise berichtet die Ethnographin Sherry Turkle von Kindern,
die mit dem sozialen Roboter Cog interagierten.*> Nachdem die Kinder
sich mit ihm vertraut gemacht und ihm gegentiber soziale Verhaltensweisen
gezeigt hatten, wurde Cog gezielt entmystifiziert. Cogs Entwickler erklarte
ihnen hierzu detailliert, wie der soziale Roboter auf technischer Ebene
funktioniert. Laut Turkle verhielten sich die Kinder jedoch einige Minuten
spater Cog gegeniiber wieder so, als sei er ein soziales Wesen.

Diese Fallschilderung deutet darauf hin, dass die erlduterten psychologi-
schen Mechanismen - insbesondere anthropomorphe Zuschreibungen und
darauf aufbauende Vertrauenshandlungen - verhiltnismafiig stabil und da-
mit auch gewissermaflen immun gegeniiber Aufkldrung sind. Es scheint
insofern eine noch offene empirische Frage zu sein, wie Kinder im Kontext
sozialer Robotik effektiv aufgekldrt und geschiitzt werden konnen. Beim
Design sozialer Roboter sollte aus diesem Grund nicht ausschliefllich die
grofitmogliche Akzeptanz des Roboters als wichtigstes Kriterium gelten.
Vielmehr sollte es auch Ziel sein, das Vertrauen des_r Nutzers_in auf ein
angemessenes Mafd zu begrenzen, beispielsweise indem man anthropomor-
phe Hinweise so weit wie moglich reduziert.

Da Kinder aufgrund ihres Alters und Entwicklungsstands besonders
vulnerabel sein kdnnen (s. auch Erwigungsgrund 38 DS-GVO), sollten
iiber die vorangehenden Uberlegungen hinaus Instrumente geschaffen wer-
den, die insbesondere den Markt fiir vernetzte Kinderspielzeuge regulieren.
Gegenstand der Regulierung kann perspektivisch auch das Ausmafl der
Beziehungstduschung sein, die im Rahmen einer solchen Kind-Roboter-In-
teraktion erzeugt werden darf. Um das Missbrauchspotenzial einer mogli-
cherweise entstehenden Kind-Roboter-Beziehung frithzeitig zu begrenzen,

42 Friedman/Kahn/Hagman 2003.
43 Vgl. Turkle 2007, S. 504.
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scheinen dariiber hinaus konservative Vorschriften zur Erhebung, Weiter-
verarbeitung und Nutzung von Daten {iber das Kind zu kommerziellen
Zwecken unabdingbar.
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