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Starting out from a general methodology of data controHed 
structural analysis, consequences from this methodology arc 
drawn for a suitable utilization of cluster analysis i n  empirical in­
vestigations, with particular attention being paid to the ques­
tion: "Given my specific query, what method is best suited to my 
data in my empirical and theoretical contexts?", The basis for 
answering this question is a hierarchically ordered system of met­
hod classes and corresponding structure classes, with targct­
oriented comparisons of the results yielded by the methods of a 
given class making it possible to obtain a data-related rcply. 
This, in turn, leads to new starting points for solving the cluster 
number problcm, for cluster-analysis method validation stratc­
gies, and for the evaluation and interpretation of cluster solu­
'0� 0�� 

1. Zur Problemstellung 

Bereits seit J ahren gibt cs hunderte verschiedener Me­
thoden der Clusteranalyse, die sich unterschiedlichen 
Modelltypenzuordnen lassen lind auchaufunterschiedli­
chen Voraussctzungen beruhen (Abbildung 1). Diese 
Vielfalt ist vorwiegend durch die Operationalisierung 
des sehr allgemeinen heuristischen Problems entstanden, 
eine Objektmenge so in Cluster aufzutcilcn, daB sich die 
Objektc innerhalb eines Clusters mogliehst iihnlieh und 
Objekte verschiedener Cluster mogliehst "unahnlich" 
sind. 

heuristische 
Konzepte 

[_ Partition en Oberdeckungen Hierarchien I Quasihierarch. 

Abb. 1 .: Obersieht tiber Ausgangspunkte, zugrundeliegende 
Konzeple und Strukturtypen verschiedener Methodcll der Clu­
stcranalysc. Dickc Linien stehen fiir die am hiiufigsten diskutier­
ten Varianten. 

Anwender aus empirischen Wissenschaften stehen da­
mit vor folgendem Addquotheitsproblem: Welche Me­
thode ist meinen Daten unter meiner Fragestellung und 
in meinem empirischen und thcoretischen Kontext ange-
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messen? Weder Lehrbiichernoch Monographicn zur Cluw 
steranalyse oder Datenanalyse (z.B. 58, 61) noeh zur Me­
thodik empirischer Forschung in del' Psychologic und an­
deren Sozialwissenschaftcn (z.B. 59, 64) geben hier er­
schopfende und handhabbare Antworten. Clustel'analy­
se- und Klassifikationsaufgaben zielen auf Aspekte der 
Datenstruktur ab, so daB es sich anbictet, tiber theOl'e­
tische Fundierungen zu cincr allgemeinen Strukturana­
lyse auch die obige Frage fiil' Clusteranalysen zu behan­
deln. Dies fiihrt zu weitreiehenden Schluflfolgerungen 
fiir die Entwieklung, Priifung und Handhabung clustel'­
analytiseher Methoden. 

2, Grundlagen der Strukturanalyse 

In (52) haben wir eine allgemeine Methodik ftil' Struk­
turanalysen cntwickelt, die das Adaquatheitsproblcm 
bei datengesteuerten Strukturanalysen lost und zugleieh 
einen Ansatz fUr eine spezielle Methodik experimentellcr 
Strukturanalyse bietet. Ausgangspunkt ist eine allge­
meine Fassung des Strukturbegriffs und eine Diskussion 
der Pl'oblem-und Hypothesenbildung bei Strukturanaly­
sen. 

DejilliaoJl I: Es seien l und J n- bzw. p-elementige In­
dexmengen. Weiterhin seien 
Z = {Zj, i EI} die Menge der n verschiedenen unter­

scheidbaren Elemente eines bestimmten 
Untel'suchungsobjekts 0, 

E � {Ej, j EJ} die Menge del'jenigen Eigensehaften Ej 
der Elemente Zj, die der Untersuchung zu­
grundeliegen, 

H � tJ Hq � tJ ( Uj Hg,. " . . . .  , g,,) 
q = 2  q=2 J E  

die nichtleere Menge aller q-stelligen (2 s 
q s n) Morphismen in Z bzgl. E, wobei 
Hjk = H (zj, Zk) = {Yik: Zj--+ Zk}� z2und 
H2 = J11 Hib Hikm = H (Zj' Zb znJ � Z3und 
H3= '  U Hjkmusw. !.k,lll E! 

Dann heiflt das geordnete Tripel S � (Z, E, H) die 
Struktllr von 0 und H die 0 bzgl. E (ll!fgepriigte Struktll1� 
Z heiflt Triigerlllenge del' Struktur S. 

Definition 2: Gegeben ist cine Struktur S � (Z, E, H). 
JedeAbbildungf:Z -+ (IV)i, i :2:  1, l s  js  q, del'MengeZ 
in eine Folge von q-dimcnsionalen Raumen, so daB fUr f 
(Z) injedcm'bctrachteten Raum eine Morphismenmcnge 
fI als SchiHzung fUr H existiert, hciBt Strukturanalyse. 
Die Menge der Modellbedingungen und Optimalitiitskri­
terien dieser Abbildung heiBt Strukturkollzepf VOI1/ die 
Mcnge del' numerischen und/oder nichtnumerischen Re­
sultate dieser Abbildung heWt Strukturlllode" von H bzgl. 
fund E. 
BeJllerkll1lgen: 
I .  Unter niclitnllJlleriscliell Ergebnissen subsumicrcn wir soIche 
Moglichkeiten der Ergebnisdarstcllung \Vie (a) Graphen, (b) 
zwei- und dreidimensionale riiumliche Darstellungen von Punkt­
wolken und Vektoren, (c) Cluster-, Simple'x- und andcre Konfi­
gurationen ( 1 2), (d) Liniendiagrarnrne als graphische Skalen zur 
Abbildung hierarchischer oder verbandsgeordnetcr Bcgriffssy­
sterne (70), (e) FeldliniendarsteJiungen (35) u.a. 
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(b) gemaB (15) und zu deren allgemeinpsychologischer (a, b), dir­
fcrentialpsychologischer (b) und Einzellfalldeutung (a, b) (vgl. 
28). 1st S eine empirische Struktur, so haben wirden Fall del' fun­
damentalen Messung, ist S bereits eine abgeleitetc numerische 
Struktur, so haben wir den Fall del' abgcJeiteten Messung. Defini­
tion2 kann damit zur Bestimmung eines allgemeinen Begl'iffs del' 
MessllIIg als Modellbildung mit formalisierten (i. a. numeri­
schen) Systemen dienen, del' den MeBbcgriffklassischer Repdi­
sentationstheorie etc. als Spczialfall enthalt. 
3. Beispiel: Betrachten wir gew6hnlicpe e1Jlpirische Distanzma­
trizen D s H, wobei D s Z x  Z, und D = H solI dem Hybridmo­
dell von Carroll/Pruzansky (8) [olgen: D � D, + D, + . . ' 
+ Dm + D Rq, wobei D],  . . .  , Dm Distanzmatrizen von Baum­
strukturen und DRqeine Distanzmatrix eines q-dimensionalen 
Raumes ist. Dann sind u.a. folgende SpezialfaJle ableitbar: 
a) D = D I ,  d.h. i = 1 ,  wobei Dl als Modellbedingung die 

Axiome einer Ultramctrik erfUllen soIl. Die Abbildung [be­
stimmt dann die Klasse der hierarchischen Clusterallulysel1 
(31). 

b) D = D2,d.h.i = I,  wobei DI(O,l)-binarseinsoll unddermul-
p 

tiplikativen Verkniipfungsregel dab = e � 1 nc' xbc gemaB zerO. 
legt werden kann. X ist die (O,l)-binare (n, p)-Zuordnungs­
matrix der n Elemente Xa, Xb, ... auf die p Cluster. Die Abbil­
dung [ bestimmt dann die Klasse del' partitionierenden Clu­
steranalysen (33, 58). 

c) D = D3, d.h. i = I, und D3ist (0, I)-binar und geniigt del' 10-
gisch-multiplikativcn Verkniipfungsregel dab =e!! 1 X<lC n Xbe' 
Die Abbildung f bestimmt dann die Klasse iiberlappender 
(nichtdisjunkter, nichthierarchischer) CIlIster{fnalysen (33, 
48). 

4. Das Strukturanalyseproblcm bcstcht also darin, eine geeignete 
Abbildung f: Z ----t (Rj)i zu finden, um ein theoretisch niitzliches 
und empirisch tragfahiges Strukturmodell fUr S zu bilden. Das 
Strukturkonzept von f hat dabei den Charakter eines Systems 
von Hypothcsen, deren Berechtigung zur Beschreibung des emH 
pirischen Materials erst gcpriift und begriindet werden mull. 
Dies cntspricht eigentlich einer Verallgemeinerung der RcpI'a­
sentationsH und Bedeutsamkcitsprobleme del' klassischen Reo. 
prasentationstheorie. Offensichtlich (vgl. Beispiel unter 3.) las­
sen sich die strukturanalytischen Methoden nach Umfang und 
Explikatiollsgrad ihres Strukturkonzepts hierarchisch ordnen, 
womit eine Hierarchic von Modellstruktlll'ell korrespondiert. Je 
h6herdie Hierarchiestufe, desto wenigerexpliziert und damit reO. 
striktiv ist die Menge korrespondierender Modellstrukturen, die 
damit gefaBt werden konnen. Weitcrhin ist von einer ganzen 
Reihe von Mcthoden bekannt, daB sie bei ganz bestimmtcn Da­
tenstrukturen zu minimalen Klassiflkalions- und StrukturieH 
rungsfehlern fUhren, und daB sie den Datcn in jedem Faile diese 
spezifischcn Struktureigenschaften aufpragen (z.B. KetteH- Ef­
fekt del' singleHlinkagc-Methode). Dies fUhrt zu foigender 

Definition 3: EineMethodenklasse F � {fi l i � I ,  . . .  } ist 
eine Menge strukturanalytischer Methoden fjmit gleichen 
Strukturkonzepten und Abbildunilseigenschaften. Eine 
St1'uktu1'k1asse T = {tj l j = 1 ,  . . . j ist eine Menge von 
Strukturmodellen tj, die sieh durch den gleichen Satz 
strukturbeschreibender Aussagen einer beliebigen Spra­
che charakterisieren lassen. 

rm allgemeinen wird es bei der Methodenwahl kaum 
moglich sein, z.B. eine bestimmte Version des Austausch­
algorithmus zur Minimierung des Varianzkriteriums aus 
fachwissenschaftlichen Grunden heraus favorisieren zu 
konnen. Man wird in del' Hierarchie der Methodenklas­
sen nicht bis zur differenziertesten Stufe hinabsteigen 
konnen. Die korrespondierende Struktul'klasse wird also 
stetB eine Menge von Strukturmodellen umfassen, aus 
denen fUr die Interpretation ein Modell auszuwiihlen bzw. 
zu bildenist. Dieser Unbestimmtsheitseffektistdereigent­
liche Kern des Adiiquatheitsproblems und Gegenstand 
der Methodik del' Strukturanalyse. Ausgangspunkt ist 
dabei das folgende 
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Adiiquathei f.\postula t: 
Der Grad der Obereinstimmung der Resultate mehrerer 
Methoden einer Methodenklasse niedrigcn Hierarchieni­
veaus ist ein MaB fUr die Adiiquatheit der Beschreibung 
einer konkreten Datenstruktur durch die korrespondie­
rende Strukturklasse, wenn gleichzeitig Divergenzartef­
[ekte (vgl. 28) ausgeschlossen wurden. 

1m Mittelpunkt der in (52) entwickelten Methodik 
steht daher die Anwendung mehrerer Methoden einer 
Methodenklasse auf die Datenmenge. Stimmen die Lo­
sungen hinreichend untereinander und mit dem Struk­
turkonzept del' Methodenklasse uberein, kann durch de­
renAggregation ein endgilltiges, interpretierbares Struk­
turmodell abgeleitet werden. Andernfalls bilden die ver­
schiedenen Resultate nul' verschiedene Diskussionen, die 
im explorativen Sinne vorsichtig interpretiert werden 
konnen, wenn nicht willkilrlich eine Dissektion als StrukH 
turmodell gedeutet wird. 

3. Clusteranalyse als Strukturanalyse 
3.1 Partitionierende Clusleranalysen 

Die bekanntesten pal'titionierenden Clusteranalyse­
methoden optimieren ein vorgegebenes Giitekriterium, 
in dem eine (vorgegebene) Anfangspartition iterativ ver­
bessert wird. Die Vielfalt der Herangehensweisen (vg]. 
Abb. I )  fUhrte zur Entwicklung verschiedenster Gutekri­
terien, z.B. dem Varianzkriterium, Determinantenkrite­
rium, Spurkriterium, Detenninantenproduktkriterium, 
Kriterium del' adaptiven Distanzen, Hotelling's Kriteri­
urn, Abstandssummenkriterium, Lr-Kriterium. AIle 
diese Kriterien greifen auf die (quantitativen) Daten 
selbst zuruck, basieren jedoch implizit auch auf einer be­
stimmten, nul' fUr dieses Kriterium charakteristischen Di­
stanzfunktion. Fill' drei del' am besten untersuchten Kri­
terien sind in Tabelle I Abbildungseigenschaften und 
Aspekte der Strukturkonzepte zusammengefaBt (4, 6, 
54, 58). 

Aile drei Kriterien sind monoton fallende Funktionen 
der Clusterzahl. Die Verwendung von Streuungsmatri­
zen zur Definition der Gutekriterien impliziert ellipsen­
formige Cluster; in den meisten praktischen Anwendun­
gen durfle dies unabhiingig vom Robustheitsproblem 
dem Gesuchten am Nahesten kommen. Die fUr die Mu­
stererkennung (pattern recognition) typische Problema­
tik evtl. kompliziertester Clusterstrukturen (vgl. z.B. 60) 
ist filr die hier angezielten Anwendungsbereiche nicht re­
levant. Es wird deutlich, daB die drei Kriterien aus Ta­
belle I Unterstrukturklasscn del' allgemeinen Struktur­
klasse "Partitionen" darstellen. Ein und diesel ben Opti­
mierungsalgorithmen konnen dabei allen korrespondie­
renden Methodenklassen zugeordnet werden, der Unter­
schied bestehtin der Optimierungverschiedener Gutekri­
terien. Damitwirdz.B. dievieldiskutierte Frage, ob Mini­
maldistanz-oder Austauschalgorithmus "besser" im 
Sinne del' Optimalitat des Giitekriteriums sind, fUr un­
sere Anwendungsbereiche irrelevant. Die so definierten 
Strukturklassen konnen weiter zerlegt werden nach del' 
2. Von der Abbildung fwird nur Eindeuygkeit veriangt. 1st f SOH 
garein Homomorphismus und (RJ)i = R , so fUhrt das zum kIas­
sischcn McBbegriff del' Reprasentationstheorie. Unterlegcn wir 
da bei allgemein mehrsortige Strukturen, fUhrt das zur Definition 
von Standardmessungen (a) und zusammengcsetzter Messung 
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J0riallzkriterillllJ Detel'lIlillOllfellkriferiulJI KriteriulIl del' adapt. Dist. 

1 .  Cluster sind Hyperkugeln im Rm I. Cluster sind Hyperellipsen mit para 1-
lelen Achsen im Rm. 

1 .  Cluster sind Hyperellipscn beJiebiger 
Ausrichtung im Rm. 

2.a.) nj � N/m oder 2. \Vie beim Varianzkriteriurn 
h.) Es existiert ein Punkt Go E Rmso, 
daB die Mittel punktc der Cluster Kj urn 
so weiter von ao entfernt sind, je klei­
ner nj ist. 
3. Die Cluster werden (paarwcise) durch 
Hyperebenen getrennt, d. h., die Cluster 
sind konvex und disjunkt 

3. wie beirn Varianzkriterium 3. Die Cluster werden (paarweise) durch 
Hyperflachen 2. Ordnung getrennt, d, h. die 
Cluster sind nieht notwendig konvex 

4. Die optimaie Partition ist nur invari­
ant gegeniibereinem Vorzeichenwechsel 
beliebigcr VariabJcn. 

4. Die optimaie Partition ist invariant 
gegniiber jedcr reguHiren Transforma­
tion der Daten, 

4. wie beim Determinantcnkriterium 

5. Mit 1 .  wird impliziert, daB aIle Variab­
len stochastisch sind, bzw. daB euklidi­
sche Distanzcn zugrul1deliegen 

5. Mit 1 .  wirdimpliziert,daBdie Variab­
len stochastisch abhangig sind, diese 
Abhangigkeiten (und die cntsprechen­
den Kovarial1zmatrizen) aber in allen 
Clustern gleich sind, d. h. es iiegen Ma­
halanobisdistanzel1 zugrunde. 

5. Wic bcim Determinantenkriterium, aber 
es iiegcn infolge clusterspezifischer Abhiin­
gigkeiten clusterspezifisehe Mahalanobis­
distanzen zugrunde. 

Tabetle}: Eigel1schaften ausgewiiltlter Kriteriell. 

, . · (3) 

• •  , (2.) 
P/asmrx:/e 1 P/asmode 2 

t�=lL ·J =-
P/asmode 3 � P/(lsmode 4 " Plasmoda 5 " 

Abb. 2: Plasmoden 1 bis 5 

vargegebenen Clusterzahl, wamit sich die Maglichkeit 
bietet, mittels der Methadik der Strukturanalyse einen 
Zugang zum Clusterzahlprablem zu linden. Zur Prufung 
def Anwendung unserer allgemeinen strukturanalyti­
schen Oberlegungen auf Clusteranalysen und zu deren 
Demonstration fiihrten wir verschiedene Methodenstu­
dien durch. Dazu konstruierten wir fiinfPlasmoden zu je 
37 Objekten (vgl. Abb. 2), die verschiedene geametrische 
Eigenschaften aufwiesen. Insbesondere wurde def Ab­
stand def vier Cluster aus Plasmode 2 systematisch vari­
iert. 

Damit war zugleich der EinfluB der Separiertheit der 
Cluster auf die Ergebnisse der Methoden priifbar. GraBe­
rer Anschaulichkeit wegen beschriinken wir uns auf nur 
zwei Varia bIen, was zur prinzipiellen Demonstration ge­
nugt, selbst wenn bestimmte Effekte erst bei haherdimen­
sionalen Daten auftreten. In einer zweiten Studie mit den­
selben Zielstellungen benutzten wir die in (58, S. 1 58 und 
174) verwendeten acht Plasmoden unterschiedlichster 
Clusterstruktur, was einen weiteren Vergleich mit den Er­
gebnissen von SPATH gestattete. 
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Zur Durchfiihrung der Studien fiir das Varianzkrite­
rium implementierten wir unter Benutzung del' Subrouti­
nen MINDS l und HLCMH I (61) das Programm VAR­
KRIST. Weiterhin erstellten wir u.a. mittels Subrouti­
nen aus (58) das Programm KLASSPAS, in welchem ein 
Austausch-und ein Minimaldistanzsalgorithmus zur Mi­
nimierung des Varianzkriteriums sowie ein Austausch­
und ein modifizierter Minimaldistanzalgorithmus nach 
(6, S. 222f.) zur Minimierung des Determinantenkriteri­
urns implementiert sind. In beiden Programmen ist also 
jeweils ein Minimaldistanz-und ein Austauschalgorith­
mus implementiert, VARKRIST benutzt eine Standard­
anfangspartition, KLASSPAS generiert (mehrere) zufiil­
ligeAnfangspartitianen. Der Vergleich der Resultate bei­
def Aigarithmen fUr jede Clusterzahl erfolgt durch Zu­
ardnung der Cluster nach der hachsten Anzahl gemeinsa­
mer Elemente, sodaI3 insgesamt die Losungsiibereinstim­
mung maximiert wird, und Effekte durch verschiedene 
Clusternumerierungen eliminiert werden. 

F algende SchluBfalgerungen lassen sich ziehen: 
1 ,  Austausch- und Minimaldistanzalgorithmus stimmen 
fUr das Varianzkriterium bei Standardanfangspartitio­
nen fiir k Cluster vollstiindig iiberein, wenn in den Daten 
k kugelfOrmige, ungefiihr gleichgroBe, disjunkteund hin­
reichend separierte Cluster vorliegen (Tab. 2, Plasmaden 
2 undI). 
2. Hei weniger klaren Datenstrukturen ist dies nicht mehr 
gewiihrleistet. Vollstiindige Obereinstimmung fehlt (2. 1)  
ader tritt mehrfach auf (2.2). 1m Faile von 2.2. liiBt sich 
die Ambivalenz durch Vergleich der Eigenschaften der 
verschiedenen Hguten" Losungen mit den Eigenschaften 
der korrespondierenden Strukturklasse autkliiren. Das 
bedeutet hier in erster Linie einen Vergleich der cluster­
spezifischen Merkmalsabhiingigkeiten, jedach auch der 
Besetzungsdichten, Clustervarianzen, ClusterabsHinde 
u.ii. Hei Plasmode 3 bis 5 sind die Variablen der 4-
Cluster-Lasung (aus Tab. 2) jeweils innerhalb dieser Clu­
ster unkorreliert, die Modelladiiquatheit der entspre­
chenden Strukturmodelle ist damit klar. Hei den iibrigen 
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Clusterzahl Plas- Plas- Plas- Plas- Plas� 

k mode 1 mode 2 mode 3 mode 4 mode 5 

2 18 & 2 1 x I x 1 x 
3 14 6 12 I 1 8  

4 14 I I I I 
5 1 4  4 & 4 & 5 6 

6 1 4  1 0  & 5 & 1 3  1 3  

7 3 12 & 1 1  12 1 4  

8 10 & 13 & 7 & 9 6 & 

9 1 1  & 12 & 1 1  & 12 & 1 5  

10 13 & 1 5  & 10 & 12 & 7 & 

Cluste rzahl I I I  I I I  IV V VI VII VIII 
k N � 3 7  N � 4 1  N � 44 N � 7 3 N � 5 5  N � 5 0  N � 52 N � 80 

2 I 1 x I x 33 3 23 5 2 3  

3 I 10 1 9  27 1 x 17 2 1 x 
4 4 5 3 1 7  7 1 x 3 5 

5 1 2  2 8 1 7  7 13 10 25 

6 1 1  9 10 1 3  1 3  1 3  1 x 1 3  

Tctbelle 2: Ergebnisse des Programms VARKRIST fiir die/iil!f Plasllloden ails Abh. 2 (oherer Tei/) ul1d die 8 Plasmoden aus (51) (ulllerer 
Tei!). Angegeben sind die Objek tutti/en, die von beiden Algori{hmen l'erschiedellen Cll/stem zlIgeordnet )!Iurden, naelldem die CllIster eillall­
der lIach def hoellslen Anzahl gemeinsamer Elemellte zugeordnet Wl/rdell. &: Mindestens eille Methode erzellgte mindestells eill leeres Clu­
stel: x: Ubereinsti/J/JIlll11g (fast) ideal, abel' Ergebnisse elltsprechell l1iellt der Datellstrukt/(/� da mindestells eills del' vorgegebenen Cluser 
zerrissen wird. PlaslIlode I: 2 oder 3 disjullkte, IIl1ge/ahr kllge/formige Cll/stel: Plasl1lode Ill: eill Cluster mit eil/em f(tndstiilldigel1 kompak­
{ell Kern, das sich kontinllierlich l'erdallnt, Plasmode VIJ: 2 iiberlappellde, ellipsoidale Cluster l'erschiedel1er Lage im Ralllll. 

"-

Clusterz"hl P1asmodo 4 Plssmode t> Pl"smode VII 

, (.J (bl ) (b2) (.J (b1) (h2) ('1 (hI) (b2) 

.•.. 

, , " " I " 
" I " , 

, I " , I " " I " , 

, I " 10/19 I " " I , 0 
" I H , I , 4/19 I H 11/17 

" I , 11/16 " , 2/15 " " ) 

�" " "  ._--

, ) " , I " , I , ) 

, " , , I , , , " l/HI 

, I " 11/19 I " 7/17 I , 2/1'1 

, I " 1/15 I H 1/11 I , 4/12 

, , , V' , " 'I' " , 1/10 

'----" " 

Tabelle 3: Rest/llate des Varianzkriterillms (oberer Teil) lind des 
DetermillantenkriteriulI1s (unterer Tei!) des Programms KLASS­
PASf/ir die Plasl110delJ 4, 5 II//(/ ViI. (a): Zahl der Objekte, die 1'01/ 
heiden Algorftlimen bei delljell'eilsbestell Zie!jimktioIlSlI'ertell l'er­
schiedenell CllIstern zugeordllet l1'erdel/, nachdem die Cluster eil/­
(/Iuler lI([cll del' hochs{ell Anzah! gemeillsa1l1er EiellJllte zugeordllet 
wl/rden: (b): Zahl der AI!fallg�partitiollen (1'011 illsgesamt 20 }Jl1it 
dem gerillgstell Zei({imktiollsll'er{ del' Elldpartitiol1ell, und zll'ar 
(bl) fiir dell AlIstalisc/w/gorit/mlUs, (b2) fii,. dfll (mod((izierten) 
Mill i/1/al dis t allz a Ig orit hmlls. 

filr diese Plasmoden implizierten Losungen zeigen sichje­
doch c1usterspezifische Merkmalsabhiingigkciten, d,h, 
man mull ellipsoidfOrmige Cluster fUr die 2-bzw, 3-
Cluster-Lasung annehmen, Del' (praktisch ublichc) allei­
nige Einsatz des Varianzkriteriums kann hier keine Ent­
scheidung liefcrn, Die Auswahl dcr adiiquaten Cluste­
rung wird nur 'durch den zusiitzIichen Einsatz anderer 
Struktur- und Methodenklassen maglich, Bei Plasmode 
III entsprechenden Besetzungsdichten und Clusterva-
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rianzen der 2-Cluster-Lasung nicht der ModellstruktUL 
Eine detaillierte Prtifung filhrt zur adaquaten Daten­
struktur (vgL Tab, 2), 1m Falle von 2, I hegt die Notwen­
digkeit des Einsatzes anderer Slruktur- und Melhodcn­
klassen erst recht auf def Hand. 
3. Die Benutzung mehrerer zufalliger Partitionen bringt 
bcziiglich unserer Fragestellung nach dem Auffinden ad­
aquater Strukturmodelle keinen Gewinn, SPATH (58, S, 
166) ist zuzllstimmcn, daB bei kanonischen Strukturen 
(fasl) alle Anfangspartitionen den gleichen Zielfunk­
tionswcrt erreichen, Wie die in (58) beriehteten Resultate 
sowie unsere Tabelle 3 zeigen, kannjedoch cine Hau[ung 
von besten Zielfunktionswerten, v.a, beim Austauschal­
goritmus bei verschiedenen Clusterzahlen auftreten, so 
dall nicht notwendig die Auswahl der adaquatcn Lasung 
aus ciner L6sungsserie fiir mehrere Clusterzahlen er� 
laubtwird, Auchder Vergleich vonAuslausch-undMini­
maldistanzalgorithrnus fUr die bestc von mehreren aus 
zufalligen Anfangspartitionen erzeugten L6sungen ef­
laubt nicht die Auswahl dcr adaquaten Lasung, da unab­
ha.ngigvon def Datenstruktur die Wahrscheinlichkeit ci­
ner Ubereinstimmung der Resultate erhaht wird (vgL 
Tab, 3), Wird einfach die Lasung mit dem besten Ziel­
funktionswert interpretiert, gibt es iiberhaupt keinen 
Hinweis darauf, ob nur cine Dissektion oder cine Struk­
tur aufgedeekt wurde, 
ZusammengeJaJ3t: Wenn die Zielstellung Strukturana­
lyse (und nieht nur Dissektion) fUr eine Anwendung par­
tionierender Methoden auf gegebene Daten relevant ist, 
sollten folgende Schritte ausgearbeitet werden: I ,  Dureh 
Explikation der fachwisscnschaftlichen Theorie tiber 
den zu analysierenden Gegenstand und schrittweisen 
Vergleieh mit Strukturkonzepten bekannter Methoden 
ist eine geeignete Methodenklasse auszuwahlen (bzw. de-
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ren E1'arbeitung zu beginnen, falls eine so1che nicht vo1'­
liegt). 2. Wenigstens zwei Methoden der gewiihlten Me­
thodenklassc sind auf die Daten anzuwenden. 3. Die Re­
sultatc diesel' Methoden sind auf geeignete Weise unte1'­
einander und mit dem Struktu1'konzept del' Methoden­
klasse zu vergleichen. 4. 1m Faile geniigend groBer Vbcr­
einstimmung Ableitung eines adaquaten Strukturmo­
dells, anderenfalls Rtickkehr zu Schritt I .  
Die Art und Weise des Vergleichs, die Baselines fUr die 
Ubereinstimmungsgiite und die Art und Weise del' Ag­
grega tion konnen nul' methodenklassenspczifisch festge­
legt werden. DafUr sind weitel'e Mcthodenuntersuchun­
gen notig, wie wir sie fUr das Varianzkriterium oben ange­
deutet haben. Leider gibt es eine Unmenge von Model­
len, deren Abbildungseigenschaften nicht genau be­
kannt sind und die sich deshalb nicht sinnvoll in ein hier­
archischcs System von Methodcnklassen eingliedern las­
sen. Dariiber hinaus haben verschiedene Untersuchun­
gen (z.B. 1 1 , 23) die mangelnde Reliabilitiit einzelner Me­
thoden nachgewiesen. CA-Methoden, die Zll sensibel auf 
trivialste Datenanderungen reagieren, odeI' abel' Ergeb­
nisse relativ unabhHngig von den konkrctcn Ausgangsda­
ten gcnerieren, konnen jedoch nicht sinnvoll im empiri­
schell ForschungsprozcB Verwendung finden. Derartige 
Probleme werden in den cinschHigigen Programmbe­
schreibungen del' Rechenzentren i.a. nicht sichtbar. 

3.2 Hierarchische Clusterallalysell 

Divisive hierarchische Methoden werden in del' ein­
schUigigen Literatur nul' scltcn behandelt. Zumeist be­
ruft man sich bei einer "Kurzbeschreibung" darauf, daf3 
divisive Methoden weit mehr Rechenzeiten brauchen als 
agglomerative und NaherungslOsungcn, wie die von 
FORTIER/SOLOMON (20), die wenig befriedigend 
sind (51). Ein Teil divisiver Methoden, wie die "interco­
lumnar correlational analysis" (45), sind durch zweifel­
hafte Anwendbarkeit und mangelnde Bekanntheit spezi­
fischer Abbildungseigenschaften gekennzeichnet. Diesc 
Kritikpunkte treffen auf agglomerative Methoden weni­
ger zu. Hier gibt es eine Reihe sehr bekannter Methodcn 
(Single Linkage, Complete Linkage, Average Linkage, 
Weighted Average Linkage, Median-Verfahren, Cen­
troid-Verfahl'en, Ward's Verfahren, Flexible Strategic 
nach LANCE/WILLIAMS (39)), die sehr breit unter­
sucht und angcwendet worden sind. Gangige AnweI1-
dungspraxis ist dabei die Vorgehenswese, mehrere diesel' 
Methoden zu probiercn und das geeignetste ResuHat aus­
zuwiihlen. Wie ist diesem Umstand unter Beachtung del' 
methodischen Anforderungen an cine Struktul'analyse 
zu begegnen? Es ist aus theoretischen und empirischen 
Untersuchungen hillreichend bekannt, daB die aggloma­
tiv-hierarchischen Methoden recht unterschiedliche Ei­
genschaften haben und zu recht unterschiedlichen Ergeb­
nissen ftihren (z.B. 57). Single Linkage und Complete 
Linkage basieren z.B.  auf direkt entgcgengesetzten Ver­
schmelzungsstrategien. Innerhalb del' allgemeinen Struk­
turklasse HHierarchien" scheinen die agglomerativen 
Methoden mit verschiedenen, abgrenzbaren Unterklas­
sen zu korrespondieren, die durch wesentlich verschie­
dene Eigenschaften charakterisierbar sind. Ein Metho-
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denverglcich libel' diese Unterklassen hinweg wird damit 
nutzlos, selbst wenn bestimmtc Seiten del' Datenstruktur 
(z.B. die Existenz von Auf3enseitern) in mehreren Losun­
gen zum Vorschein kommt. Genau das bleibt in del' oben 
angeprangerten Anwendungspraxis unberiicksichtigt. 
Ein Auswegim Sinne unserer Methodik del' Strukturana­
lyse bietet sich durch die Flexible-Strategie nach LAN­
CE/WILLIAMS an, die iiber Variation cines Parame­
ters eine ganze Verfahrensschar umfaBt und die bekann­
ten Methoden wie Single Linkage simuIiert. Durch syste­
matische Variation des Parameters laBt sich (1)  die Stabi­
litiit einer gefundenen Gruppierung iiberprtifen, (2) der 
Charakter des Verfahrens andel'll. Damit miiilte es mog­
lich sein, wenigstens vier del' Strukturklassc "Hierar­
chien" untergeordnete Strukturklassen zu definieren, die 
durch die wesentlichen Eigenschaften bestimmter Me­
thoden ausgezcichnet sind: 
(1) l .  "Raumkontrahierend", d.h. Bildung von weni­

gen grof3en Clustern, 
2. Kettenbildungseffekt, d.h. eine einzige (zufiilli­

ge) kieine Distanz erzwingt Fusion (Beispiel: 
Single Linkage) 

(II) l .  "Konservativ", d.h. zwischen Single und Com­
plete Link einzuordncn, 

2. weder Kettenbildungs- noch Lassoeffekt, da Fu­
sion auf dem Durchschnitt vieleI' Distanzen be­
ruht, 

3. auf aIle DistanzmaBe anwendbar, fUr die del' 
Mittelwert eine sinn volle Grof3e ist, (Beispiel: 
Average Linkage) 

(III) 1 .  Tendiert zur Bildung gleichgroBer Cluster, 
2. auf beliebige DistanzmaBe anwendbar, weder 

Lasso-noch Kettenbildungseffekt, 
3. entspricht bei quadrierten euklidischen Distan­

zen einer stufenweisen Minimierung des Va­
rianzkriteriums, (Beispiel: Ward's Methode) 

(IV) l .  "Raumdilatierend", d.h. Bildung vieler kleiner 
Cluster, 

2.Lassoeffekt, d.h. cine einzige (zufiillige) groBe 
Distanz verhindert Fusion (Beispiel: Complete 
Linkage). 

Mit Hilfe der Flexiblen Strategie stehen dann flir jede 
diesel' Strukturklassen (wenigstens) zwei Methoden zur 
Verfiigung und die Adaquatheit eines bestimmtcn Den­
dogramms wird iiberpriifbar. Es croffnen sich so voIlig 
neue Moglichkeiten fUr Vergleichsuntersuchungen zu 
den Methoden und zu empirisch-psychologischcn Frage­
stellungen. Die derzeitige Situation auf diesem Gebiet ist 
durch unterschicdlichste und unterschiedlich begriin­
dete Vergleichskriterien verwirrend und unbefriedigend 
(vgl. z.B. 25). 

4. Konsequenzen 
4.1 Zum Clusterzahlproblem 

Die Festlegung del' "richtigen" Clusterzahl ist cin 
Kernproblemin den meisten Clusteranalyse-Anwendun­
gen. Die vielfaltigen in del' Literatur vorgeschlagenen 
Strategien zur L6sung des Clusterzahlproblems lassen 
sieh vier Richtungen zuordnen: 
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heuristische Vorschliige: z.B. deutet die Entstehung lee­
ref Cluster bei pal'titionierenden Methoden an, daB die 
falsche Clusterzahl gcwiihlt wurde (43, 58). 

2.graphische Hi(len: z.B. Plotten del' Kl'itel'iumswerte, 
der Inner-Cluster-Distanzen u.a. libel' die Clustcrzahl 
analog zum Scree-Test der FA u.ii. (17, 50), evtl. Ver­
gleich dieser Kurven mit Kurven der Kriteriumswerte 
bei Zufallszahlen (13). 

3. statistische Hilfen: z.B. mittels verschiedener F-Tests, 
Likelihood-Ratio-Tests (2, 7, 40, 4 1 ,  68). 

4. Verwendlll1g 1'011 AujJenkriferiel1: v.a. Verwendung 
von nicht in die Clusteranalyse einbezogenen Varia­
bien (67). 
Naeh (17, 49) liegen die Hauptschwierigkeiten statisti­

scher Kriterien (a) in del' Bestimlllung geeigneter Nullhy­
pothesen, (b) in del' Bestimmung del' Stichprobenvel'tei­
lungen del' verschiedenen Distanz- und Ahnlichkeitsma­
Be, (c) in der Entwieklung flexibler Test verfahren. AuBer­
dem sind die meisten statistischen Tests nul' innerhalb en­
gel' Grenzcn optimal oder el'fijllen bestimmte postuliel'te 
Voraussetzungen doch nicht (5). Darin liegt auch eine 
Hauptursache fijI' die immer wiederkehl'ende Diskus­
sian von "dissection vs. classification" (10, 17, 18) bzw. 
Cluster-Formation vs. Cluster-Analyse (58). Heuri­
stische und gl'aphische Kriterien sind stark subjektiven 
Einfllissen untcrworfen (4). Dariibel' hinaus erlaubt die 
oft benutzte Betrachtung del' Kurve del' Kriteriumswel'te 
bzw. die Suche nach dem gr6Bten Kriteriumswertabfall 
beim Ubergang von einer k-Cluster-L6sung zu einer 
(k + 1 )-Clustcr-Losung nicht notwendig die Auswahl del' 
adaquaten L6sung, weil damit h6chstens innerhalb einer 
evtL inadaquaten Strukturklasse das beste Strukturmo­
dell gefunden werden kann. Folgerichtig implizieren aIle 
Kurven in Abb. 3 die Strukturmodelle mit 4 Clustern als 
richtige Lasung, d.h. speziell die eindeutig ellipsoidale 
Clustcrstruktur del' Plasm ode 5 bleibt unerkannt. 

I, W 

150 

50 

2 3 4 5 6 7 8 9 10 K 

Abb. 3: Kurven der Kritcriumswerte des Austauschalgorith­
mlls fUr das Varianzkriterium, Programm VARKRIST, Plas­
modcn 3, 4, 5 .  
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Die Verwendung von AuBenvariablen steht VOl' dem 
Dilemma, eine Clusterl6sung mit Variablen beurteilen 
zu wollen, die fUr das jeweilige Strukturanalyseproblem 
nicht relevant sind odeI' anderenfalls relevante Variablen 
niehl in den AnalyseprozeB einfiieBen zu lassen (Diver­
genzartefakt-Problematik). Eine befriedigende Losung 
des Clusterzahlproblems steht also bisher noch aus, was 
sich in den widerspriichlichen Ergebnissen entsprechen­
der Methodenexperimente niederschlagt. Praktisch wird 
meist aus mehreren L6sungen verschiedener Cluster­
zahl, die eventuell aile die Datenstruktur nul' inadaquat 
wiedergeben, mit teilweise ausgefeiltesten statistischen 
Techniken die L6sung mit del' "richtigen" Clusterzahl 
ausgewahlt, alme die Strukturadaquatheit iiberprlift zu 
haben. Gemiill obiger Uberlegungen ist das Clusterzahl­
problem jedoch nul' im Zusammellhang mit dem Struk­
turtyp- und dem Methodenproblem losbar und sollte als 
ein Aspekt der Adiiquatheitsproblematik betrachtet wer­
den. Damit werden scheinbare Paradoxien aufl6sbar, 
wie etwa im Beispiel von (58, 167ff.), in welchem die opti­
malen Partitionen vom Abstand del' Punkthaufen abhan­
gen. 

4.2 Kritik herkommlieher Validierungsstrategien fiir 
Clusteranalyse-Methoden 

SeiL Beginn del' 70er lahre wurden immer wieder Stu­
dien zur Validiel'ung und Evaluation von Clusterana­
lyse-Methoden publizicrt. Prinzipicll iassen sich je nach 
Art der verwendeten Daten drei Typen solcher Studien 
diffel'enzieren: Evaluationen (1)  mittels empirischen Da­
tensiitzen, (2) mittels Plasmoden und (3) mittels Daten­
satzen, die tiber Monte-Carlo-Methodcn crzeugt wur­
den. Empirische Datensiitze haben i.a. den Nachteil, dall 
ihre Datenstruktur nicht zweifelsfrei bekannt ist und sich 
deshalb nicht als AuBenkritel'ium einer Validierung eig­
net. Um dies zu umgehen, wiihlten verschiedene Autoren 
empirische Datensatze bekannter Struktur. Am bekann­
testen sind die Kraftfahrzeugdaten von BAUMANN ( I )  
mit del' Typeneinteilung der Kraftfahrzeuge als Kriteri­
umsstruktur geworden. In (29) werden mehrere ge­
sehlcehtsspezifiseh beantwortete MMPI-Items und die 
Zweiteilung der Vpn-Stichprobe nach dem biologischen 
Geschlecht als Kriteriumsstruktur benutzt. Solche Ver­
suche bergen offensichtlich stets die Gefahr in sich, dall 
die intendierte und die tatsachliche benutzte Kriteriums­
struktur nicht identisch sind. Diese N achteile k6nnen 
nul' durch die Konstl'uktion geeigneter Datensatze mit 
bekannter Struktur ausgeschaltet werden. Zum einen 
k6nnen diese Daten "per Hand" vom Untersucher kon­
struiert werden, z.B. im gew6hnlichen zweidimensiona­
len Mel'kmalsraum, zum anderen sind in den letztcn 1 ah­
ren Monte-Carlo-Datensimulationen h<'iufig verwendet 
worden. Bei Monte-Carlo-Plasmoden taucht nun trotz 
des mathematischen Aufwandes das Problem auf, daB 
die geometrischen Strukturen nicht mchr genau bekannt 
sind, sondel'n nul' gewisse Verteilungs-, Uberlappungspa­
rameter u.a. Dies muB u.E. als Nachteil betrachtet wer­
den, der auch die teilweise Unvergleichbarkeit und Wi­
dersprlichlichkeit entsprechender Studien mitverur­
sacht. Wir sehen in folgenden Punk ten Hauptmiingel bis-
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herigen Vorgehens bei Validierungsstudien zu Cluster­
analyse-Methoden (vgI. aueh 46, 53): 
( I )  Naeh wie vor sind solehe Validierungssludicn als 

Suche nach dnem "besten" Verfahren angelegt, ob­
wohl u.a. anerkannt wird, daB die verschiedenen Me­
thoden untersehiedliehe Abbildungseigensehaften 
besitzen. 

(2) Meist wird eine Partition als Kriteriumsstruklur ge­
wahlt; gepriift werden v.a. abel' hicrarchische Verfah­
ren, fUr die praktisch kein exakter Test ZUI Auswahl 
cineI' Partition existiert. 

(3) Unabhiingig vom Strukturtyp der Testdalen werden 
Methoden verschiedenster Methodenklassen ge­
prlift. Wcnn cine Methode unter bestimmten Bedin­
gungen gute Ergebnisse erzielt, ist dennoch nicht gesi­
eherl, dan diese Ergebnisse bei der praktisehen An­
wendung aus einer Serie von Losungen als gut er­
kannt werden. 

(4) Teilweise werden Ergebnisse vergliehen, ohne die spe­
zifischen Eigenschaften evtl. unterschiedlichster Da­
tensatze in den Verglcich einzubeziehen. 

1m Zusammenhang mit der Methodik der Struktur­
analyse wird damit eine gezieItc Reinterpretation bisheri­
gel' Studien unter dem Aspekt adaquater Strukturerken­
nung notig. Validienmgsstudien soIl ten prinzipiell me­
thoden- und strukturklassenspezifisch angelegt werden. 

4.3 Zur Evaluation von Clusterlosungen 

Die Literatur der lctzten Jahre enthalt eine Fulle von 
VorschUigcn zur Evaluation einer Clusterlosung; z.T. 
sind diese identisch mit Tests zur Losung des Clusterzahl­
problems, so daB auch die dort geiibte Kritik weiter zu­
trifft. Solange libel' die Strukturadaquatheit einel' be­
stimmten Clusterlosung nichts ausgcsagt werden kann, 
ist in praktischen Anwcndungen die Benutzung von Eva­
luationsmaBen und -methoden eigentlich unsinnig, da 
evtL inadaquatc Struktul'lnodelle in ihrer "Giite" beur­
teilt werden sollen. Eine Reihe von Autoren (32, 61 ,  62) 
schlagen den Einsatz von Diskriminanz- und Varianz­
analyscn zur Beurteilung von Clusterlosungen VOL Del' 
standardmaBige AnsehluB dieser Methoden an eine Clu­
sleranalyse ist u.E. allerdings kaum sinnvoll, denn: ( 1)  
Losungen von Clusteranalyse-Methoden, die konvexe, 
durch Hypcrebcnen getrennte Cluster erzwingcn, miis­
sell bei nachfolgender (lincarer) Diskriminanzanalyse 
stets gut absehneiden. (2) Andere Clusterstrukturen mus­
sen bei linearer Diskriminanzanalyse schlecht abschnei­
den, wenn die Losung die ta tsachliche Clusterstruktur ad­
aquat besehreib!. (3) die varianzanalytisehe Prufung der 
wcchselseitigen Isoliertheit del' Cluster zu deren Validie­
rung als StJ'uktureinheiten setzt gerade das voraus, was 
geprufl werden solI: die Ubereinstimmung der Clusterla­
sung mit der tatsachliehen Struktur. Die Signifikanz ei­
nes Mittelwertunterschieds ist abel' kein Indikator fUr 
die Clustervaliditat, sondern kann auch eine artifizielle 
Aufteilung der Objektmenge "bestatigen". Nur unter 
del' Voraussetzung, daB entsprechend unserer Methodik 
der Strukturanalyse vorgegangen und auf diese WeiseAr­
tefakte vel'mieden wurden, ist der Einsatz von Diskrimi­
nanzRund Varianzanalyse nutzbringend. In erster Linie 
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lassen sieh folgende Fragen damit beantworten: (1) wie 
graB ist die wechselseitige Isoliel'theit von Clustern, die 
mitteln VarianzR odeI' Detenninantenkriteriu1l1 gefun­
den wurden? (2) Beinhaltet eine Lasung nach dem Krite­
riu1l1 der adaptiven Distanzcn iiberlappende Cluster? 
(Wenn nieht, so lassen sich auch ungleieh groBe Ellipsen 
verschiedenel' Hauptachsenrichtung durch Hyperebe­
nen trennen.) (3) Wie groB ist die Diskriminiertheit und 
Isoliertheit von Clustcrn in (In deren, nicht in die Clustcr­
bildung cingegangenen Varia bien? Mil dieser Frage geht 
es um das Aufspiiren von differentiellen ZusammenhanR 
gen zwischen Merkmalsgruppen untcr Umgehung del' 
Korrelationsslalislik, die z.E. in (3, 5 1 , 63) stark proble­
matisiert wird. (4) Wie ist der (univariate) Beitrag jeder 
einzelnen Variablen zur Klassifizierllng? LaBt sich die 
Clusterung eventuell dureh die klassifikatorisehe Wir­
kung von cin oder zwei "Trenn"-Variablen erkHiren'! 
Konnte libel' UDsere Methodik der Strukturanalyse die 
Adaqllatheit einer Clusterlosung nachgewiesen werden, 
so bieten sich verschiedeneweitere Moglichkciten zur dif­
ferenzierten Interpretation und nachfolgenden konfir­
mativen Analyse an. In (44) wird ein Ansalz enlwiekelt, 
der die Methode der Kreuzvalidierung fiir die Cluster­
analyse erstmals explizit nutz!. In (9, 14) u.a. werden Per­
mutationsexperimente mit simulierten Datensatzen 
durehgefUhrt.ln(16,26, 27,36,27)u.a. wird das von HU­
BERT/SCHULTZ (38) fUr die Datenanalyse llutzbar ge­
machte Paradigma del' quadratischen Zuordnung als all­
gemeine nonparametrische Teststrategie weiter entwikR 
kelt und konkrete Anwendungsmagliehkeiten aufge­
zeigt. Diese neuen Ansatze lassen interessante Weiterent­
wickillngen und neue Einsatzmoglichkeiten fUr die Da­
tenanalyse allgemein und die Clustcranalyse im Besonde­
ren erwarten. 

4.4 Zurn Interpretationsproblern 

Die Verwendung del' Clusteranalyse zur Lasung struk­
turanalytiseher Frageslellungen erfordert die Behand­
lung der Frage, wie die gewonnene Clusterung der Ob­
jektmenge inhaltlich zu interpretieren ist, wie die gefunde­
nen formalen Relationen und Strukturen adaquat in 
fachwissenschaftlich relevante Relationen und StruktuR 
ren "iibersetzt" werden konnen. Die zur Verfiigung ste­
henden MaBc zur Interpretationder Losungen miissen al­
lerdings nicht notwendig zur sachgerechten Beantwor­
tung der inhaltliehen Fragen beitragen. Ublieherweise 
schlieBt sich z.B. an eine partitionicrende Clusteranalyse 
ein Profilvergleich der Clustermittelwerte, evtI. noeh un­
tel' EinschluB del' entsprechenden Steuungen, an. Dieses 
Vorgehen ist allerdings nul' dann wirklich sinnvoll, wenn 
nachgewiesen werden konnte, daB diese Mittelwerte eine 
adaquate Beschreibung der untersuchten Struktur er­
magliehen, d.h., daB die Struktur dureh kugelfarmige, 
disjunkte Cluster gekennzeiehnet is!. Die Mittelwertvek­
toren minimieren die Zielfunktionen des Clusteranalyse­
kriteriull1s, des Determinantenkriteriums wie auch des 
Kriteriums del' adaptiven Distanzen. Daraus ergibt sich 
abel' nicht gleichzeitig deren Eignung zur Bescltreibung 
der Clusterung. Bei zwei eilipsoidformigen, einander wie 
ein vierfliigeliger Propeller uberlappenden Clustern im 
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2-dimensianalcn Merkmalsraum stimmen die Mittel­
werte sawahl untereinander als auch mit denen der Ge­
samtmenge uberein) sind also ZUI' Beschreibung del' ein­
deutigen Struktur ungeeignet. Unter der Voraussetzung, 
daO solchc Struktul'en iiberhaupt erkannt werden (was 
mit dem pal'adigmatisch verwendeten Varianzkriterium 
nieht moglich ist), miissen andere Methoden zur Be­
schreibung del' Cluster angewandt werden. Dcnkbar 
sind z.B. die clusterspezifischen Kovarianz- bzw. Korre­
lationsmatrizen, die clusterweise Bestimmung von Rc­
gressionsgeraden, die Visualisierung del' Struktur in den 
ersten beiden Hauptkomponenten u.a. Del' unkritische 
Einsatz der Teststatistik zur Pl'ufung von Mittelwertun­
terschieden kann trolz "signifikantcr" Ergebnisse die 
Tatsache eines Artefakts verschleiern. Lassen sich Arte­
fakte ausschlieBen und sind Mittelwertprofile geeignete 
Beschreibungsmittel, so sollte man deren Moglichkeiten 
(vgl. 34, 47, 5 1 )  auch nutzen, Dassclbe gilt fUr aile Malle 
zur Beschreibung von Homogenitat und weehsclseitiger 
I solicrtheit der Cluster, z,B, Clusterradien, das Disjunkt­
heitsmaB (55, 56) u,ii, Noch relativ unbekannt ist das 
Konzept der L- und L-Cluster (30, 39), das gute interpre­
tatorische Moglichkeiten bietet. Weiterhin sind die viel­
faltigcll im deutschell Sprachraum noch kaum bekann­
ten und eingesetzten graphischcn Methoden zur Lo­
sungsbeschreibung verwendbar, wie z.B. die Polardia­
gramme (auch: Kreis-Linien-Diagramme, polygon 
plots), Metroglyphen, Andrew-Kurven (auch: function 
plots), Chernoff-Faces, verschiedene Arten von Streu­
ungsdiagrammen u.li. (vgl. z.B. die Ubersichtsl'eferate in 
(19, 65, 66), 

S. Zum Einsatz der Clustcranalyse in empirischen 
Untersuchungen 

Die Relevanz unseres Ansatzes fUr praktische empi­
rische Untersuchungen, z.B. in den Sozialwissenschaf­
ten, soIl hier nun an einem Beispiel skizziert werden. Seit 
langem wird in del' klinisch-psychologischen Forschung 
versucht, Zusammenhange von Personlichkeitsmerkma­
len und psychopathologischen Syndromen aufzudek­
ken. Ziel derartiger Bemuhungen ist es) libel' personale 
Bedingungen del' Genese psychischer Storungen zu wirk­
sameren Prophylaxe-und Therapieprogrammen ZUkOlll­
men. Dabei wurde wiederholt festgestellt, daB es die Su­
cid-) Sucht- oder Neul'osepersonlichkeit nicht gibt. Ein 
grol3erer Gewinn besteht daher in der Auffindung von 
Subgruppen von Neurotikern, Alkoholikern usw" die 
sich in bestimmten Merkmalskombinationen unterschei­
den. Die Therapierelevanz bisheriger Ergebnisse ist abel' 
oft fragwiirdig, die in (21) angebotene 4-Cluster­
Gruppierung fUr Alkoholiker (N � 1 35) fordert z,B, al­
Iein aus methodischer Sieht folgende Diskussion heraus: 
(\) es ist nicht gesichert, da13 die interpretierte L6sung 

del' tatsachlichen Datenstruktur entspricht (es wird 
nur die Methode nach WARD benutzt) 

(2) eine Reanalyse in (22) mit zwei weiteren CA-Metho­
den ergab insges, drei bzgl. der Variablenprofile der 
CI uster, bzgl. der Clustergro13en und bzgl. desAu13en­
kriteriums differentieller Riickfallquoten verschie­
dene Losungen. 

D.h.) es gibt verschiedene Losungen, die zu untcr-
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schiedlichen inhaltlichen Interpreta tionen und diagnosti­
schen sowie therapeutischen Konsequenzen fiihren. Fur 
relevante Resultate so1cher Klassifikation sind also ne­
ben einer komplexcren Untersuchungplanung auch Ad­
aquatheitsfragen bei der Datenauswertung zu beriick­
sichtigcn. Letztere sind durch strukturanalytische Heran­
gehensweisen handel bar. 
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