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Rechtliche Antworten auf die Künstliche 
Intelligenz im Mediensektor 
Algorithmischer Journalismus zwischen Sorgfaltspflichten und Medienprivileg 
nach deutschem und europäischem Recht

Kaum ein anderes Thema beherrscht den politischen wie 
auch den wissenschaftlichen Diskurs derzeit so sehr wie 
Künstliche Intelligenz (KI). Aus rechtlicher Perspektive 
ist festzuhalten, dass es eine einzige juristische Antwort 
auf das Phänomen KI nicht gibt. Stattdessen ist danach 
zu fragen, welche Antworten das Recht auf einzelne Er-
scheinungsformen „schwacher KI“ gibt. Dies gilt auch 
für die Verwendung von KI im Mediensektor: Hier wird 
es entscheidend darauf ankommen, ob KI-basierter Jour-
nalismus die Anforderungen an journalistische Sorgfalt 
erfüllen kann, die an den anthropogenen Journalismus 
gestellt werden. ©
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Künstliche Intelligenz, das Internet  
und das Pferd

In der Folge der Popularisierung des Internet in den 1990er 
Jahren entbrannte im juristischen Schrifttum eine Debatte 
darüber, wie das Recht dem Phänomen „Internet“ begegnet. 
Dabei wurden Rufe nach dem Konzept des „Internetrechts“ 
als neuem Gegenstand wissenschaftlicher Forschung und 
Lehre laut. Lawrence Lessig, einer der einflussreichsten 
Denker der Internet-Governance, mahnte in einem weg-
weisenden Aufsatz von 1999 die erkenntnistheoretischen 
Grenzen einer Rechtsmaterie „Internetrecht“ (cyberlaw) 
an. In rechtlicher Hinsicht sei das Internet vergleichbar mit 
einem Pferd: Ebenso wenig wie eine einheitliche Antwort 
des Rechts auf das Phänomen „Pferd“ existiert, gibt das 
Recht die eine Antwort auf das Phänomen „Internet“ (Les-
sig 1999). Tatsächlich ist „Pferderecht“ eine Querschnitts-
materie aus verwaltungsrechtlichen Anforderungen (etwa 
dem Tierseuchenrecht), Straftatbeständen (etwa der Tier-
quälerei nach § 17 Tierschutzgesetz) und zivilrechtlichen 
Fragen, angefangen beim Kaufvertrag über Pferde bis hin 
zur umstrittenen Rechtsnatur des Pferdebesamungsver-
trages. Das Internet ist dem vergleichbar: Es stellen sich 
etwa Fragen der verwaltungsrechtlichen Regulierung (z. B. 

der Befugnisse der Medienaufsicht nach § 59 RStV), des 
Strafrechts (etwa der Volksverhetzung nach § 130 StGB) 
und des e-commerce.

Mit der KI verhält es sich so wie mit dem Internet und mit 
dem Pferd: Die rechtlichen Herausforderungen der KI sind 
zu vielfältig, um ihnen mit einer umfassenden Antwort 
zu begegnen. Ansätze, die nach „der einen“ juristischen 
Antwort auf KI fragen, sind daher ebenso wenig erfolg-
versprechend wie die Suche nach dem Stein der Weisen. 
Die Erscheinungsformen Künstlicher Intelligenz und ihre 
strategischen Ziele sind zu heterogen, um allein aus all-
gemeinen Überlegungen heraus Schlussfolgerungen für 
den Einzelfall zu ziehen. Stattdessen ist für die rechtliche 
Untersuchung nach den verschiedenen Ausprägungen 
schwacher KI zu differenzieren (Oster 2018b): Chatbots 
verlangen nach einer anderen rechtlichen Behandlung als 
etwa selbstfahrende Autos, und diese wiederum unterlie-
gen anderen Regelungsregimen als Schachcomputer. Die-
sem Ansatz gemäß analysiert dieser Beitrag die rechtliche 
Behandlung von KI im Mediensektor: Welches sind die 
rechtlichen Herausforderungen Künstlicher Intelligenz im 
Mediensektor und welche Antwort gibt das Recht auf diese 
Herausforderungen?
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Der Begriff des „Mediensektors“
Der Begriff der „Medien“ – und damit des „Medienrechts“ 
– ist mehrschichtig: In einem weiteren Sinne verstanden 
erfasst das Medienrecht sämtliche Kommunikation über 
ein Kommunikationsmedium bzw. eine Kommunikations-
technologie; dieser Ansatz beruht auf dem sprachlichen 
Verständnis des Begriffs „Medien“ als dem Plural von Me-
dium. Im medienwirtschaftlichen Schrifttum wird bei Kom-
munikationsintermediären – etwa Twitter oder Facebook 
– auch von „Medienunternehmen zweiter Ordnung“ ge-
sprochen, da sie ihre Inhalte nicht selbst produzieren (Hess 
2014; Buxmann & Wagner 2018, S. 21). Das Medienrecht 
erfasst daneben aber auch „die Medien“ im engeren Sinne, 
d. h. bestimmte Inhalteanbieter, die traditionell über Mittel 
der Massenkommunikation Informationen verbreiten, ins-
besondere Rundfunk und Presse. Wenngleich diese Dicho-
tomie von Medien erster und Medien zweiter Ordnung durch 
das Phänomen der Medienkonvergenz erheblich herausge-
fordert ist, hält das Recht weitgehend hieran fest (Oster 
2017, S. 5 ff.). So genießt zwar jedermann den Schutz der 
Meinungsfreiheit nach Art. 5 Abs. 1 Satz 1 GG; dem be-
sonderen Schutz der Medienfreiheiten nach Art. 5 Abs. 1 
Satz 2 GG bzw. Art. 11 Abs. 2 der EU-Grundrechtecharta 
(EUGRCh) unterliegen demgegenüber nur bestimmte Inhal-
teanbieter, die – zumeist auf journalistisch-redaktioneller 
Basis – Informationen verbreiten bzw. bestimmte Erschei-
nungsformen der Publikation nutzen (z.B. Rundfunksender 
oder Druckwerke). Auch in den Anwendungsbereich der 
AVMD-Richtlinie fallen nur Anbieter audiovisueller Medi-
endienste mit „redaktioneller Verantwortung“, d. h. keine 
reinen Kommunikationsintermediäre, und der Europäische 
Gerichtshof für Menschenrechte (EGMR) gewährt den be-
sonderen Schutz der Medienfreiheit nur journalistischen 
Medien, den sog. „public watchdogs“ (EGMR 1979, EGMR 
2012).

Die Herausforderungen Künstlicher Intelligenz auf Medien-
kommunikation im weiteren Sinne, etwa der Einsatz von 
Chatbots und Social Bots in Sozialen Netzwerken, wurde 
bereits an anderer Stelle erörtert (Franck & Müller-Peltzer 
2017, S. 243 ff., Milker 2017, Volkmann 2018, Oster 
2018b). Der Einsatz Künstlicher Intelligenz im Mediensek-
tor im engeren Sinne ist demgegenüber – soweit ersicht-
lich – noch nicht eingehend untersucht. Die rechtlichen 
Antworten auf den sogenannten „algorithmischen Journa-
lismus“ sind daher der Gegenstand dieses Beitrages. 

KI im Mediensektor

Eine Arbeitsdefinition für KI

Keine der vorgeschlagenen Definitionen des Begriffs 
„Künstliche Intelligenz“ hat bisher allgemeine Anerken-
nung gefunden (Gleß & Weigend 2014, S. 562, Stiemerling 
2015). Als konzeptionelle Grundlage einer rechtlichen Un-

tersuchung wird daher folgende Arbeitsdefinition (working 
definition) vorgeschlagen (Oster 2018b): „Künstliche Intel-
ligenz“ ist 

1.	 eine Meta-Technologie, die 
2.	 fähig ist, ein strategisches Ziel zu erreichen und dafür 
3.	 in einer komplexen Situation autonome Entscheidun-

gen trifft und
4.	 selbstlernend ist.

Der Begriff der „Meta-Technologie“ bringt zum Ausdruck, 
dass KI bislang lediglich dazu fähig ist, in einem begrenz-
ten Anwendungsbereich bestimmte Ziele zu erreichen, z. B. 
ein Auto zu fahren oder Schach zu spielen (sog. schwache 
KI oder narrow AI) (Tegmark 2017, S. 39). Starke KI (strong 
AI oder human-level AI), welche die Fähigkeit besitzt, jegli-
che kognitive Aufgabe zumindest ebenso gut zu lösen wie 
Menschen, ist hingegen derzeit noch nicht existent (Russell 
& Norvig 2016, S. 1020 ff., Tegmark 2017, S. 30 ff.).

KI ist zielorientiert und fähig, dieses Ziel zu erreichen. 
Welches Ziel die KI verfolgt, bestimmt sich nach ihrer Pro-
grammierung. Die Zielsetzung kann etwa darin bestehen, 
ein Muster (z. B. von Bildern oder von Sprache) oder Be-
deutungszusammenhänge zu erkennen. Von rein automa-
tischen Systemen unterscheidet sich KI dadurch, dass sie 
in einer komplexen Situation autonome Entscheidungen 
trifft (Nürnberger & Budiel 2016, S. 504, Spiecker gen. 
Döhmann 2016, S. 701). Die Entscheidung der KI ist als 
„autonom“ zu bezeichnen, soweit die konkrete Reaktion 
des Programms nicht vorgegeben ist, selbst der Program-
mierer also diese konkrete Entscheidung nicht vorhersehen 
konnte (Müller-Hengstenberg & Kirn 2014, S. 309, Gleß & 
Weigend 2014, Denga 2018, S. 70). Soweit die konkrete 
Reaktion des Programms hingegen bereits im Algorithmus 
determiniert ist, so ist von einem „automatischen“ System 
zu sprechen (DIN 19233). 

Schließlich ist KI imstande, auf der Grundlage aufge-
nommener Informationen und eigener „Fehler“ Muster 
zu erkennen und eine Handlungsoption zu wählen, die 
die Erreichung des strategischen Ziels wahrscheinlicher 
macht. Es ist dieses Kriterium des „Lernens aus eigener 
Erfahrung“, welches KI von anderen autonomen Syste-
men unterscheidet. Für das „Selbstlernen“ bestehen ver-
schiedene Technologien; die derzeit führende ist das der 
Struktur des menschlichen Gehirns nachempfundene sog. 
deep learning (Hinton et al. 2006, LeCun et al. 2015, Hin-
ton 2007, Schmidhuber 2015, Mayer 2018). Gemeinsam 
mit dem Kriterium der Autonomie stellt das Kriterium des 
Selbstlernens die zentrale Herausforderung der KI für die 
Rechtswissenschaft dar, da im Zeitpunkt der Programmie-
rung des Algorithmus nicht vorhersehbar ist, wie sich die KI 
in einer bestimmten Situation „verhalten“ wird (Beck 2009, 
S. 226, Gleß & Weigend 2014, S. 564 f., Oster 2018b). Im 
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Wesentlichen lassen sich hier zwei Argumentationssträn-
ge unterscheiden: Zum einen werden rechtliche Kriterien 
diskutiert, nach denen das „Verhalten“ einer KI ihrem Ver-
wender zugerechnet werden kann (Schulz 2015, S. 147, 
Grützmacher 2016, S. 698, Schaub 2017, S. 344). Zum 
anderen stehen Überlegungen im Raum, einer KI aufgrund 
ihrer eigenen agency selbst Rechtsfähigkeit zu gewähren 
(Solum 1992, Koops et al. 2010, Vladeck 2014, Primo & 
Zago 2015, Europäisches Parlament 2016, Kluge & Müller 
2016). Wie bereits eingangs dargestellt, lässt sich diese 
Frage nicht für alle Erscheinungsformen Künstlicher Intel-
ligenz umfassend beantworten; eine (Teil-)Geschäftsfähig-
keit für KI liegt näher bei Systemen, die autonom generier-
te Willenserklärungen abgeben (Wettig & Zehender 2004, 
Schirmer 2016, S. 663 f., Keßler 2017, S. 592, Specht & 
Herold 2018, S. 42), als etwa bei selbstfahrenden Autos 
oder Social Bots (Russell & Norvig 2016, S. 2 f., Franck & 
Müller-Peltzer 2017, S. 243). Auch bei dem hier zu behan-
delnden „algorithmischen Journalismus“ geht es nicht um 
die Frage der Übertragung von Rechten und Pflichten auf 
eine Maschine, sondern darum, ob und wie Publikationen 
der Maschine ihrem Betreiber zuzurechnen sind. 

Der „algorithmische Journalismus“

Hergebrachter Maßstab zur Feststellung der Entwicklung 
von Kommunikations-KI ist der sog. Turing-Test. Der Tu-
ring-Test gilt für die Maschine als „bestanden“, wenn ein 
Mensch bei einem Gespräch über Tastatur und Bildschirm 
die Konversation mit der Maschine nicht von der mit einem 
Menschen unterscheiden kann. Sogenannte fortgeschrit-
tene natürlichsprachliche Generierung (Advanced natural 
language generation, Advanced NLG) vermag Daten auf 
eine Weise in Narrative zu verwandeln, dass menschliche 
und maschinell generierte Texte kaum noch voneinander 
unterscheidbar sind (Antos 2017, Haarkötter 2017, S. 26, 
Dörr 2016, S. 701, Clerwall 2014).

Von besonderem Interesse ist hier die sog. „quantitative 
Wende“ (quantitative turn) vom anthropogenen zum al-
gorithmischen Journalismus als einer besonderen Form 
der Kommunikations-KI. Es steht zu erwarten, dass KI die 
Medienlandschaft nachhaltig verändern wird (Cappello 
2017, S. 115 f.). Diese Entwicklung wird ermöglicht und 
nachhaltig beeinflusst durch die täglich generierten Daten-
sätze und die Technologien, die diese Datensätze nutzbar 
machen – das Phänomen des sog. „Big Data“ (Mayer-
Schönberger & Cukier 2013, S. 2, Rubinstein 2013, Le-
wis & Westlund 2015, S. 447). Algorithmen unterstützen 
Journalisten nicht mehr nur noch in ihrer Arbeit; stattdes-
sen führen sie selbst journalistische Arbeit durch, indem 
sie Informationen recherchieren, redaktionell überarbeiten, 
veröffentlichen und/oder gezielt an bestimmte Rezipienten 
verbreiten (Rosenbaum 2011, Bakker 2012, Van Dalen 
2012, Howard 2014, Diakopoulos 2015, Broussard 2015, 

Primo & Zago 2015, Haarkötter 2017). In der publizisti-
schen Literatur werden hierfür verschiedene Begriffe ver-
wendet, z.B. „Roboterjournalismus“ (Clerwall 2014), „auto-
matischer Journalismus“ (Carlson 2014), „algorithmischer 
Journalismus“ (Anderson 2013, Dörr 2016), „Datenjour-
nalismus“ (Appelgren & Nygren 2014, Gynnild 2014, De 
Maeyer et al. 2015) und „Computerjournalismus“ (Cohen 
et al. 2011, Flew et al. 2012, Broussard 2016, Haim et 
al. 2018). Während diese Begriffe teilweise konzeptionelle 
Unterschiede ausdrücken, werden sie allesamt unter einem 
Oberbegriff zusammengefasst: die „quantitative Wende 
des Journalismus“ (Coddington 2015, Lewis 2015). Diese 
neue Form des Journalismus betritt das Mediengeschäft 
durch zwei Eingänge: Zum einen ermöglicht sie Internet-
Diensteanbietern, etwa Sozialen Netzwerken, in das In-
formationsgeschäft einzusteigen (Frankfurter Allgemeine 
Sonntagszeitung 2016). So äußerte Facebook jüngst sein 
Ziel, „die perfekte personalisierte Zeitung für jede Person 
auf der Welt zu schaffen“ (Süddeutsche Zeitung 2018). 
Zum anderen ist algorithmischer Journalismus inzwischen 
ein fester Bestandteil auch von traditionellen Medienor-
ganisationen (Dörr 2016). So berichtete die Washington 
Post, deren Eigentümer nicht zufällig Amazon-Gründer Jeff 
Bezos ist, über die Olympischen Sommerspiele 2016 mit 
ihrem KI-System „Heliograf“. 

Antworten des Rechts

Grundsätzliches

Für eine rechtliche Untersuchung ist der Begriff des „Jour-
nalismus“ indessen nicht allein aus publikationswissen-
schaftlicher, sondern auch aus juristischer Perspektive zu 
bestimmen. Nur „journalistische“ Tätigkeiten sind etwa 
vom datenschutzrechtlichen sog. Medienprivileg des Art. 
85 Abs. 2 DSGVO, §§ 9c Abs. 1 Satz 4, 57 Abs. 1 Satz 4 
RStV umfasst, der Schutz des Presseverlegers nach § 87f 
UrhG greift nur für die redaktionell-technische Festlegung 
„journalistischer“ Beiträge, und vor allem journalistische 
Tätigkeiten genießen den grundrechtlichen Schutz der Me-
dienfreiheiten.

Der juristische Begriff des „Journalismus“ ist in einem 
gemischt formal-funktionellen Sinne zu verstehen (Oster 
2017, S. 10 ff., Oster 2018a, Rn. 26). Er umfasst nicht 
nur die Tätigkeit von Journalisten im formalen Sinne, d. h. 
von Personen, die im Journalismus ausgebildet wurden, für 
eine Zeitung oder eine Rundfunkanstalt arbeiten und/oder 
Mitglied in einem Journalistenverband sind. Stattdessen 
ist darauf abzustellen, dass die betreffende Person in der 
Sache journalistisch tätig ist, d. h. regelmäßig Beiträge zu 
Angelegenheiten von öffentlichem Interesse an einen un-
bestimmten Personenkreis veröffentlicht und dabei gewis-
se Mindeststandards verantwortungsvoller Recherche und 
Publikation beachtet (Oster 2015, S. 61 ff., Oster 2017, 
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S. 11 f.). Unter diesen Voraussetzungen können nicht nur 
traditionelle Rundfunksendungen und Zeitungsartikel, son-
dern auch Blogs und eben auch KI-basierte Veröffentli-
chungen „journalistisch“ sein. 

Journalistische Tätigkeit setzt allerdings redaktionelle Ver-
antwortung voraus (Oster 2015, S. 57 ff.). „Redaktionelle 
Verantwortung“ beschreibt die Ausübung einer wirksamen 
Kontrolle sowohl hinsichtlich der Zusammenstellung von 
Inhalten als auch hinsichtlich ihrer Bereitstellung. Das 
Kriterium der „redaktionellen Verantwortung“ grenzt Inhal-
teanbieter von bloßen Informationsmittlern ab (Oster 2017, 
S. 13 ff.). Reine Informationsintermediäre können daher 
keinen Journalismus betreiben. Die Vorschriften über die 
Haftung und Haftungsfreistellung von Intermediären (§§ 
8–10 TMG) können daher auf journalistische Tätigkeiten 
nicht – auch nicht analog – angewandt werden. 

Journalismus geht einher mit Transparenz, die durch Im-
pressumspflichten gewährleistet wird (vgl. § 55 Abs. 2 
RStV sowie die Impressumspflichten nach den Landes-
mediengesetzen). Journalismus und Anonymität schließen 
sich daher grundsätzlich gegenseitig aus. Dies gilt aller-
dings nur für das Unternehmen, welches verantwortlich im 
Sinne des Presserechts ist. Autorenschaft einer KI für einen 
Artikel ist daher nicht zwingend transparent zu machen, 
solange das hinter dem Artikel stehende Medienunterneh-
men klar identifizierbar ist.

Vor diesem Hintergrund liegt es nahe, dass Medienun-
ternehmen für Veröffentlichungen ihrer KI ebenso haften 
wie für Beiträge angestellter und freier Journalisten in ih-
ren Publikationsorganen auch. Das Problem, ob eine be-
stimmte KI-basierte Veröffentlichung einem Unternehmen 
zugerechnet werden kann, stellt sich daher im algorithmi-
schen Journalismus – anders als bei nicht-journalistischen 
Veröffentlichungen etwa von Social Bots – gerade nicht. 
Aus rechtlicher wie aus praktischer Sicht interessanter ist 
demgegenüber die Frage, inwieweit sich Betreiber jour-
nalistischer KI auf die Privilegien berufen können, die mit 
journalistischer Tätigkeit einhergehen.

Privilegien und Pflichten des  
Journalismus

Die rechtliche Behandlung des algorithmischen Journalis-
mus hängt wesentlich von seiner grundrechtlichen Dimen-
sion ab: Auf welches rechtlich geschützte Interesse kann 
sich der Betreiber einer journalistischen KI berufen, und 
welche rechtlichen Maßstäbe sind an diese Tätigkeit anzu-
legen? Geklärt ist zunächst, dass sich eine KI selbst nicht 
auf Grundrechte berufen kann, da es sich bei KI weder um 
einen Menschen noch um eine juristische Person i. S. d. 
Art. 19 Abs. 3 GG oder um eine Personenvereinigung han-
delt. Demgegenüber kann sich der Betreiber einer KI auf 

Grundrechte berufen. Dies sind insbesondere die Berufs-
freiheit (Art. 15 EUGRCh, Art. 12 GG), die unternehmerische 
Freiheit nach Art. 16 EUGRCh sowie die Kommunikations-
grundrechte der Art. 11 Abs. 1 EUGRCh, Art. 10 EMRK und 
Art. 5 Abs. 1 Satz 1 GG. 

Zentrale Bedeutung kommt indessen der Frage zu, ob sich 
der Anbieter von KI-basiertem Journalismus auch auf die 
Medienfreiheiten der Art. 11 Abs. 2 EUGRCh, Art. 5 Abs. 
1 Satz 2 GG und der Rechtsprechung des EGMR berufen 
kann. Von der Medienfreiheit erfasst sind bestimmte Pri-
vilegien für die Recherche, Redaktion, Veröffentlichung, 
Dokumentation und Archivierung in der Absicht der Be-
richterstattung oder Meinungsäußerung gegenüber ei-
nem unbestimmten Personenkreis (EuGH 2008, Rn. 61, 
BGH 2009, Rn. 26, BGH 2010, Rn. 29, Oster 2015, S. 86 
ff.). Zur Medienfreiheit gehören etwa Quellenschutz und 
Zeugnisverweigerungsrechte. Die Anwendung der Medi-
enfreiheit auf algorithmischen Journalismus hat aber auch 
Auswirkungen darauf, welches „Gewicht“ entsprechen-
de Publikationen in einer Abwägung mit konfligierenden 
Rechtsgütern genießen, etwa dem Recht auf Privatheit 
oder dem Schutz der persönlichen Ehre.

Besonders attraktiv für datenbasierten Journalismus ist die 
Medienfreiheit auch deswegen, weil sie Ausnahmen von 
der Anwendung urheber- und datenschutzrechtlicher Re-
gelungen bedingt. Besonderes Augenmerk verdient in die-
sem Zusammenhang die Datenschutz-Grundverordnung 
(DSGVO). KI-Kommunikation ist „datazentrische“, nicht 
„homozentrische“ Kommunikation (Antos 2017). Dem Da-
tenschutzrecht kommt bei journalistischer KI daher eine 
besondere Bedeutung zu, die über die allgemeinen daten-
schutzrechtlichen Herausforderungen Big Data-basierter 
KI, etwa bei selbstfahrenden Autos, weit hinausgeht. Das 
Recht auf Schutz personenbezogener Daten umfasst das 
Recht, grundsätzlich selbst darüber zu bestimmen, ob, 
wann und in welchem Ausmaß personenbezogene Daten 
erhoben, gespeichert, verarbeitet und veröffentlicht werden 
(BVerfG 1983, BGH 2014, EGMR 2000). Die am 25. Mai 
2018 zur Anwendung gekommene DSGVO stattet betrof-
fene Personen daher mit Rechten aus, deren Verletzung 
Ansprüche auf Schadensersatz auslösen kann. Besondere 
Bedeutung für Kommunikations-KI dürften dem Recht auf 
Berichtigung nach Art. 16 DSGVO und dem „Recht auf Ver-
gessenwerden“ nach Art. 17 DSGVO zukommen.

Soweit sich ein Betreiber von algorithmischem Journa-
lismus auf das sog. „Medienprivileg“ des Art. 85 Abs. 2 
DSGVO berufen kann, finden diese Rechte indessen keine 
Anwendung. Voraussetzung dafür ist allerdings, dass per-
sonenbezogene Daten „zu journalistischen Zwecken“ ver-
arbeitet werden. Zwar haben sowohl der Gerichtshof der 
Europäischen Union (EuGH) als auch der EGMR darauf hin-
gewiesen, dass automatisch generierte Inhalte nicht not-
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wendig Vorrang vor datenschutzrechtlichen Bestimmungen 
genießen (EuGH 2008, EuGH 2014, EGMR 2015). Ist eine 
KI jedoch in der Sache journalistisch tätig ist, d. h. publiziert 
sie regelmäßig Beiträge zu Angelegenheiten von öffentli-
chem Interesse an einen unbestimmten Personenkreis und 
beachtet sie dabei gewisse journalistische Mindeststan-
dards, so steht ihrer Einstufung als auch im Rechtssinne 
„journalistisch“ nichts entgegen. 

Die Medaille hat aber eine Kehrseite: Wer journalistische 
Leistungen erbringt und damit die öffentliche Meinung be-
einflusst, genießt nicht nur Privilegien, sondern unterliegt 
– in den Worten des Art. 10 Abs. 2 EMRK – besonderen 
„Pflichten und Verantwortung“. Reichweite und Intensität 
des Schutzes von Publikationen journalistischer KI hängt 
daher maßgeblich davon ab, ob die KI imstande ist, presse-
mäßige Sorgfalt wahrzunehmen und die Rechte anderer zu 
respektieren. Inwieweit KI-basierte Formen der Berichter-
stattung an den Privilegien der Medienfreiheit partizipieren 
hängt davon ab, inwieweit sie traditionellen journalistischen 
Standards entsprechen, insbesondere den journalistischen 
Sorgfaltspflichten (wie etwa Recherchepflicht, Wahrheits-
pflicht, Beachtung der Persönlichkeitsrechte und Men-
schenwürde, Transparenz, Trennung von Werbung und 
redaktionellem Teil, Offenlegung von bezahltem Interessen-
journalismus usw.). Hiergegen bestehen einige Bedenken. 
Diese betreffen sowohl das Erstellen als auch das Bündeln 
von Medieninhalten durch KI-basierte Systeme.

Zunächst ist bei KI-basiertem Journalismus häufig schwer 
nachvollziehbar, auf welcher Grundlage Informationen in die 
Berichterstattung aufgenommen oder von ihr ausgeschlos-
sen werden, mit anderen Worten: welche Werte – oder eben 
Voreingenommenheiten (algorithm biases) – dem Erstellen 
von Inhalten durch Technologie unterliegen (Friedman & 
Nissenbaum 1996, Nissenbaum 2001, Koops et al. 2010, 
Kraemer et al. 2011, Young & Hermida 2015, Diakopoulos 
2015, WRR 2016, S. 139, Oster 2018b). Ferner wird algo-
rithmischer Journalismus die Wahrnehmung von Nachrich-
ten verändern. Web-Analytics-Technologien ermöglichen 
es, das Interesse von Personengruppen und sogar von 
Individuen an bestimmten journalistischen Produkten zu 
quantifizieren. Die Möglichkeit, Inhalte personalisiert aufzu-
bereiten und zu bündeln, wird dazu führen, dass Rezipien-
ten mit Informationen und Meinungen versorgt werden, die 
ihren Präferenzen entsprechen. Umgekehrt bedeutet dies, 
dass sie in einem geringeren Ausmaß mit Informationen 
und Meinungen konfrontiert werden, die ihren Interessen 
und Überzeugungen entgegenstehen. Dies wirkt sich zum 
Nachteil des öffentlichen Diskurses aus, dessen Aufrecht-
erhaltung indessen eine der zentralen Aufgaben des Jour-
nalismus ist (Sunstein 2007, Tandoc & Thomas 2015, S. 
251 f.). Schließlich verändert die quantitative Wende des 
Journalismus auch den Inhalt und die Darstellung von In-
formationen selbst (Kaushik 2010, Napoli 2011). Dass Me-

dienunternehmen in bisher ungeahntem Ausmaß die Prä-
ferenzen ihres Publikums einschätzen können, kann dazu 
führen, dass sie die Inhalte ihrer Produkte daran anpassen. 
Dem steht allerdings das normative Ideal des Journalismus 
entgegen, das zu vermitteln, was die Öffentlichkeit erfahren 
muss, und nicht allein das, was sie hören will. 

Ausblick: Wird Facebook zur neuen 
Washington Post – oder umgekehrt?

In dem Beitrag wurde erwähnt, dass algorithmischer Jour-
nalismus die Medienlandschaft durch zwei verschiedene 
Eingänge betritt: Zum einen treten Internet-Diensteanbieter, 
etwa Soziale Netzwerke, in das Informationsgeschäft ein, 
und zum anderen nutzen traditionelle Medienorganisatio-
nen KI zum Erstellen von Artikeln. Die Ausgangssituationen 
könnten allerdings unterschiedlicher kaum sein: Während 
etwa die Washington Post eine der traditionsreichsten In-
stitutionen des investigativen Journalismus der Vereinig-
ten Staaten ist (Stichwort Watergate-Skandal), wies Mark 
Zuckerberg nachdrücklich darauf hin, dass Facebook kein 
Medien-, sondern ein Technologieunternehmen sei (CNBC 
2018). Beide Seiten – Facebook und die Washington Post – 
haben ihren ureigenen Ausgangspunkt, der jeweils mit der 
Medienfreiheit im Zusammenhang steht: Während ein jour-
nalistisches Privileg, nämlich die Geheimhaltung ihrer In-
formationsquelle „Deep Throat“, den Ruhm der Washington 
Post erst mitbegründete, fürchtet Facebook die Pflichten, 
die mit verantwortungsvollem Journalismus einhergehen. 
Weder die Privilegien noch die Pflichten des Journalismus 
sind indessen der Wahl der betroffenen Unternehmen über-
lassen: Wer Informationen an einen unbestimmten Teil-
nehmerkreis publiziert und damit die öffentliche Meinung 
beeinflusst, der kann sich seiner Verantwortung als Medie-
nunternehmen nicht entziehen. Mit anderen Worten: Wer de 
facto Journalismus betreibt, und sei es auf der Grundlage 
von KI, der muss sich wie ein Medienunternehmen behan-
deln lassen. Die Washington Post dürfte damit deutlich we-
niger Probleme haben als Facebook. 

Allerdings ist auch die Kehrseite dieser Medaille zu beach-
ten: Wer Informationen an einen unbestimmten Teilneh-
merkreis publiziert, die öffentliche Meinung beeinflusst und 
damit de facto Journalismus betreibt, der muss sich auch 
auf die journalistischen Privilegien berufen dürfen (Oster 
2018a, Rn. 23 ff.). Auch dies gilt dann für Facebook eben-
so wie für die Washington Post. Wenn daher – vor allem 
von politischer Seite – auf Facebooks Pflichten als „Me-
dienunternehmen“ gepocht wird, dann ist dabei sorgfältig 
zu bedenken, dass mit diesen Pflichten auch Privilegien 
einhergehen. Dies dürfte vielen allerdings erst an dem Tag 
bewusst werden, an dem Facebook sich dazu bekennt, ein 
Medienunternehmen zu sein – und dann etwa das daten-
schutzrechtliche Medienprivileg nach Art. 85 Abs. 2 DS-
GVO für sich beansprucht. 
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