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Vorwort

Dieses Buch stellt die gekiirzte, redigierte und hinsichtlich ihrer
praktischen Kontexteinbettung aktualisierte Fassung meiner Disser-
tation dar, die im Sommersemester 2024 von der Hochschule fiir
Philosophie Miinchen, Philosophische Fakultit S.J. als Promotions-
schrift angenommen wurde. Als interdisziplindare Untersuchung aus
dem Bereich der praktischen Philosophie ist die Forschungsarbeit
thematisch im Grenzbereich von Technologie, Okonomie, Gesell-
schaft und Ethik zu verorten - einer Kombination derjenigen For-
schungsbereiche, die meinen wissenschaftlichen Werdegang nach-
haltig gepragt haben. Die scheinbare Unaufhaltsamkeit technolo-
gischer Innovation steht in einem Spannungsverhaltnis zur gesell-
schaftlichen Transformation des Zusammenlebens und dem, was
in zukiinftigen Gesellschaften als moralisch wiinschenswert gelten
kann. Dabei bestimmt das autonome Fahren seit einigen Jahren die
inter- und transdisziplindren Diskurse in Forschung, Politik und
Wirtschaft wie kaum eine andere derzeit in Entwicklung befindli-
che disruptive Technologie. Die ethische Auseinandersetzung mit
den Implikationen und Herausforderungen einer der dynamischs-
ten technologischen Revolutionen der Gegenwart scheint mir ein
lohnendes Forschungsziel, das der nachstehenden philosophischen
Abhandlung zugrunde liegt.

Der Weg zur Entstehung dieses Buches war durch personliche
und familidre Ereignisse, vor allem aber durch viele verschiedene
Menschen geprigt, die meine Arbeit begleitet haben. An dieser Stelle
mochte ich meinen Dank jenen Personen aussprechen, ohne deren
Unterstiitzung diese Forschungsarbeit nicht méglich gewesen wire.
Mein besonderer Dank gilt zuerst meinem Doktorvater Prof. Dr.
Alexander Filipovi¢ - nicht nur fiir die fachliche Begleitung mei-
ner Arbeit, zahllose Impulse und kompetente Ratschlige, sondern
vor allem auch fiir seine Geduld, sein Verstdndnis und die immer
unterstiitzende Form der Forderung und Betreuung. Wéhrend der
intensiven Arbeit an diesem Buch waren mir die vielen Gespriche
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mit ihm stets Ermutigung und Motivation zugleich. Fiir das mir
entgegengebrachte Vertrauen und den Glauben an mich und mein
Projekt iiber die gesamte Entstehungszeit hinweg bin ich sehr dank-
bar. Ferner danke ich Prof. Dr. Markus Babo in seiner Funktion als
Zweitgutachter meiner Dissertation fiir seine Hilfsbereitschaft und
beratende Unterstiitzung. Ebenfalls bedanken méchte ich mich bei
Prof. Dr. Claus Dierksmeier, der nicht nur das Forschungsthema
dieses Buches inspirierte, sondern mich auch seit Beginn meines
Philosophiestudiums unterstiitzt und ermutigt hat, meinen Weg in
der Philosophie zu finden und weiterzugehen.

Der wesentliche Teil der Abhandlung entstand zwischen Okto-
ber 2018 und Dezember 2022 im Rahmen des interdisziplinéren,
kooperativen Promotionskollegs »Ethik, Kultur und Bildung fiir
das 21. Jahrhundert«, das von der Kooperationspartnerschaft Katho-
lischer Hochschulen in Bayern getragen wurde. Der fachliche und
personliche Austausch, der wihrend dieses Zeitraums - und dariiber
hinaus - auf verschiedenen Ebenen mit den Kollegiatinnen und
Kollegiaten, der Kollegleitung und dem professoralen Leitungsgre-
mium stattfand, hat den Fortschritt meiner Arbeit sehr bereichert.
Mein Dank gilt der Hanns-Seidel-Stiftung fiir die finanzielle und
ideelle Forderung durch ein Promotionsstipendium, ohne das mir
die Durchfiithrung dieses Forschungsprojekts nicht moglich gewesen
wire. Ebenfalls bedanken mdéchte ich mich beim Bayerischen Wis-
senschaftsforum (BayWISS) fiir die mehrjahrige Férderung meines
Projekts im Rahmen des Verbundpromotionskollegs »Mobilitit &
Verkehr«, insbesondere fiir die Teilfinanzierung der Printausgabe
dieses Buches. Zudem danke ich der Barbara-Wengeler-Stiftung fiir
die zur Verfligung gestellten grofiziigigen Fordermittel, dank derer
die Forschungsarbeit in ihrer elektronischen Form als frei zugangli-
ches Open-Access-Werk erscheinen kann. Dem Verlag Karl Alber
und der Nomos Verlagsgesellschaft danke ich fiir die Aufnahme in
die Schriftenreihe und die professionelle, unkomplizierte und wert-
schitzende Betreuung wihrend des Publikationsprozesses.

Einen besonderen personlichen Dank widme ich nicht zuletzt
meiner Familie, die mir wahrend der intensiven Zeit der Arbeit an
diesem Buch auf vielfiltige Weise zur Seite gestanden hat. So danke
ich zunéchst meinen Eltern, Brigitte und Raimund, fiir ihre Wert-
schatzung und Unterstiitzung meines akademischen Weges, ihre
praktische Hilfe in den zahlreichen Stunden, die sie dem Korrektorat
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meines Manuskripts gewidmet haben - und dafiir, dass sie immer an
mich geglaubt haben. Tief verbunden und dankbar bin ich meinem
Ehemann Benjamin fiir seine Riicksichtnahme und fortwéhrende
Unterstiitzung in all den Jahren sowie fiir seinen unerschiitterlichen
Optimismus, mit dem er mich an den Tiefpunkten zum Weiterma-
chen ermutigte und mir Hoffnung schenkte. Von ganzem Herzen
danke ich schliefSlich meinen beiden T6chtern Sophia und Lea, die
mir vor allem in schwierigen Phasen der intensiven Forschungsar-
beit stets Quelle von Kraft, Zuversicht und Freude waren. Thnen sei
dieses Buch gewidmet.

In Bezug auf die im Rahmen der nachfolgenden Untersuchung
verwendeten zentralen Begrifflichkeiten und verfolgten Ziele sind
vorab einige klairende Anmerkungen hilfreich, um das Verstdndnis
der dargestellten Sachverhalte, Thesen und Argumente zu erleich-
tern. Im Verlauf dieser Forschungsarbeit werden Unfallszenarien
als unlosbare Dilemmata charakterisiert. Diese sind, wie der Name
schon sagt, >unldsbar< in dem Sinne, dass keine triviale, eindeutige
Losung fiir ihre spezifische Problematik existiert; unlésbare Dilem-
mata werden nicht geldst, sie werden entschieden. Entsprechend ist
das erklarte Ziel des Diskurses moralischer Unfalldilemmata nicht
die Entwicklung von Losungs-, sondern von Entscheidungsstrategi-
en. Mit >Entscheidung« bzw. >entscheiden« ist dabei das Resultat
bzw. der Prozess einer ethischen Reflexion gemeint, die es erlaubt,
unter Berticksichtigung aller moralisch relevanten Aspekte die im
jeweiligen Einzelfall bestmogliche Antwort zu identifizieren und zu
begriinden, ohne den fiir die zuriickgewiesene Alternative sprechen-
den Griinden ihre Geltung abzuerkennen.

Aufgrund der Tatsache, dass autonome Fahrzeuge prinzipiell
durch Softwarealgorithmen gesteuert werden, entsteht im Hinblick
auf den Entscheidungsbegriff in diesem Kontext ein zusétzlicher
Klarungsbedarf, wenn angenommen wird, dass Maschinen nicht in
einer dem Menschen ebenbiirtigen Weise moralisch handlungsfahig
sind. Es sei darauf hingewiesen, dass, sofern in der vorliegenden
Arbeit von >Handlungen¢, >Entscheidungen« oder semantisch ahn-
lichen Ausdriicken die Rede ist, die im Kontext von autonomen
Systemen verwendet werden, diese in einem metaphorischen Sinne
zu verstehen sind. Sie beziehen sich nicht auf den philosophischen
Handlungsbegriff und schlieflen explizit die Annahme aus, dass sie
das Ergebnis eines kognitiven Prozesses sind, der menschlichem
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Handeln und Entscheiden ebenbiirtig ist. Die Verwendung des Be-
griffs >Entscheidung« erfolgt vielmehr analog zu Miller et al. (2017,
S.390): »[...] we will use >decision-making< to describe the follow-
ing situation: an entity is in a situation, receives information about
that situation, and selects and then implements a course of action.«
Von >Handlungen«< wird im Sinne von maschinell gesteuerten Bewe-
gungsabldufen gesprochen:

[...] the term »action< is elliptical for something more technical: a
robot’s action is any movement that the robot causes that is not imme-
diately caused by a human programmer or controller. [...] When an
autonomous car in »autopilot mode« steers the wheel to stay in its lane
or avoid a collision, this is the action of a robot. (Talbot et al., 2017,
S.259-260)

Die Arbeit demonstriert, dass Unfalldilemmata sich als unlésbare
Konflikte zwischen legitimen individuellen Interessen darstellen, die
Grundrechte der Einzelnen beriihren. Die Auseinandersetzung er-
folgt hier ausdriicklich auf ethischer Ebene; rechtebasierte Perspek-
tiven finden nur stellenweise Erwdhnung, um Argumente zu veran-
schaulichen oder zu vervollstindigen. Der entwickelte alternative
Problemzugang versteht sich als dezidiert ethischer Entwurf, der
bestrebt ist, Impulse fiir eine politische Regulierung zu liefern, ohne
sich selbst politischer Komponenten zu bedienen.

Dariiber hinaus sind an dieser Stelle noch einige formale Hinwei-
se vorauszuschicken, welche die Standards wissenschaftlichen Arbei-
tens erfordern. So sei erstens erwihnt, dass im Verlauf dieses Buches
teilweise spatere Ausgaben zitierter, vor allem philosophischer Lite-
ratur verwendet werden. Geméf$ des gewdhlten Zitationsstils geben
die Kurzbelege im laufenden Text das Jahr der jeweiligen Erstverof-
fentlichung unabhingig von der verwendeten Ausgabe an, um eine
Einordnung der zitierten Quellen in den jeweiligen historischen
Kontext zu ermdglichen. Seitenangaben bei direkten Zitaten bezie-
hen sich hingegen auf die jeweils verwendeten Ausgaben. Im Litera-
turverzeichnis werden sowohl das Erscheinungsjahr der verwende-
ten Ausgabe als auch dasjenige der Erstveréffentlichung ergdnzend
ausgewiesen. Eine Ausnahme bilden die Werke von Immanuel Kant;
hier wird das Jahr der urspriinglichen Veroffentlichung jeweils sepa-
rat per Fufinote vermerkt.

Zweitens wird explizit darauf hingewiesen, dass Teilergebnisse
der nachfolgenden philosophischen Untersuchung sowohl in sinn-
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gemafler als auch wortgetreuer Form bereits in wissenschaftlichen
Sammelbanden und thematisch einschldgigen Fachzeitschriften pu-
bliziert worden sind. Die Langbelege der entsprechenden Publika-
tionen sind dem Literaturverzeichnis zu entnehmen.

Drittens ist zu beachten, dass dieses Buch auf die Verwendung von
Genderstilen mit Sonderzeichen oder Doppelnennungen zugunsten
einer besseren Lesbarkeit verzichtet. Wo immer es méglich ist, wer-
den genderneutrale Formulierungen gewahlt. Die verwendeten Per-
sonenbezeichnungen sind geschlechtsunspezifisch zu verstehen und
beziehen sich - sofern nicht gesondert gekennzeichnet - auf alle
Geschlechter (m/w/d/x).

Vanessa Schiffner
Ulm, im Dezember 2024
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Facere docet philosophia, non dicere, et hoc exigit, ut ad legem suam
quisque vivat, ne orationi vita dissentiat vel ipsa inter se vita; ut unus sit
omnium actio[dissentio] num color [sit].

- Seneca, Epistulae morales ad Lucilium, Liber II, Epistula 20, 2

Was kann als Kompaf3 dienen? Die vorausgedachte Gefahr selber! In
ihrem Wetterleuchten aus der Zukunft, im Vorschein ihres planetari-
schen Umfanges und ihres humanen Tiefganges, werden allererst die
ethischen Prinzipien entdeckbar, aus denen sich die neuen Pflichten

neuer Macht herleiten lassen.

- Hans Jonas, Vorwort zu Das Prinzip Verantwortung (1979)
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1. Einflihrung in die Untersuchung

1.1 Problemaufriss: Autonomes Fahren als sozio-technisches
Phdanomen mit ethischer Dimension

Mobilitdt ist ein zentrales Merkmal des personlichen und gesell-
schaftlichen Wohlstands moderner Industriegesellschaften. Sie spielt
nicht nur eine gewichtige Rolle fiir den Warentransport und damit
die 6konomische Prosperitat einer Gesellschaft, sondern bestimmt
auf Individualebene entscheidend die Lebensqualitit der Einzelnen
mit: Mobilitat gilt als Inbegriff von (Bewegungs-)Freiheit und Unab-
héngigkeit, der Selbstbestimmung iiber das eigene Leben. Personen-
kraftwagen sind Teil unserer Geschichte und Kultur, ob zur Freizeit-
gestaltung, als Transportmittel oder Statussymbol (vgl. Floridi, 2019,
S.571-572). Der stetige gesellschaftliche Wandel, dem sowohl Wirt-
schaft als auch persénliche Lebensgestaltung unterworfen sind, wird
seit Jahrzehnten durch drei transformative Krafte dominiert: Urba-
nisierung, Individualisierung, Globalisierung. Um mit der Dynamik
dieses Umbruchs Schritt halten zu kénnen, wird eine Mobilititswen-
de langst als unverzichtbarer Baustein tragfihiger Zukunftsentwiirfe
angesehen. Sie soll inmitten des Spannungsfelds komplexer Heraus-
forderungen den Erhalt bzw. die Steigerung der Mobilitatsqualitat
sicherstellen sowie den stindig steigenden Mobilitdtsbedarf nachhal-
tig decken.

Auf gesittigten Mirkten wie in Deutschland kann dies notwen-
digerweise nur durch den Ausgleich negativer Externalititen der
Individualmobilitét gelingen, die sich auch als gesellschaftliche Kos-
ten der Massenmobilisierung beschreiben lassen (vgl. Bengler et al.,
2014, S.2). Die Verbreitung stddtischer Lebensformen und die da-
mit verbundene kontinuierlich steigende Zahl an Megacitys fithren
zu einer Zunahme der Verkehrsdichte in Ballungsraumen. In der
Folge kommt es zu mehr Staus, weniger Parkplétze stehen zur Ver-
fiigung, Unfallgefahr und Umweltbelastung steigen. Daraus resultie-
rende Zeitverluste v. a. fiir Berufspendler drohen mittelfristig die in-
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1. Einflihrung in die Untersuchung

dividuelle und gesamtwirtschaftliche Effizienz stagnieren zu lassen.
Die Orientierung an globalen und regionalen Klimazielen, der Ein-
satz ressourcenschonender Energietrager, mehr soziale Gerechtigkeit
durch sozialvertragliche Berticksichtigung aller Bevolkerungsgrup-
pen, effizientere Wegezeiten und nicht zuletzt ein entschleunigtes,
qualitativ hochwertiges Mobilitétserlebnis - die Liste der Anforde-
rungen an Mobilitdtskonzepte der Zukunft, die vor allem eines sein
sollen: nachhaltig, ist lang. Nicht zuletzt deshalb stellt die anvisierte
Verkehrswende eine gesamtgesellschaftliche Aufgabe dar, die eine
tiefgreifende Umgestaltung des gesamten Okosystems der Mobilitit
bedeutet (vgl. Klima-Allianz Deutschland, 2020).

Die Entwicklung geeigneter Strategien fiir diese Herausforderun-
gen steht weit oben auf der mittelfristigen Agenda von Politik,
Forschung und Industrie. Neben der angestrebten Dekarbonisie-
rung des Verkehrs durch alternative Antriebssysteme wie die Elek-
tromobilitdt markiert die schrittweise Vernetzung und Automatisie-
rung des Verkehrs einen globalen Megatrend in der Automobilin-
dustrie. Seit Beginn des 21. Jahrhunderts befindet sich die Branche
an der Schwelle zu einer neuen technologischen Revolution. Deren
zentrales Element sind selbstfahrende Fahrzeuge, die von Fahrrobo-
tern in einer vernetzten Verkehrsinfrastruktur gesteuert und daher
auch als »autonome Fahrzeuge« bezeichnet werden.

Waihrend bisherige Innovationen innerhalb des Automobilsektors
evolutiondr im Sinne einer kontinuierlichen Weiterentwicklung be-
stehender (Assistenz-)Komponenten verliefen, wird das autonome
Fahren von einem revolutiondren Wandel der Individualmobilitat
begleitet (vgl. Beiker, 2015, S.199-204). In Fahrzeugen verbaute di-
gitale Technologien verdndern das Wesen der Mobilitit, indem sie
das motorisierte Reisen sowohl in quantitativer als auch qualitati-
ver Hinsicht transformieren; Floridi (2019, S.569-571) spricht von
einer »Re-Ontologisierung« der Mobilitat. Die Automatisierung des
Verkehrs ruft einen Paradigmenwechsel hervor, der das Potenzial
besitzt, nicht nur unser Verstindnis von Mobilitdt und unsere (mo-
torisierten) Fortbewegungsroutinen, sondern auch die Gestaltung
von Straflen und Stadten als unseren Lebensraumen, und somit das
gesamte Okosystem des Fahrzeugverkehrs, tiefgreifend zu verindern
(vgl. KPMG LLP, Center for Automotive Research, 2012, S. 24-26).

Die ideengeschichtliche Vision des automatisierten Fahrens als
einer Fortbewegungsform, die sowohl maximalen Komfort als auch

22

18.01.2026, 18:2013. Er—


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

1.1 Autonomes Fahren als sozio-technisches Phanomen mit ethischer Dimension

Sicherheit verspricht, hat ihren Ursprung bereits in den Anfangsta-
gen des Automobils. Schon im Jahr 1939 prasentierte der Autobauer
General Motors auf der New Yorker Weltausstellung (damals utopi-
sche) fahrerlose Automobile als Teil der Zukunftsstadt Futurama,
deren Realisierung nach damaliger Einschétzung in nicht allzu fer-
ner Zukunft, ca. zwanzig Jahre spiter, erreicht sein wiirde (vgl. Gur-
ney, 2015, S. 186). Dieses Projekt entpuppte sich jedoch bald als kom-
plexer als erwartet. So blieb das selbstfahrende Fahrzeug lange Zeit
lediglich in den Visionen von Futuristen und Science-Fiction-Lieb-
habern lebendig. Erst in den 1980er-Jahren riickte es schlief3lich wie-
der ins Blickfeld der Wissenschaft, als die Grundlagenforschung im
Bereich der Fahrautomatisierung allméhlich an Fahrt aufnahm (vgl.
Anderson et al., 2016, S.55-56). Heute ist aus dieser Vision ldngst
eine der verheifSungsvollsten Technologien in der Automobilbranche
geworden. Die amtierende Bundesregierung proklamiert die Auto-
matisierung des Verkehrs in ihrer im Sommer 2022 veréffentlichten
Digitalstrategie als Wegweiser fiir einen digitalen Aufbruch im Be-
reich Mobilitt:

Digitale Vernetzung und Automatisierung unterstiitzen das Erreichen
eines effizienten, sicheren, inklusiven und leistungsfahigen Mobilitts-
systems, das sich flexibel dem Gesamtbedarf fiir Personen- und Giiter-
transport anpasst. Die Mobilitdt der Zukunft ist zunehmend digital. Sie
schafft nutzerfreundliche, barrierefreie, intelligente und mafigeschnei-
derte Mobilitdtsangebote, ermdglicht soziale und kulturelle Teilhabe
und trdgt zum Erreichen unserer Klimaschutz- und Nachhaltigkeitsziele
bei. (Bundesministerium fiir Digitales und Verkehr, 2023, S.19)

Auch iber die Automobilindustrie hinaus erfihrt das autonome
Fahren als eines der bedeutendsten Anwendungsfelder von Kiinst-
licher Intelligenz grofle Aufmerksamkeit (vgl. Hilgendorf, 2019,
S.356). Die technische Realisierung selbstfahrender Fahrzeuge stellt
ein brancheniibergreifendes und transdisziplindres Entwicklungs-
und Forschungsvorhaben dar, das die Expertise der Automobilin-
dustrie zundchst mit Kompetenzen aus Kommunikations- und In-
formationstechnologie anreichert. Insbesondere der geplante Einsatz
lernender Algorithmen ist ein Novum in der Geschichte der Auto-
mobilindustrie (vgl. Beiker, 2015, S.202). Als Forschungsfeld bildet
die Verwirklichung autonomer Fahrsysteme eine Schnittstelle ver-
schiedener Forschungsdisziplinen: Neben der anspruchsvollen tech-
nischen Agenda mit ihren 6konomischen Abhédngigkeiten bringt sie
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1. Einflihrung in die Untersuchung

auch komplexe Problematiken aus dem Gegenstandsbereich sozial-
und geisteswissenschaftlicher Disziplinen mit sich. So ergeben sich
u. a. praxisnahe rechtliche Fragen, z. B. hinsichtlich Zulassung und
Haftung. Als sozio-technische Systeme entfalten selbstfahrende Au-
tos gesellschaftliche Wirkungen, die durch den Umgang mit ihnen
entstehen (vgl. Becker & Axhausen, 2017; Boeglin, 2015; Farber,
2015; Fraedrich & Lenz, 2014; Grunwald, 2015; Heinrichs, 2015; Kré-
ger, 2015; Lenz & Fraedrich, 2015; Woisetschlager, 2015). Tiefgrei-
fende Veranderungen unserer gesellschaftlich-sozialen Sphére sind
vorprogrammiert, denn jede Technikgestaltung ist zugleich immer
auch Gesellschaftsgestaltung.

Ein thematisch breites, intensiv und kontrovers bearbeitetes For-
schungsfeld eréffnen die bislang ungeldsten ethischen Herausforde-
rungen, die sich beim Einsatz selbstfahrender Fahrzeuge in real-le-
bensweltlichen Zusammenhdngen ergeben. Sie reichen von Daten-
schutzproblematiken {iber Verantwortungsfragen bis hin zur Pro-
grammierung sogenannter Unfallalgorithmen, die in die Steuerungs-
systeme der Fahrzeuge implementiert werden. Bisher erarbeitete
Direktiven und Richtlinien betonen, dass Strategien zur Unfallver-
meidung das oberste Ziel des Designs autonomer Fahrzeuge ausma-
chen (vgl. Di Fabio et al., 2017; Europaische Kommission, 2020); auf
diese Weise soll die Verkehrssicherheit signifikant erhoht werden.
Jedoch muss davon ausgegangen werden, dass Unfille sich nicht
in allen Situationen vermeiden lassen, denn in »manchen Fillen
kann eine Verkettung von Ereignissen zu einer Situation fiihren, die
nicht ohne Personenschaden losbar ist.« (Reschka, 2015, S. 507) Die
Frage, wie autonome Fahrzeuge in Situationen agieren sollen, in de-
nen eine Kollision nicht mehr abgewendet werden kann, ist genuin
ethischer Natur. Bei der Wahl zwischen verfiigbaren Trajektorien
geraten unweigerlich die Interessen unterschiedlicher Personen in
Konflikt; jedes autonome Fahrzeug kann - zwar selten, aber evident
- in eine Lage geraten, »in der [...] [es] vor der >Entscheidung: steht,
eines von zwei nicht abwigungsfihigen Ubeln notwendig verwirkli-
chen zu missen.« (Di Fabio et al., 2017, S. 10)

Die Problematik rund um die Gestaltung von Unfallalgorithmen
hat sich in den vergangenen Jahren als eine der zentralen For-
schungsfragen des relevanten ethischen Diskurses etabliert. Welche
ethischen Prinzipien sollen als Entscheidungsgrundlage in spezifi-
schen Situationen dienen, in denen es unweigerlich zu Personen-
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1.2 Erkenntnisinteresse und Relevanz

schdden kommt? Inwiefern lassen sich Abwagungen zwischen indi-
viduellen Interessen rechtfertigen? Antworten auf diese und ahnli-
che Fragestellungen miissen sich einerseits in einen bestehenden
Rechtsrahmen einfiigen und zugleich technisch umsetzbar sein. An-
dererseits hidngen sie in entscheidender Weise von gesellschaftlich
gepragten, normativen Moral- und Wertvorstellungen ab, welche
angesichts der fortschreitenden Digitalisierung neu zur Diskussion
gestellt werden miissen.

Gibt es im moralischen Sinne keine eindeutige Lésung, ist unklar,
wie selbstfahrende Fahrzeuge in entsprechenden Fillen agieren sol-
len. Aus ethischer Sicht lasst sich das Entscheidungsproblem, das
unabwendbaren Unfallsituationen zugrunde liegt, aufgrund seiner
komplexen Struktur als kontextspezifische Instanz moralischer Di-
lemmata interpretieren. Letztere reprisentieren einen spezifischen
Typ moralischer Entscheidungsprobleme, bei dem sich miteinander
inkompatible Handlungsalternativen gegeniiberstehen, die alle aus
moralischen Griinden jeweils richtig und falsch zugleich sind: Rich-
tig in dem Sinne, dass ein moralischer Grund die jeweilige Hand-
lung einfordert, und zugleich falsch in dem Sinne, dass durch die
Wabhl einer Option zwangsldufig diejenigen moralischen Gebote ver-
nachlissigt werden, die mit den Alternativen assoziiert sind. Sowohl
in der philosophischen Ethik als auch in der Moralphilosophie ha-
ben moralische Dilemmata eine lange Tradition. In Anlehnung an
diese wurde bislang haufig versucht, die Problematik von Unfalldi-
lemmata im Kontext des autonomen Fahrens mithilfe traditioneller
ethischer Denkmuster zu adressieren. Diese stoflen aufgrund der
spezifischen Vielschichtigkeit des Anwendungsproblems allerdings
an ihre Grenzen. Trotz des seit nunmehr zehn Jahren andauernden
Forschungsdiskurses ist die zentrale Frage, wie sich Entscheidungs-
strategien in konkreten dilemmatischen Fillen ethisch begriinden
lassen, noch immer weitgehend ungeklart.

1.2 Erkenntnisinteresse und Relevanz

Seit dem Beschluss Uiber das »Gesetz zum autonomen Fahren« im
Mai 2021 schreitet die Entwicklung autonomer Fahrzeuge auch in
Deutschland rasant voran. Auch wenn offentlich kommunizierte
Zeitplane meist ambitioniert sind und laufend korrigiert werden,
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1. Einflihrung in die Untersuchung

so ist dennoch klar: Der Tag, an dem von Fahrrobotern gesteuerte
Fahrzeuge - in welchem Umfang auch immer - unsere StrafSen im
Regelbetrieb bevolkern werden, riickt immer néher. Derzeit befin-
den wir uns in einer Ubergangsphase, in der erste Hersteller die
Zulassung fiir Fahrzeuge mit automatisierten Teilfunktionen erhal-
ten haben, so beispielsweise Mercedes-Benz mit seinem Autobahn-
Staupiloten »Drive Pilot« (vgl. Rudschies & Kroher, 2024) oder
die nichste Generation des BMW-Autobahnpiloten mit integrierter
Uberholfunktion per Blicksteuerung, verbaut im neuen Modell »i5«
(vgl. Geiger et al., 2024). Treiber der Entwicklung des autonomen
Fahrens sind einerseits der technische Innovationsdruck, der auf
den Schultern der Automobilbauer lastet, und anderseits die Neuver-
fassung der Rechtslage durch die gesetzgebenden Institutionen.

Vor diesem Hintergrund drdngt angesichts der raschen Entwick-
lung der vernetzten und automatisierten Mobilitit auch die Kldrung
ethischer Fragen. Moralische Dilemma-Szenarien zdhlen dabei zu
den theoretisch und praktisch bedeutungsvollsten ethischen Heraus-
forderungen. Eine vollumfingliche Automatisierung der Individual-
mobilitdt muss den Steuerungsalgorithmen autonomer Fahrsysteme
idealerweise fiir jegliche denkbare Situation eine Handlungsempfeh-
lung an die Hand geben. Besonders brisant aus ethischer Sicht ist
diese Thematik nicht zuletzt deshalb, weil in einem automatisierten
Verkehrsgeschehen zukiinftig Algorithmen moralische Entscheidun-
gen »treffen< miissen, die bisher Menschen getroffen haben; aus
instinktiven Handlungen werden systematische (vgl. Baker et al.,
2018). In Extremfillen erfordern Unfalldilemmata Entscheidungen
iiber Leben und Tod; ethisch relevant sind sie jedoch auch ohne
die tragische Komponente, die Szenarien aus Tages- und Wochen-
zeitungen oft anhaftet. Dilemma-Szenarien pointieren ein Problem,
das sich auch in alltdglichen Fahrsituationen stellt: Entscheidungen
iiber Abstinde, Geschwindigkeiten oder Trajektorien implizieren al-
lesamt ein Abwéigen der Interessen derjenigen, die von mdoglichen
Handlungen in einer spezifischen Situation betroffen sind.

Die ethische Gestaltung von Unfallalgorithmen wurde im bishe-
rigen Forschungsdiskurs mehrheitlich unter der zentralen Fragestel-
lung diskutiert, an welchen ethischen Prinzipien sich die betreffen-
den Systemalgorithmen bei der Entscheidungsfindung orientieren
sollen. Von Expertengremien entwickelte Richtlinien erwiesen sich
bisher als zu unkonkret; sie sind lediglich als Empfehlungen zu
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verstehen, denen es an Durchsetzungskraft mangelt. So wurden im
Bericht der vom Bundesministerium fiir Verkehr und Digitale Infra-
struktur (BMVI) eigens zur Reflexion ethischer Fragen in Bezug auf
das autonome Fahren eingesetzten Kommission aus dem Jahr 2017
die Bandbreite ethischer Herausforderungen aufgezeigt sowie zen-
trale ethische Prinzipien festgelegt, z. B. ein Diskriminierungsverbot,
der Schutz des Lebens vor anderen Erwagungen wie Mobilitdtschan-
cen oder eine Transparenz in Verantwortungsfragen (vgl. Liitge et
al., 2020).! Was verbleibende offene Fragen anbelangt, wurde hinge-
gen lediglich auf weiteren Forschungsbedarf verwiesen. Auch der
nunmehr zehn Jahre wihrende internationale ethische Forschungs-
diskurs wurde zwar — analog zur fortschreitenden technischen Ent-
wicklung — mit der Zeit komplexer und vielschichtiger, konnte aber
noch keine durchschlagskraftigen Strategien présentieren. Dies ist
vor allem darauf zurtickzufiihren, dass bisherige Forschungszuginge
zu viele Fragen offenlassen, um als praktische Entscheidungshilfe in
Erwigung gezogen zu werden.

In den letzten zwei bis drei Jahren kristallisierte sich eine neue, bis
dato noch unterreprésentierte Forschungsstromung heraus, die eine
alternative Sichtweise auf die Problemstellung einnimmt: Dilemma-
Szenarien werden dabei nicht langer als ein moralisches Designpro-
blem betrachtet, das mittels traditioneller Ansatze der Moralphiloso-
phie zu problematisieren ist, sondern vielmehr als risikoethisches
Entscheidungsproblem im Hinblick auf eine rechtfertigbare Risiko-
praxis. Eine Auffassung als risikoethische Fragestellung erfreut sich
zunehmender Aufmerksambkeit innerhalb des Forschungsfelds. Diese
spiegelt sich nicht zuletzt in einer Vielzahl laufender oder kiirzlich
abgeschlossener Forschungsprojekte wider, die auf Bundesebene ge-
fordert und zumeist in enger Verzahnung von technologischer Ent-
wicklung durch Unternehmen oder unternehmensnahe Forschungs-
institutionen einerseits sowie Theoriebildung in universitiren oder
HAW-Instituten andererseits bearbeitet werden. Das kiirzlich in
Kraft getretene Européische Gesetz zur Kinstlichen Intelligenz (EU
Artificial Intelligence Act/AI Act), demzufolge autonome Fahrsysteme

1 Auf den Bericht der Ethik-Kommission wird im Verlauf dieser Forschungsarbeit
an verschiedenen Stellen zuriickgegriffen. Auch wenn es sich dabei nicht um
starke Argumente, sondern vielmehr um Richtlinien mit pragmatischem Fokus
handelt, werden sie jedoch nicht ganz unbegriindet in den Raum gestellt.

27

hitps://dol.org/10.5771/9783495992043 - am 18.01.2026, 18:20:13. https://www.inllbra.com/de/agb - Open Access - T EEm—=


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

1. Einflihrung in die Untersuchung

als Hochrisikoanwendungen eingestuft werden, riickt ebenfalls eine
risikobasierte Betrachtungsweise in den Vordergrund.

Die Forschungsarbeit ldsst sich im weiteren Kontext dieses neu-
en, risikofokussierten Forschungszugangs verorten. In Abgrenzung
zu bisher publizierten Beitragen wird in diesem Buch eine systema-
tisch entwickelte, dezidiert risikoethische Untersuchung vorgelegt,
auf deren Basis sich sowohl Dilemma-Szenarien als auch alltdgliche
Fahrsituationen ganzheitlich ethisch wie auch gesellschaftlich-sozial
interpretieren lassen. Das Fehlen entsprechender integrativer Bei-
trage, die dies im gegebenen Anwendungskontext leisten, kann als
>blinder Fleck« eines Diskurses verstanden werden, der sich gerade
neuformiert:

The discussion of risk and AVs is just beginning. We're at the stage
where (a) a good case has been made for the importance of the discus-
sion, and where (b) a smattering of different scenarios and questions
about risk has been posed. (Evans, 2022, S. 8)

Der erarbeitete risikoethische Entwurf versteht sich dabei als Ver-
such, anhand einer risikoethischen Neuinterpretation des zugrunde-
liegenden Entscheidungsproblems zukiinftige Auseinandersetzungen
mit Unfallalgorithmen zu inspirieren und auf diese Weise den Dis-
kurs voranzubringen. Die Ergebnisse dieser Forschungsarbeit bewe-
gen sich auf einer Mesoebene, d. h. sie stellen ausdriicklich keine
unmittelbar implementierbaren, konkreten Entscheidungsstrategien
bzw. Normen dar, sondern schlagen vielmehr Rahmenbedingungen
in Form risikoethischer Grenzkriterien vor, die einer rechtfertigba-
ren Risikopraxis als Grundlage dienen kdnnen.

1.3 Methodik und Struktur der Untersuchung

1.3.1 Methodischer Ansatz

Als praktisches Entwicklungsprojekt und zugleich gesellschaftliches
Phdnomen befindet sich das autonome Fahren an der Schnittstelle
verschiedener Forschungsdisziplinen. Obwohl die Problematik mo-
ralischer Dilemma-Situationen primér eine ethische Fragestellung
darstellt, muss sie aufgrund der spezifischen Merkmale ihres Kontex-
tes als inter- und transdisziplindres Problem aufgefasst werden. So
bezieht sie an verschiedenen Stellen auch Methoden und Konzepte
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1.3 Methodik und Struktur der Untersuchung

anderer wissenschaftlicher Disziplinen, z. B. der Ingenieurwissen-
schaften, Soziologie und Rechtswissenschaften, mit ein. Als philo-
sophische Untersuchung einer real-lebensweltlichen Fragestellung
ist das Forschungsvorhaben im Bereich der Angewandten Ethik
anzusiedeln. Thr methodisches Vorgehen entspricht dem Selbstver-
stdndnis einer Angewandten Ethik, die sich selbst stets in interdis-
ziplindrer Perspektive begreift, wobei sie anwendungsnah, aber zu-
gleich auch theoretisch-wissenschaftlich reflektierend und begriin-
dend vorgeht. Damit beschreitet sie einen methodischen Pfad, den
Filipovi¢ (2016, S. 46) als »Mittelweg zwischen ethischer Theoriebil-
dung und erfahrungsbezogener Normfindung« beschreibt. In dieser
Arbeit wird beabsichtigt, das Anwendungsproblem in seinen ethisch
relevanten Facetten aufzugreifen und eine Antwort zu entwickeln,
die auf der Basis einer kritischen Reflexion bestehende Entschei-
dungsstrategien zuriickweist bzw. in begriindeter Weise ergénzt.

Einer der origindren Beitrdge, welche dieses Buch zum For-
schungsdiskurs leistet, besteht in der metaethischen Rekonstruktion
der spezifischen Problemstruktur, die Unfalldilemmata kennzeich-
net. Dabei bleiben metaethische Methoden jedoch auf den Rahmen
des filinften Kapitels beschrénkt; ihre Funktion ist es, die Problem-
stellung aus der Sichtweise des metaethischen Diskurses zu beleuch-
ten und das zentrale Argument zu erweitern, welches sich aus der
kritischen Analyse bisheriger Forschungszugénge ergibt.

Die interdisziplindre Dimension des Anwendungsproblems bringt
direkte Implikationen fiir die wissenschaftliche Standortbestimmung
dieser philosophischen Abhandlung mit sich. Sie steht im weiteren
Sinne im Kontext jenes technikethischen Diskurses, der sich mit sol-
chen algorithmischen Entscheidungen befasst, die eine moralische
Dimension aufweisen. Im engeren Sinne ist sie an der Schnittstelle
von Maschinenethik, Digitaler Ethik und Ethik der Kiinstlichen In-
telligenz zu verorten. Durch die Ausarbeitung einer risikoethischen
Perspektive auf das Anwendungsproblem ist sie vor allem auch in
der Risikoethik anschlussfihig. Diese widmet sich als Teilgebiet der
Ethik denjenigen Problemstellungen, die im Zusammenhang mit
der moralischen Bewertung von unsicheren und risikobehafteten
Handlungen im Kontext gesellschaftlicher Risiken anzusiedeln sind.
Dies schliefit technikinduzierte Risiken ausdriicklich ein. Wahrend
beispielsweise die Maschinenethik danach fragt, inwiefern Entschei-
dungen tiber Leben und Tod von Maschinen getroffen werden kon-
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1. Einflihrung in die Untersuchung

nen bzw. sollen, verfolgt die Risikoethik das Ziel, rechtfertigbare
risikopraktische Kriterien und Rahmenbedingungen fiir den Einsatz
kiinstlicher Systeme zu definieren. Die forcierte Integration verschie-
dener disziplinspezifischer ethischer Zugdnge ist ein Charakteristi-
kum dieses Buches, das Elemente der Digitalen Ethik, der Metaethik
und der Risikoethik zusammenfiihrt.

1.3.2 Ziele und Hypothesen

Ein erstes Teilziel der vorliegenden Untersuchung ist es, die Pro-
blemstellung innerhalb des Forschungsdiskurses zu verorten und
dabei die Bedeutung und Relevanz von Unfallszenarien sowohl in
praktischer als auch theoretischer Hinsicht zu evaluieren (Zwischen-
ergebnis). Das zweite Teilziel besteht in einer kritischen Reflexion
moralphilosophischer Problemzuginge, die Unfallalgorithmen als
moralisches Designproblem interpretieren und den Forschungsdis-
kurs seit seinen Anfingen dominieren. Eine differenzierte Ausein-
andersetzung legt offen, dass unter dieser Problemperspektive zen-
trale Fragen ungekldrt bleiben; diese stehen der finalen Begriind-
barkeit eines moralphilosophisch fundierten Designs von Unfallal-
gorithmen entgegen und beinhalten zugleich die Forderung nach
alternativen Zugingen (zweites Zwischenergebnis). Anhand des drit-
ten Teilziels wird die Absicht verfolgt, mithilfe einer metaethischen
Rekonstruktion der spezifischen Wertekonflikte, die den relevanten
moralischen Dilemma-Strukturen zugrunde liegen, eine ganzheitli-
che Perspektive auf die Problemstellung zu erdffnen. Auf diese Weise
wird die Notwendigkeit einer pragmatischen, der praktischen Sache
dienlichen Ausrichtung mdéglicher Strategien vor dem Anwendungs-
hintergrund von Unfalldilemmata begriindet (drittes Zwischenergeb-
nis). Schliefflich wird im Rahmen des vierten Teilziels ein alternativer
Problemzugang entworfen, der eine risikoethische Perspektive auf
die spezifische Problematik von Unfallalgorithmen einnimmt und
durch eine pragmatische Herangehensweise an zum jetzigen Zeit-
punkt ungeklarte ethische Fragen den Forschungsdiskurs bereichert.

Die Ziele der Abhandlung werden in Form zweier forschungslei-
tender Arbeitshypothesen konkretisiert. Die Bearbeitung des zweiten
Teilziels erfolgt im Hinblick auf die (erste) These, dass der bisher do-
minante moralphilosophische Zugang zur Problemstellung aufgrund
methodischer sowie inhaltlicher und problemstruktureller Schwi-
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chen zentrale Fragen offenldsst. Er ist daher inaddquat, um glaub-
wiirdige und begriindbare Entscheidungsstrategien hinsichtlich des
Anwendungsproblems zu etablieren. Im Zuge des dritten Teilziels
wird die Plausibilitdt dieser These gestiitzt. Anhand einer Analyse
der metaethischen Grundlagen dilemmatischer Wertekonflikte wird
das Fehlen systematischer Strategien zur Entscheidung von Unfalldi-
lemmata aufgezeigt und gleichzeitig das vielversprechende Potenzial
pragmatischer Entscheidungsstrategien akzentuiert. Im Anschluss
an die erste These wird im Rahmen des vierten Teilziels eine risikoe-
thische Auseinandersetzung vorgelegt. Dieser liegt die (zweite) These
zugrunde, dass sich unter einem risikoethischen Zugang zentrale
Fragen des Anwendungsproblems klaren lassen und normative Im-
plikationen freigelegt werden konnen, die neuen, vielversprechen-
den Entscheidungsperspektiven den Weg bereiten.

1.3.3 Gedankengang

Der Argumentations- und Gedankengang dieses Buches folgt einem
Narrativ, das sich in drei Teile gliedert und dabei an den forschungs-
leitenden Thesen orientiert.

Teil I: Autonomes Fahren und Unfalldilemmata: Ethischer Problem-
horizont und Relevanz

Die Untersuchung beginnt mit einer einfithrenden Darstellung des
autonomen Fahrens sowohl als technologisches Entwicklungsprojekt
als auch gesellschaftliches Phanomen. Hinsichtlich der Funktion der
Verkehrsautomatisierung als eines zentralen Elementes der anvisier-
ten Mobilititswende westlicher Gesellschaften werden in Kap. 2
Evolution, Agenda, Ziele und Herausforderungen der Entwicklung
autonomer Fahrzeuge knapp skizziert und einer kritischen Betrach-
tung unterzogen. Ziel ist es hierbei, den praktischen Forschungsge-
genstand in der Bandbreite seiner vielschichtigen Facetten darzustel-
len und die Problematiken anzudeuten, die sich fiir verschiedene
Forschungsdisziplinen ergeben. In Kap. 3 werden sodann ethische
Herausforderungen fokussiert, die sich im Kontext von Entwick-
lung und Einsatz autonomer Fahrsysteme stellen. Neben einer iiber-
blicksartigen Darstellung verschiedener ethischer Diskurse wird das
Hauptaugenmerk auf jene Unfallalgorithmen gelenkt, die im Fall
unvermeidbarer Kollisionen aktiviert werden und in dabei entste-
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henden moralischen Entscheidungsdilemmata die Aktionen autono-
mer Fahrzeuge steuern. Diese Problemstellung, die im Zentrum der
Forschungsarbeit steht, wird sowohl in ihrer ethischen als auch in-
formationstechnischen Dimension thematisiert. Schliefilich werden
Bedeutung und Relevanz moralischer Dilemma-Szenarien fiir das
autonome Fahren erortert.

Teil II: Problemzugdnge in zwei Diskursen: Darstellung und Kritik

Im zweiten Teil wird das zentrale Argument entwickelt, welches die
erste These des Vorhabens begriindet: Ein Zugang zur Gestaltung
von Unfallalgorithmen, wie er bisher im einschldgigen Forschungs-
diskurs diskutiert wurde, ldsst (zu) viele Fragen offen. Hier erfolgt
eine kritische Auseinandersetzung mit dem Fokus bisheriger For-
schung, unter dem moralische Dilemma-Situationen im Kontext au-
tonomer Fahrsysteme beinahe ausschlieSlich als Problematik mora-
lischer Designentscheidungen betrachtet werden. Anhand einer um-
fassenden Rekonstruktion der relevanten Forschungsliteratur wird
in Kap. 4 der Nachweis gefiihrt, dass der bisher dominante For-
schungszugang sowohl in methodischer als auch inhaltlicher und
struktureller Hinsicht erhebliche Schwichen an den Tag legt. Im
Rahmen von Kap. 5 wird dieses Argument um eine metaethische
Perspektive erganzt, mittels derer die zugrundeliegende Problemstel-
lung moralischer Dilemmata aus metaethischer Sicht erdrtert und
hinsichtlich des Anwendungskontextes von Unfalldilemmata spezifi-
ziert wird. Es wird substanziiert, weshalb pragmatische Strategien
zur Bewiltigung echter moralischer Dilemmata besonders vielver-
sprechend sind.

Teil III: Risikoethische Auseinandersetzung: Entwurf eines alternati-
ven Problemzugangs

Im dritten Teil wird auf Basis der bisherigen Ergebnisse schlief3lich
ein alternativer Zugang zum Anwendungsproblem entworfen. Dabei
wird das Feld der Risikoethik beschritten, die — wie die zweite These
der Forschungsarbeit postuliert - addquate Mittel bereitstellt, um
sowohl die Spezifika des praktischen Problemkontextes als auch de-
ren theoretische Dimension im Sinne einer pragmatischen Herange-
hensweise zu integrieren. In Kap. 6 werden im Rahmen einer theo-
retischen Grundlegung und Einfiithrung in wissenschaftliche Veror-
tung, Historie, Gegenstandsbereich und Paradigmen der Risikoethik
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zunichst begriffliche und konzeptionelle Grundlagen gelegt. Es wird
gezeigt, dass eine rationale Risikopraxis angesichts der spezifischen
Problematik von Unfallalgorithmen nicht glaubwiirdig ist. In Kap.
7 werden sodann die Grundziige einer deontologischen Risikoethik
systematisch entwickelt. Im Zuge einer eingehenden risikoethischen
Analyse wird die im Diskurs bisher dominante Frage nach der mo-
ralphilosophischen Begriindung von Entscheidungsprinzipien fiir
Unfallalgorithmen zur Frage der ethischen Rechtfertigbarkeit von
Dilemma-Risiken sowie der fairen Verteilung daraus resultierender
Vor- und Nachteile transformiert. Es wird fiir eine koharente Risi-
kopraxis pladiert, welche die Gestaltung von Unfallalgorithmen als
Optimierungsproblem begreift, dem durch deontologische Grenz-
kriterien unverhandelbare Beschrankungen auferlegt sind.

Zum Abschluss werden die zentralen Ergebnisse der Untersuchung
in Kap. 8 nochmals zusammengefasst und im Hinblick auf ihre
Bedeutung fiir weiterfithrende Forschung kritisch evaluiert.
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l.
Autonomes Fahren und
Unfalldilemmata: Ethischer
Problemhorizont und Relevanz

Der erste Teil des Buches widmet sich einer Einfiithrung in das Pha-
nomen des autonomen Fahrens, dessen iiberblicksartiger Darstel-
lung und Problematisierung sowie der Verortung der zentralen Fra-
gestellung innerhalb des Forschungsdiskurses, zu dessen Weiterent-
wicklung die Forschungsarbeit beitragen will. In zwei Kapiteln wird
auf diese Weise das erste Teilziel der vorliegenden Untersuchung
erarbeitet. Besonderes Augenmerk wird dabei auf die Evaluation der
Bedeutung und Relevanz von Unfallszenarien sowohl in praktischer
als auch theoretischer Hinsicht gelegt.

Als Anndherung an das Anwendungsproblem werden in Kap. 2
Agenda, Ziele und Herausforderungen im weiteren Kontext autono-
mer Fahrsysteme beschrieben. In Kap. 2.1 werden selbstfahrende
Fahrzeuge als Treiber der Mobilititswende in ihrer technischen,
wirtschaftlichen und gesellschaftlichen Dimension konturiert. Aus-
gehend von einer begrifflichen Reflexion iiber den zugrundeliegen-
den Autonomiebegriff werden Motivatoren, Vision und evolutionare
Aspekte der Fahrautomatisierung erldutert. Darauf aufbauend wer-
den in Kap. 2.2 die spezifischen Herausforderungen dargestellt, die
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durch Zusammenhinge und Wechselwirkungen zwischen den viel-
faltigen Anforderungen an die neue Technologie einerseits und am-
bivalente Wirkungen derselben andererseits entstehen. Im Anschluss
an eine Bestandsaufnahme des gegenwirtigen technischen und regu-
latorischen Entwicklungsstands wird schlieSlich kritisch reflektiert,
inwiefern das autonome Fahren die an seine Vision gekniipften Er-
wartungen erfiillen kann.

In Kap. 3 wird der ethische Diskurs des autonomen Fahrens in
systematischer Weise rekonstruiert sowie die Bedeutung aufgezeigt,
die Unfalldilemmata fiir theoretische und praktische Fragen des
Anwendungskontextes besitzen. Zunéchst erfolgt in Kap 3.1 eine
tiberblicksartige Skizze ethischer Problemfelder und Diskurse, in
deren Rahmen die relevanten Literaturstromungen identifiziert, ge-
geneinander abgegrenzt und in ihrer thematischen Tiefe erldutert
werden. Besondere Aufmerksamkeit erfahrt dabei die Problematik
unvermeidbarer Unfallsituationen. In Kap. 3.2 wird vertiefend auf
die Relevanz von Dilemma-Szenarien fiir die Gestaltung von Un-
fallalgorithmen eingegangen, welche das Fahrverhalten autonomer
Fahrzeuge im Fall einer unabwendbaren Kollision steuern. Anhand
der relevanten Forschungsliteratur wird ausfithrlich argumentiert,
dass Entscheidungsprobleme mit dilemmatischen Strukturen im
Kontext autonomer Fahrsysteme sowohl theoretisch mdoglich als
auch praktisch existent sind. Zudem wird begriindet, weshalb Un-
fallalgorithmen nicht normierbar sind und welche gesellschaftliche
und technische Relevanz sie aufgrund dessen entfalten. In Kap. 3.3
werden schlieflich die Ergebnisse von Teil I in einem ersten Zwi-
schenergebnis zusammengefasst.
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2. Das Phanomen >Autonomes Fahren:
Agenda, Ziele und Herausforderungen

2.1 Selbstfahrende Fahrzeuge als Treiber der Mobilitatswende

2.1.1 Der Autonomiebegriff im Kontext technischer Systeme

Selbstfahrende Fahrzeuge fungieren als die zentralen Treiber der an-
visierten Mobilititswende. Gemif ihrer Vision entbinden sie Men-
schen von deren Fahraufgaben und schaffen Potenziale fiir mehr
Sicherheit, Effizienz und Teilhabe. Auf diese Weise transformieren
sie das Wesen der Mobilitit, wie wir sie heute kennen. Die revolutio-
ndre Dynamik der neuen Technologie liegt in einer ihrer zentralen
Eigenschaften begriindet, die ihr auch den Namen gibt: ihrer Auto-
nomie. Der Begriff der Autonomie stammt aus dem Altgriechischen
(avTovopio. bzw. autonomia), wo er so viel wie >Eigengesetzlichkeit<
bedeutet. Im Zuge einer Auseinandersetzung mit komplexen prak-
tischen Fragen wird allerdings schnell deutlich, dass der Autono-
miebegriff im Kontext verschiedener Forschungsdisziplinen jeweils
unterschiedliche, fachspezifische Bedeutungen aufweist. Es erscheint
daher zweckmiflig, eine wissenschaftliche Abhandlung tiber autono-
me Fahrzeuge mit einer Kldrung des Autonomieverstindnisses zu
beginnen, das hier zugrunde liegt.

Die Bezeichnung >autonomes Fahrzeug< als Anwendungsbeispiel
eines autonomen Systems bezieht sich auf den in der Informations-
technik verwendeten Autonomiebegriff. Aus anwendungsbezogener
und operationeller Sicht zeichnen sich autonome Systeme zunichst
dadurch aus, dass sie unabhingig von direktem menschlichen Ein-
greifen operieren konnen. Eine solche triviale Auffassung von Auto-
nomie ist jedoch nur fiir vollstandig kontrollierbare Umgebungen,
beispielsweise eine intelligente digitale Fabrik (smart factory), plausi-
bel. Sobald das Umfeld komplexer wird, muss der Begriff erweitert
werden. Autonomie ist dann als die Fahigkeit eines Systems zu inter-
pretieren, das ohne menschliches Eingreifen eine Handlungsoption
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wahlt: »When such machines are called >autonomouss, it is meant
that they are able to choose by themselves, without human interven-
tion, the appropriate course of action in the manifold situations they
encounter.« (Totschnig, 2020, S.2474) Diese Verwendungsweise des
Autonomiebegriffs setzt voraus, dass der Agent sich bei seiner Wahl
an einem Ziel oder einer Nutzenfunktion orientiert, die extern fest-
gelegt ist. In eine dhnliche Richtung weist auch die Definition von
Hilgendorf (2017b, S.47): »Unter einem autonomen technischen
System soll ein System verstanden werden, das auf Probleme unab-
hingig von menschlichem Input situationsangemessen und somit
>intelligent« reagieren kann.« Bradshaw et al. (2013) betonen, dass
das Design technischer Systeme in der Regel auf einen bestimmten
Kompetenzbereich limitiert ist. Die Européische Gruppe fiir Ethik
der Naturwissenschaften und der neuen Technologien erldutert in
ihrer »Erklarung zu kiinstlicher Intelligenz, Robotik und >autono-
menc< Systemen« (2018, S.10-11):

Allerdings hat sich der Begriff des >autonomen« Systems zur Bezeich-
nung eines Hochstmafles an Automatisierung und maximaler Unabhan-
gigkeit vom Menschen im Sinne einer operativen und entscheidungs-
bezogenen >Autonomie< in der wissenschaftlichen Literatur und der
offentlichen Debatte sehr stark durchgesetzt.

Eine stirker technisch orientierte Konzeption definiert Autonomie
als »die Fahigkeit eines rechnergestiitzten Systems, selbststindig aus
Daten, die sowohl durch Programmierung vorgegeben als auch aus
der Umwelt mittels Sensoren gewonnen sein kdnnen, zielgerichtete
Pline und Aktionen zu generieren.« (Deutscher Bundestag, 2020,
S.31) Eine solche Perspektive auf das Konzept der Autonomie setzt
vor allem zwei zentrale Designelemente voraus. Dies ist einerseits
die Implementierung einer Belohnungs- oder Nutzenfunktion, mit-
tels derer das System seine Aktionen hinsichtlich gewiinschter Zu-
stinde abgleichen kann. Andererseits sind Mechanismen des ma-
schinellen Lernens unverzichtbar, die es dem System ermdglichen,
sich an verdnderte Umgebungsbedingungen anzupassen und sein
Verhalten aufgrund von bisherigen, als unerwiinscht bewerteten Ak-
tionen zu optimieren.

Autonomie tritt grundsatzlich in verschiedenen Auspragungen
entlang eines Kontinuums auf (vgl. Etzioni & Etzioni, 2017, S.408-
409). Eine einflussreiche Auffassung, die sich an der Schnittstelle
von informationstechnischer und (maschinen-)ethischer Perspekti-
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ve bewegt, liefert der deskriptive Ansatz von Floridi und Sanders
(2004, S.357-364). Sie schreiben kiinstlichen Systemen genau dann
eine Selbsturspriinglichkeit ihrer Handlungen zu, wenn diese drei
relevante Kriterien erfiillen. Neben der Fahigkeit zur Interaktivitat
(interactivity) und Adaption (adaptability) besteht eines dieser Krite-
rien in der Autonomie (autonomy):

Autonomy means that the agent is able to change state without direct
response to interaction: it can perform internal transitions to change its
state. So an agent must have at least two states. This property imbues
an agent with a certain degree of complexity and independence from its
environment. (Ebd., S. 357)

Die im Kontext kiinstlicher Systeme verwendeten Autonomiekon-
zeptionen unterscheiden sich deutlich von anspruchsvolleren philo-
sophischen Auffassungen. Autonomie im Sinne Immanuel Kants,
der sie als »Beschaffenheit des Willens, dadurch derselbe ihm selbst
(unabhingig von aller Beschaffenheit der Gegenstinde des Wollens)
ein Gesetz ist« (1900ff., GMS, AA 04: 440.16-18)?, interpretiert, wé-
re ausschliefllich im Rahmen der Realisierung starker Kiinstlicher
Intelligenz denkbar. Die Erschaffung einer menschenebenbiirtigen
Denkfahigkeit, die die Ziele ihres Handelns selbst definiert, ist zum
gegenwirtigen Zeitpunkt allerdings lediglich eine Zukunftsvision;
bei derzeitigen Systemen sind die relevanten Handlungsziele extern
festgelegt.

Analog zur Vielschichtigkeit des ihnen zugrundeliegenden Auto-
nomiebegriffs stellen autonome Systeme ein grofies Forschungs-
und Entwicklungsvorhaben an der Schnittstelle verschiedener Inge-
nieur-, Sozial- und Geisteswissenschaften dar. Die Konzeption auto-
nomer Fahrzeuge ist dabei kein Selbstzweck, sondern durch spezi-
fische praktische Erwartungen motiviert. Diese werden im nachfol-
genden Unterkapitel skizziert.

2.1.2 Motivatoren des autonomen Fahrens

Die Vision einer automatisierten Mobilitat ist verbunden mit der
Erwartung, auf diese Weise die sozialen Kosten motorisierter Indi-
vidualmobilitat entscheidend zu senken. Die Idee des autonomen

2 Kants Grundlegung zur Metaphysik der Sitten wurde erstmals 1785 verdffentlicht.
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Fahrens begegnet den essenziellen Herausforderungen moderner In-
dustriegesellschaften anhand dreier zentraler Kriterien, die die Mo-
bilitatsqualitait mafigeblich beeinflussen (vgl. Beiker, 2012, S.1149-
1152).

1. Sicherheitspotenzial

Primérer Motivator der Verkehrsautomatisierung ist ihr Potenzial,
durch die Reduzierung bzw. Eliminierung menschlichen Fahrversa-
gens mittel- bis langfristig die Zahl der Verkehrsunfille signifikant
zu reduzieren (vgl. Beiker, 2012, S.1149-1150; Crew, 2015, o. S.;
Fleetwood, 2017, S. 532). Wie iltere Studien belegen, gilt der >Faktor
Mensch« in der Forschung zur Verkehrssicherheit schon seit Langem
als primdre Risikoquelle. Verdnderungen im Fahrverhalten bieten
dementsprechend eine vielversprechende Moglichkeit, um Schiden
im Kontext von Verkehrsunfillen zu reduzieren: »Human factors
are far more important than engineering factors. Among human
factors, driver behavior (what the driver chooses to do) has much
greater influence on safety than driver performance (what the driver
can do).« (Evans, 1996, S.784) Gemaf3 Datenerfassung des Statisti-
schen Bundesamtes waren 88 % der Unfille mit Personenschiden?
im Jahr 2021 auf menschliche Fahrfehler zuriickzufithren. Die hiu-
figsten Fehler geschahen dabei beim Abbiegen, Wenden, Riickwarts-
fahren, Ein- bzw. Anfahren, bei Nichtbeachtung der Vorfahrtsregeln,
aufgrund von ungeniigendem Abstand oder nicht angepasster Ge-
schwindigkeit (vgl. Statistisches Bundesamt, 2022, S.50). Analog
nennt eine in den USA durchgefiihrte Studie inkorrekt erkannte
Fahrsituationen aufgrund von Unaufmerksamkeit oder Ablenkung
als haufigste Unfallursache, gefolgt von schlechten Fahrentscheidun-
gen wie zu hoher Geschwindigkeit, Fehleinschitzung anderer Ver-
kehrsteilnehmer, aggressive Fahrweise und schliefSlich Fehlern im
Fahrverhalten wie Uberkompensation oder mangelnde Richtungs-
kontrolle (vgl. National Highway Traffic Safety Administration,
2008, S.24-25). Auch der Konsum berauschender Mittel spielt eine

3 Bei Unfillen mit Personenschaden handelt es sich um solche Verkehrsereignisse,
bei denen Personen verletzt oder gettet werden, wobei die Hohe des Sachscha-
dens irrelevant ist (vgl. Statistisches Bundesamt, 2023).
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nicht unerhebliche Rolle.* Die Ergebnisse einer neueren amerikani-
schen Studie decken sich mit diesen Erkenntnissen: Selbstfahrende
Fahrzeuge sind insbesondere auf SchnellstrafSen und bei Nebel si-
cherer als von Menschen gesteuerte Autos, nicht hingegen auf Land-
strafSen, bei Ddmmerung und bei Abbiegemandvern (vgl. Abdel-Aty
& Ding, 2024; Beck, 2024).

Die Idee des autonomen Fahrens setzt an ebendieser Fehleranfil-
ligkeit menschlichen Fahrverhaltens an, um diejenigen zu schiitzen,
die selbst Quelle hoher Risiken sind:

It is the behavior of those whose lives are at stake in traffic that most
influences risk in traffic. The least safe vehicle driven on the least safe
road by some drivers poses far less risk than the safest vehicle driven on
the safest road by other drivers. (Evans, 2008, S.1)

Wiirden automatisierte bzw. autonome Systeme im Sinne eines de-
fensiven Fahrstils programmiert, sodass sie die Fahrzeugumgebung
standig tiberwachen, im Bedarfsfall schnell reagieren konnen und
dabei stets die Verkehrsregeln beachten, liefSen sich fahrerbezogene
Unfallursachen potenziell minimieren bzw. im Fall vollstindig auto-
nomer Fahrzeuge sogar ginzlich eliminieren (vgl. Goodall, 2020,
S.1). Auch wenn sich eine genaue Bezifferung des positiven Effekts’
derzeit noch nicht ausreichend mit harten Fakten untermauern ldsst,
so geben statistische Auswertungen jedoch Anlass zu der Annahme,
dass ein solcher - zumindest in gewissem Mafle - eintreten konn-
te. Die Zahlen polizeilich erfasster Unfille aller Schweregrade sind
in den letzten Jahren tendenziell riickldufig (vgl. Statistisches Bun-
desamt, 2022, S.44), wobei ein nicht unerheblicher Anteil dieses
Trends dem Einsatz automatisierter Teilfunktionen im Fahrbetrieb
zugeschrieben werden kann (vgl. Anderson et al., 2016, S.14-16).°

4 Der Anteil unter Alkoholeinfluss begangener Fahrfehler an der Gesamtzahl der
Unfélle mit Personenschdden lag im Jahr 2021 in Deutschland zwar nur bei
3,3 % (vgl. Statistisches Bundesamt, 2022, S.50). Schliisselt man allerdings die
Ursachen von Unfillen mit todlichem Ausgang weiter auf, so zeichnete Alkohol-
oder Drogenkonsum beispielsweise im Jahr 2011 fiir mehr als 39 % der Fille in
den USA verantwortlich (vgl. Anderson et al., 2016, S. 16).

5 Neben einer Reduzierung der Personenschdden hat eine erhéhte Verkehrssicher-
heit auch wirtschaftliche Auswirkungen, beispielsweise indem die Kosten fiir
Versicherung, Reparaturen und Administration wegfallen bzw. sinken.

6 In einer kiirzlich verdffentlichten Studie dokumentieren Abdel-Aty und Ding
(2024), dass mit Fahrerassistenzsystemen operierende Autos in vielen Szenarien
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Die Ergebnisse einer vergleichenden Studie der Unfallraten von kon-
ventionellen Fahrzeugen und solchen, die im autonomen Modus
operieren, legen auf Basis der aktuellen Datenlage nahe, dass auto-
nome Fahrzeuge in weniger Unfille aller Schweregrade involviert
sein konnten (vgl. Blanco et al., 2016, S. i-iv). Wahrend frithe Test-
fahrten diese These noch zu stiitzen schienen,” sorgten in den letzten
Jahren vermehrt tragische Unfille, welche die bis dato technische
Unreife der eingesetzten Fahrsysteme schonungslos aufzeigen, fiir
offentliches Aufsehen.® Inwiefern autonome Fahrzeuge tatsichlich
zu mehr Verkehrssicherheit beitragen, wird an anderer Stelle in
diesem Buch kritisch diskutiert (siehe Kap. 2.2.3). Hier soll das
(vermeintliche) Sicherheitspotenzial lediglich in seiner Funktion als
primédrer Motivator des autonomen Fahrens verstanden werden.

2. Effizienzsteigerung

Positive Wirkungen des autonomen Fahrens erhofft man sich auch
in Sachen Zeit- und Verkehrseffizienz. Neben einer allgemeinen
Steigerung der Lebensqualitat fiir Personengruppen, die haufig im
Verkehr unterwegs sind, hitte dies vor allem vorteilhafte 6konomi-
sche Auswirkungen. Zum einen wiirden die Beférderten durch die
(vollstindige) Automatisierung der Fahraufgabe von (aktiven) Fah-
rern zu (passiven) Passagieren, die ihre Zeit an Bord freier gestalten
konnen. So wiirde es etwa Berufspendlern moglich, Transferzeiten
produktiv als Arbeitszeit zu nutzen (vgl. Brandle & Grunwald, 2019,
S.282; Gurney, 2015, S.192-193; KPMG LLP, Center for Automotive
Research, 2012, S.29). Zum anderen verspricht die Vernetzung und
zentrale Koordination der Fahrzeuge eine effizientere Steuerung des
Verkehrsflusses (vgl. Friedrich, 2015, S.339-349). Von den verkiirz-
ten Transferzeiten durch weniger Staus wiirden nicht nur Menschen
auf dem Weg zum Arbeitsplatz profitieren, sondern auch Lieferfahr-
zeuge des Giitertransports. Freigesetzte Optimierungspotenziale fiir

in weniger Unfille verwickelt sind als menschengesteuerte Fahrzeuge, nicht je-
doch in allen.

7 Googles selbstfahrender Prototyp legte zwischen Februar und Oktober 2015
knapp 3 Millionen Testkilometer mit lediglich geringfiigigen Zwischenféllen
zuriick, welche er jedoch in keinem Fall selbst verursachte (vgl. Gurney, 2015,
S.188; Hulverscheidt, 2015).

8 Beispielhafte prominente Unfille werden in Kap. 2.2.2 beschrieben.
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logistische Prozesse konnten dazu beitragen, die gesamtwirtschaftli-
che Produktivitdt zu steigern.

Weiterhin birgt die neue Art der Beforderung das Potenzial, freie
Kapazititen in Fahrzeugen fiir innovative Geschiftsmodelle einzu-
setzen, ob als Shuttles, Taxis oder gemeinsam genutzte Fahrzeuge.
Insbesondere im Bereich Carsharing ist ein aufsteigender Trend zu
beobachten (vgl. Bagloee et al., 2016, S. 289; Fagnant & Kockelman,
2018, S.147-156; Gogoll & Miiller, 2017, S. 685; Gurney, 2015, S.194;
Lenz & Fraedrich, 2015, S.184-189). Sollte sich dieser hinreichend
etablieren, konnte er sogar eine Auflésung der Grenzen zwischen
Individualmobilitdt und offentlichem Verkehr bewirken und so das
Tempo der Transformation bestehender Mobilitédtsstrukturen weiter
beschleunigen (vgl. Beiker, 2015, S.204-206; Lenz & Fraedrich,
2015, S.189-192).

Auch in stidtebaulicher Hinsicht tun sich durch das automati-
sierte Fahren im Zuge einer Neugestaltung von Parkflachen (vgl.
Bennett, 2022, S.197) und einer zentralen Koordination von deren
Auslastung neue Perspektiven auf. So kénnten stddtische Parkraum-
flichen kiinftig fiir alternative Nutzungszwecke zur Verfligung ste-
hen, beispielsweise zur Schaffung neuen Wohnraums oder fiir Griin-
flichen (vgl. Anderson et al., 2016, S.25-27; Sparrow & Howard,
2017, S.212). Indem Emissionen, Energie- und Kraftstoffverbrauch
durch eine zentrale, intelligente Routenplanung und vorausschauen-
de, sparsame Fahrweise optimiert werden, sind nicht zuletzt auch
positive Effekte fiir die Umweltbilanz zu erwarten (vgl. Anderson et
al., 2016, S.28-38; Bennett, 2022, S.197-198; Brandle & Grunwald,
2019, S.292; Gurney, 2015, S.193-194; Lim & Taeihagh, 2018, S.5;
Lin, 2013a). Der Verkehrsautomatisierung wird in diesem Sinne gar
eine fithrende Rolle zugeschrieben, um den Herausforderungen des
Klimawandels zu begegnen (vgl. Hula et al., 2018, S. 91-93).

3. Veranderte Mobilitatsbediirfnisse

Nicht zuletzt thematisiert das automatisierte bzw. autonome Fahren
die sich stetig im Wandel befindenden Mobilititsgewohnheiten und
-bediirfnisse heutiger und zukiinftiger Generationen. Es treibt Ver-
dnderungen in intergenerationellen Einstellungen gegeniiber Mobili-
tat und Fahrzeughaltung weiter voran: Die Generation der Babyboo-
mer empfand den Erwerb der Fahrerlaubnis und des ersten eigenen
Autos noch als Inbegriff personlicher Freiheit und eines gewissen
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sozialen Status. Nun haben sich die Priorititen der stindig vernetz-
ten, jiingeren Generationen in Richtung volliger Flexibilitat — soge-
nannter mobility on demand - verschoben (vgl. KPMG LLP, Cen-
ter for Automotive Research, 2012, S.7; Pavone, 2015, S. 400-402).
Diese Bediirfnistransformation steht im Zeichen eines seit einigen
Jahren zu beobachtenden Trends, der Ausdruck sich verandernder
Konsumgewohnheiten ist: >Nutzen statt besitzen< oder >Zugang statt
Besitz< lauten die Devisen, die sich als 6konomisches und soziales
Phinomen unter dem Begriff >Sharing-Economy« lingst einen Na-
men gemacht haben (vgl. Sundararajan, 2017).

Das Konzept selbstfahrender Fahrzeuge stimuliert diese neuen
Priorititen, indem es die traditionelle Abhéngigkeit zwischen >Mo-
bil-Sein«< und Fahreignung bzw. Fahrfahigkeit auflost. Hoherstufig
automatisierte Fahrzeuge operieren unabhingig von menschlichem
Eingreifen und ermoglichen dadurch mobilititseingeschriankten
Personengruppen, z. B. Menschen mit kérperlichen und geistigen
Beeintrachtigungen,® aber auch &lteren Personen und Kindern, Zu-
gang zu individueller Mobilitat. Damit geht ein erheblicher Zuwachs
an Lebensqualitit durch mehr personliche Unabhingigkeit und
soziale Teilhabe einher (vgl. Beiker, 2012, S.1151-1152; Brindle &
Grunwald, 2019, S.282-283; Gurney, 2015, S.193; Hansson et al.,
2021, S. 1398; Howard, 2013; Mladenovic & McPherson, 2016, S. 1137;
Owens et al., 2019).

Hiermit sind die Ziele des autonomen Fahrens grob umrissen.
Doch wie gestaltet sich deren Autonomie eigentlich aus technischer
Sicht und vor allem im Zusammenspiel mit menschlichen Fahrern
bzw. Insassen? Das folgende Unterkapitel illustriert, wie die Idee
der Fahrautomatisierung im Verlauf der letzten sechzig bis achtzig
Jahre schrittweise durch verschiedene Systemkomponenten realisiert
wurde. Zudem wird das sogenannte Stufenmodell erlautert, anhand
dessen der rote Faden einer immer weniger an menschliche Fahr-
zeugsteuerung gebundenen Mobilitit in den kommenden Jahren
weitergesponnen werden wird.

9 Fiir eine Diskussion spezifischer ethischer und rechtlicher Fragen in diesem
Kontext siche Bradshaw-Martin und Easton (2014).
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2.1.3 Von Informanten iiber Assistenten zu Automaten: Evolution und
Stufenmodell der Fahrautomatisierung

Die Idee, die menschliche fahrzeugfithrende Person bei ihren Fahr-
aufgaben zu unterstiitzen und von diesen zu entlasten, ist schon
seit beinahe einem Jahrhundert Gegenstand technischen Innovati-
onsbestrebens. Bereits in den 1940er-Jahren wurden erste grundle-
gende Bausteine der Fahrunterstiitzung konzipiert und im Laufe
der folgenden Jahrzehnte mit dem Automatikgetriebe (1940), der
Servolenkung (1952) und dem Bremskraftverstarker (1955) erprobt,
bevor das Konzept der Fahrerassistenzsysteme in den 1960er-Jah-
ren endgiiltig Einzug in die Forschungsagenden hielt (vgl. Beiker,
2012, S.1146-1147). In der Folge wurden mechanische und elektro-
nische Komponenten intensiv weiterentwickelt und zur Marktreife
gebracht. Diese frithen Assistenzsysteme iibernahmen primar Aufga-
ben in der Regelung der Fahrdynamik, insbesondere der Lenk- und
Fahrstabilitét, z. B. in Form des Antiblockiersystems ABS (1978) und
des Elektronischen Stabilititsprogramms (ESP) (Electronic Stability
Control) (1995), mit dem sich bahnbrechende Erfolge in Bezug auf
die Fahrsicherheit einstellten (vgl. Verband der Automobilindustrie
(VDA) eV, 2023).

Durch technologischen Fortschritt vor allem in der Perzeption
des verkehrlichen Umfelds entwickelten sich aus reinen Assistenz-
funktionen bald komplexere Systeme, die spezifische Fahrfunktio-
nen teilautomatisiert ausfiithren. Als erste das Fahrzeugumfeld erfas-
sende Technologie kamen Ultraschallsensoren in der ersten Half-
te der 1990er-Jahre in der aktiven Parkassistenz zum Einsatz. Im
Zusammenwirken mit erstmals eingesetzten Radarsensoren ermog-
lichten sie die Realisierung des Abstandsregeltempomats (Adaptive
Cruise Control (ACC)), durch den sich das Fahren im gebundenen
Verkehr teilautomatisieren lieff und eine Vielzahl von potenziell ge-
fahrlichen Situationen bereits in der Entstehung vermieden werden
konnte. Dies markierte einen Meilenstein in der Geschichte der Fah-
rerassistenz. Die zunehmende technologische Reife von Ultraschall-
und Radarsensorik sowie ein Durchbruch in der Kameratechnologie
machten seit der Jahrtausendwende die Entwicklung komplexerer
Systeme mdglich, die verschiedene Technologien integrieren. Mithil-
fe der uber Sensorfusion verkniipften Daten unterschiedlicher Sen-
sortypen gelang die Erzeugung von Fahrzeug-Umfeldmodellen mit
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stark verbesserten Prazisionsgraden, womit eine wichtige Vorausset-
zung fiir das automatisierte Fahren geschaffen war (vgl. Bengler et
al., 2014, S. 6-7).0

Wihrend traditionelle Fahrerassistenzsysteme als automatisierte
Teilfunktionen der fahrzeugfithrenden Person lediglich voriiber-
gehend in spezifischen Anwendungsfillen assistieren, tibernimmt
beim hoherstufig automatisierten Fahren ein Fahrroboter (nahezu)
alle Fahraufgaben. Die Basisarchitektur gegenwirtig entwickelter
Systeme der Fahrzeugautomatisierung umfasst im Wesentlichen drei
Komponenten: Perzeption, Pradiktion und Aktion. Die Hardware
besteht aus einer Kombination fortschrittlicher Sensoren (Stereoka-
meras, Radar unterschiedlicher Reichweite, Laser, GPS, Ultraschall),
die es ermdglichen, Strukturen und Objekte in der Umgebung des
Fahrzeugs sowie dessen Position zu erkennen. Diese Sensoren wir-
ken in Verbindung mit Aktuatoren, Steuergerdten und integrierten
Software-Algorithmen, welche die produzierten Daten verarbeiten
und durch Ansteuerung der Aktuatoren die Aktionen des Fahrzeugs
determinieren (vgl. Beiker, 2012, S.1147; KPMG LLP, Center for
Automotive Research, 2012, S.10). Hierbei spielt die Integration von
Anwendungen, welche auf Kiinstlicher Intelligenz basieren, eine gro-
3e Rolle; zentrale Komponenten bei der Entwicklung autonomer
Fahrsysteme sind vornehmlich neuronale Netze und datengestiitzte
Deep-Learning-Techniken des maschinellen Lernens.!

10 Diese Fusionstechnik kommt beispielsweise beim Stauassistenten zum Einsatz,
wo Radar- und Kamerasensoren zusammenwirken, um die Funktionalititen des
ACC und des Spurhalteassistenten fiir den Einsatz im gebundenen Verkehr zu
integrieren.

11 Das in diesem Zusammenhang angewandte Konzept Kiinstlicher Intelligenz
begreift diese im Sinne der schwachen KI-Hypothese als Systeme, die in der
Lage sind, menschliche Intelligenz in Bezug auf spezifische, genau definierte
Aufgaben zu simulieren, zu erweitern oder mit ihr zu konkurrieren (vgl. Vallor
& Bekey, 2017, S.339-340). Ein zentraler Aspekt bei der Entwicklung derarti-
ger Systeme sind Techniken maschinellen Lernens, deren Realisierung iiber
neuronale Netze (neural networks) erfolgt, welche dem Aufbau des menschli-
chen Gehirns nachempfunden sind und Eingabedaten in mehreren komplexen
Schichten (layers) via Deep-Learning-Techniken (vgl. Reed et al., 2021, S.784)
zu kontrollierten Aktionen verarbeiten: »[...] the network gradually >learns«
from repeated >experience«< (multiple training runs with input datasets) how to
optimize the machine’s >behavior< (outputs) for a given kind of task.« (Vallor &
Bekey, 2017, S. 340).
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Das autonome Fahren stellt das Endziel einer technologischen
Entwicklungsagenda dar, die sicherheitskritische Fahrfunktionen
schrittweise automatisiert. Die Evolution der Fahrautomatisierung
kann verstanden werden als eine Agenda zunehmender Systeminte-
gration; sie filhrt von passiven Warn- und Informationssystemen
tiber assistiertes hin zu automatisiertem Fahren und schliefSlich zum
autonomen, selbstfahrenden Fahrzeug (vgl. Beiker, 2012, S.1147-
1148). Experten in Forschung und Entwicklung unterscheiden daher
verschiedene Level der Automatisierung, anhand derer sich beste-
hende und zukiinftige Fahrzeugsysteme einordnen lassen. Grund-
lage der Kategorisierung ist eine deskriptive Taxonomie, die Teil
der erstmals 2014 von der SAE International (ehemals »Society of
Automotive Engineers«) verdffentlichten Norm J3016 ist. Anhand
funktionaler Mindestanforderungen an das jeweilige System werden
dabei sechs Stufen beschrieben, die sich an den spezifischen Rollen
orientieren, die menschlichen Nutzern einerseits und dem automa-
tisierten Fahrsystem andererseits im Hinblick auf die dynamische
Fahraufgabe!? zukommen. Bei der Einstufung des Automatisierungs-
grades werden dabei nur solche Systeme beriicksichtigt, die sich
dauerhaft auf die dynamische Fahraufgabe oder Teile davon auswir-
ken und nicht nur kurzzeitig in potenziell gefdhrlichen Situationen
aktiviert werden, wie beispielsweise ein Notbremsassistent (vgl. SAE
On-Road Automated Vehicle Standards Committee, 2014, S.1-2).13

12 Der Begriff >dynamische Fahraufgabe« (dynamic driving task) beschreibt die
Kontrolle des Fahrzeugs. Er umfasst die operativen (Lenken, Bremsen, Be-
schleunigen etc.) und taktischen (Reagieren auf Ereignisse) Aspekte der Fahr-
aufgabe, wohingegen er den strategischen Aspekt (Bestimmen von Zielen und
Wegpunkten) auf8er Acht lisst (vgl. SAE On-Road Automated Vehicle Standards
Committee, 2014, S. 2).

13 Hinsichtlich der Fokussierung auf spezifische Aspekte existieren alternative
Klassifizierungen der Automatisierungsgrade des automatisierten Fahrens. So
liegt der Schwerpunkt bei der vom VDA konzipierten Version, die inhaltlich
deckungsgleich ist mit der Taxonomie der SAE, auf der Beschreibung der Aufga-
benteilung zwischen menschlichen Fahrern und dem System in laienverstandli-
cher Sprache. Dabei werden bereits Systeme der Stufe 3 als hochautomatisiert,
4 entsprechend als vollautomatisiert und 5 als fahrerlos bezeichnet. Auch die
amerikanische National Highway Traffic Safety Administration bietet ein alter-
natives Schema an, das die Level 4 und 5 zusammenfasst. Der Fokus liegt dabei
auf dem Anteil, den automatisierte Komponenten im Hinblick auf sicherheits-
kritische Funktionen des Fahrzeugs innehaben (vgl. National Highway Traffic
Safety Administration, 2013, S. 4-5).
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Die einzelnen Level des Stufenmodells implizieren keine zwangslau-
fige Reihenfolge der Markteinfithrung; jedoch lasst der inkrementel-
le Entwicklungsprozess automatisierter Fahrfunktionen die verwen-
deten Technologien reifen und legt somit den Grundstein fiir das
Erreichen der jeweils ndchsten Stufe (vgl. Bengler et al., 2014, S.12).
Die Automatisierungslevel sind wie folgt charakterisiert:

Level 0 (No automation): Der Fahrer hat jederzeit die Kontrolle
tiber das Fahrzeug, i. e. er fiihrt dauerhaft alle dynamischen Fahr-
aufgaben aus, wobei ihm Warn- und Informationssysteme wie
Spurhalte- und Notbremsassistenten Hilfestellung geben.

Level 1 (Assistiertes Fahren/driver assistance): Eine oder meh-
rere spezifische Kontrollfunktionen des Fahrzeugs, die unabhin-
gig voneinander operieren, sind automatisiert. Sie unterstiitzen
den Fahrer in Form von Fahrerassistenzsystemen (driver assistan-
ce systems), die entweder das Steuern (z. B. lane centering) oder
Beschleunigen bzw. Bremsen in einem bestimmten Fahrszenario
(driving mode) tibernehmen. Ein Beispiel fiir ein solches System
ist der Einparkassistent.

Level 2 (Teilautomatisiertes Fahren/partial automation): Im
Wesentlichen wie Level 1, nur wirken hier mindestens zwei auto-
matisierte Kontrollfunktionen zusammen; ein oder mehrere Fah-
rerassistenzsysteme iibernehmen zeitgleich sowohl das Steuern als
auch Beschleunigen bzw. Bremsen in bestimmten Situationen. Ein
Beispiel fiir ein entsprechendes System ist hier der Stauassistent.

Im Allgemeinen gilt fiir die Level 0 bis 2, dass der menschliche
Fahrer >fahrt¢, d. h. er muss das System und die Fahrumgebung je-
derzeit iiberwachen, um gegebenenfalls eingreifen zu kénnen. Er ist
vollstindig verantwortlich fiir den sicheren Betrieb des Fahrzeugs.
Im Ubergang von Level 2 zu 3 findet gewissermafen ein Bruch statt,
es kommt zu einer grundsétzlichen Verdnderung in der Aufgabentei-
lung und Verantwortlichkeit. Der Fahrer gibt schrittweise weite Teile
der Fahraufgabe an das System ab, das fortan die Fahrzeugkontrolle
und Uberwachung der Fahrumgebung iibernimmt und >fihrt«.

Level 3 (Bedingt automatisiertes Fahren/conditional automati-
on): Sicherheitskritische Funktionen sind unter bestimmten Fahr-
bedingungen komplett automatisiert; das System {ibernimmt in
spezifischen Szenarien die Fahrzeugkontrolle vollstandig. Der
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Fahrer muss das System nicht mehr jederzeit iberwachen, aber
verfiigbar sein, wenn es im konkreten Anwendungsfall an seine
Grenzen stofit und den Menschen zur Ubernahme des Steuers
auffordert. Der Fahrer fungiert als Absicherung bzw. Riickfallebe-
ne fiir das System. Tritt ein solcher Fall ein, >fahrt< fortan der
Fahrer. Ein beispielhaftes System fiir diese Stufe ist das Staufolge-
fahren.

Level 4 (Hochautomatisiertes Fahren/high automation): Ein
Eingreifen des Fahrers ist nicht mehr erforderlich. Das System
ibernimmt die Kontrolle in bestimmten Situationen vollstdndig.
Wenn der Fahrer nicht oder nicht angemessen auf eine Aufforde-
rung zur Ubernahme reagiert, geht das Fahrzeug in einen siche-
ren Zustand iiber, indem es z. B. auf dem Seitenstreifen anhalt.

Level 5 (Vollautomatisiertes Fahren/full automation): Der
Fahrmodus wird als »autonom« bzw. das Fahrzeug als >selbstfah-
rend« bezeichnet. Alle Fahrfunktionen sind vollstindig automati-
siert; das System {ibernimmt zu jeder Zeit und in allen Situatio-
nen sowie unter allen Umwelt- und Fahrbahnbedingungen die
Kontrolle tiber das Fahrzeug und iiberwacht die Fahrumgebung
standig. Der Fahrer greift ins Fahrgeschehen nicht mehr ein.

An dieser Stelle kann das Phanomen des autonomen Fahrens als
ausreichend eingefiihrt gelten. In den folgenden Unterkapiteln wird
sich nun der ethischen Dimension zugewandt, die selbstfahrende
Fahrzeuge entfalten. Der Einstieg in diese komplexe Thematik er-
folgt zunéchst iiber eine Betrachtung der Zusammenhinge zweier
Perspektiven: autonome Fahrzeuge als technische Innovation einer-
seits und als okonomisches (Konsum-)Gut andererseits.

2.2 Herausforderungen im Kontext der Entwicklungsagenda

2.2.1 Die Wechselbeziehung zwischen technischer Reife und
Wirtschaftlichkeit

Die Einfithrung des automatisierten Fahrens in den offentlichen
Straflenverkehr wird mafigeblich durch drei Aspekte stimuliert: die
technische Reife der Fahrzeugsysteme und deren Komponenten, die
Wirtschaftlichkeit des Gutes >automatisiertes Fahrzeug« und den
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jeweils geltenden Rechtsrahmen. Zwischen diesen bestehen Abhén-
gigkeiten und Wechselwirkungen unterschiedlichen Ausmaf3es.

Fortschritte in der technologischen Entwicklung entlang des Stu-
fenmodells sind gleichbedeutend mit einem hdheren Automatisie-
rungsgrad; sie lassen sich nur erzielen, wenn automatisierte Fahr-
zeuge zunehmend unabhéngiger von menschlichem Eingreifen ope-
rieren, ohne dabei die anvisierten Sicherheitsziele aus den Augen
zu verlieren. Die zentralen Aufgaben fiir Design und Entwicklung
autonomer Fahrsysteme (Level 5 und teilweise 4) stellen sich hin-
sichtlich Perzeption, Kognition, Verhaltensentscheidung und -aus-
fihrung (vgl. Wachenfeld & Winner, 2015, S. 466). Durch die inten-
sive Forschungsarbeit und die hohen Entwicklungsinvestitionen des
letzten Jahrzehnts sind die wesentlichen technischen Voraussetzun-
gen fiir das automatisierte Fahren zum heutigen Tag bereits in An-
sitzen geschaffen, jedoch noch nicht zur vollstindigen technischen
Reife gelangt.

Die mitunter grofiten Herausforderungen bei der technischen
Realisierung hoherstufiger Automatisierung bestehen in einer konti-
nuierlichen Verbesserung der maschinellen Wahrnehmungsleistung
(vgl. Beiker, 2012, S.1148-1149; Bengler et al., 2014, S.6; KPMG
LLP, Center for Automotive Research, 2012, S. 12). Maschinenlesbare
Informationen sind die Basis fiir algorithmische Verhaltensentschei-
dungen. Ein zentrales Element derselben stellt die Situationspradik-
tion' dar, die mogliche Entwicklungen einer wahrgenommenen Sze-
ne aus dem verkehrlichen Umfeld des Fahrzeugs innerhalb eines
festgelegten Zeithorizonts von wenigen Sekunden vorausberechnet.
Auf Basis dieser sogenannten Episoden werden sodann Aktionen
geplant und schlieSlich korrespondierende Bewegungspfade - soge-
nannte Trajektorien — anhand spezifischer Kriterien errechnet (vgl.
Dietmayer, 2015, S. 421). Problematisch ist hierbei nun, dass die Pra-
diktionsfahigkeit gegenwirtiger Wahrnehmungssysteme im Notfall
nicht ausreicht: Im Fall von auftretenden Funktionseinschrankun-

14 Die Situationspradiktion baut auf der Situationserkennung auf, bei der einzel-
ne Komponenten des dynamischen Fahrzeug-Umfeldmodells zueinander in Be-
ziehung gesetzt werden. Dietmayer (2015, S.420-432) nennt Unsicherheiten
hinsichtlich dreier Aspekte, durch welche die maschinelle Wahrnehmung be-
eintrichtigt wird: Zustandsunsicherheit, Existenzunsicherheit, Klassenunsicher-
heit.
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gen bei Systemen auf Level 3 und 4 betragt der kritische Zeitho-
rizont, den das Fahrzeug fiir die Riickgabe an den Fahrer selbst
tiberbriicken muss, ca. fiinf bis zehn Sekunden; ebenso lange bené-
tigt ein Fahrzeug auf Level 5 fiir die Erreichung eines eigensicheren
Zustands.”®

Trotz eingebauter sensorischer Redundanz konnen momentane
Systeme eine zuverldssige Prozesskette bis hin zur sicheren Fahr-
zeugfithrung in Notsituationen nur unzureichend gewéhrleisten. Er-
forderliche Fortschritte im Bereich der maschinellen Perzeption und
Kognition umfassen daher sowohl die Detektion von Objekten und
ihre physikalische Vermessung als auch die Zuordnung korrekter
semantischer Bedeutungen (vgl. Dietmayer, 2015, S.420-426). Es
reicht nicht aus, ein Verkehrsschild nur als solches zu erkennen; das
Fahrzeug muss auch dessen Bedeutung, z. B. >Stop< oder >Vorfahrt
gewihrens, erfassen konnen. Gleiches gilt fiir die Gestenerkennung
menschlicher Verkehrsteilnehmer, die einen wesentlichen Teil der
Kommunikation im Verkehrsgeschehen ausmacht (vgl. Holzbock et
al., 2023a). Hierfiir ist die qualitative Weiterentwicklung von Kame-
ra- und Sensortechnologien auf Hardwareseite ein kritischer Erfolgs-
faktor.

Um Perzeption und Situationsverstehen auch in komplexen dyna-
mischen Umgebungen zuverldssig sicherzustellen, spielt Kiinstliche
Intelligenz mit zunehmendem Automatisierungsgrad, v. a. ab Level
3, eine bedeutende Rolle (vgl. Bengler et al.,, 2014, S.12). Vor allem
der Einsatz von Deep-Learning-Techniken ist kontinuierlich zu opti-
mieren, mittels derer das Fahrzeugsystem zunéchst in Simulationen
und spiter in kontrollierten Feldversuchen »trainiert< wird, um in
realen Situationen zuverldssig den korrekten Output generieren zu
kénnen (vgl. Vallor & Bekey, 2017, S.341). Zum Beispiel présentiert
ein neuerer Ansatz von Holzbock et al. (2023b) ein Fahrzeug-Um-
gebungsmodell, das die Korperhaltung von Fuf3gingern als Indiz
fiir deren Bewegungsabsichten mithilfe neuronaler Netzwerke inter-
pretiert. Auf Level 5 wirken intelligente, sensorgestiitzte Sicherheits-
systeme schlieSlich mit vernetzter Fahrzeugtechnologie zusammen,
um mit der verkehrlichen Infrastruktur zur Laufzeit zu kommunizie-

15 Eigensicherheit (intrinsic safety) wird einem System dann zugesprochen, wenn
es iiber spezifische Konstruktionsmechanismen bzw. -prinzipien verfiigt, die
sicherstellen, dass auch im Fall einer Stérung oder eines Systemversagens keine
grundsitzliche Gefdhrdung vom System selbst ausgeht.
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ren. Dies ermdglicht eine stetige Optimierung des Fahrverhaltens
beispielsweise hinsichtlich Geschwindigkeit, Routenplanung oder
Antizipation potenzieller Gefahren, wodurch Verkehrseffizienz und
Fahrsicherheit erhoht werden. So schlagen Schumann et al. (2023)
beispielsweise einen erweiterten Pfadplanungsalgorithmus fiir grofe
Umgebungen vor, der eine neuartige Methode zur Erkennung signi-
fikanter Umgebungsverdnderungen beinhaltet und eine effiziente
Nutzung der Mandvrierfahigkeit zur Pfadplanung in engen Umge-
bungen ermaglicht.

Spezifische Herausforderungen auf dem Weg zur Marktreife des
hoch- und vollautomatisierten Fahrens stellen sich im Hinblick auf
die Konvergenz von Kommunikations- und Sensortechnologien so-
wie das Entwicklungspotenzial einzelner Komponenten. Konkrete
Aufgabenstellungen sind z. B. die Optimierung der GPS-Technolo-
gie zur Positionsbestimmung, hochauflésende Kartierungsmethoden
zur Verbesserung der Umfeldwahrnehmung, Bildverarbeitungsver-
fahren sowie zuverldssige und intuitive Mensch-Maschine-Schnitt-
stellen fiir die Interaktion zwischen Fahrer und System (vgl. Bengler
et al., 2014, S.7). Neben der technischen Ausstattung der Fahrzeuge
muss auch der Ausbau einer digitalisierten Verkehrsinfrastruktur
vorangetrieben werden; dringlich ist hier vor allem die flichende-
ckende Ausstattung des Verkehrsnetzes mit dem neuen Mobilfunk-
standard 5G (vgl. Verband der Automobilindustrie (VDA) eV,
2022b).

Abseits von technologischen Durchbriichen riickt auch die Ent-
wicklung von Test- und Bewertungskonzepten kiinftig verstdrkt in
den Fokus; der »kritische Pfad zum autonomen Fahren« (Bengler
et al,, 2014, S.16) fiihrt tiber die Bereitstellung innovativer Metriken,
mittels derer sich die Leistungsfahigkeit von Menschen und Fahrr-
obotern messen und vergleichen ldsst, mittelfristig Testverfahren
verbessert werden konnen und schliellich die Zuverlédssigkeit der
zur Reife gebrachten Systeme steigt. Letztere muss sich an den An-
forderungen der funktionalen Sicherheit!® orientieren; einschlagige

16 Die funktionale Sicherheit (functional safety) ist ein Teilbereich der allgemeinen
Sicherheit, der sich auf die korrekte Funktionsweise eines Systems beziiglich
seiner Eingabeverarbeitung bezieht. Sie ist dann gegeben, wenn jede spezifizier-
te Sicherheitsfunktion ausgefithrt und die jeweilige Anforderungsstufe erreicht
wird. Konkret bedeutet das, dass zur Erreichung der funktionalen Sicherheit alle
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Referenzen fiir den Automobilbereich sind hierbei die Norm ISO
26262 (»Road vehicles — Functional Safety«)!” und insbesondere de-
ren Schliisselkomponente, das Risiko-Klassifizierungsschema ASIL
(Automotive Safety Integrity Level)'8, das fiir automatisierte Fahrzeu-
ge die hochste Sicherheitsstufe (ASIL D) fordert.

Zweifellos ist die Entwicklung fortschrittlicher Technologien hin
zur technischen Reife eine erfolgskritische Voraussetzung fiir die
anvisierte Einfithrung des automatisierten Fahrens. Jedoch ist deren
Gelingen auch abhéngig von 6konomischen Faktoren. So sind auto-
matisierte Fahrzeuge neben allen strategischen Zielen zur Stirkung
des Technologie- und Automobilstandorts Deutschland schliefdlich
auch ein Wirtschaftsgut, das den Gesetzmafligkeiten der Marktwirt-
schaft unterliegt. Gemaf den Mechanismen von Angebot und Nach-
frage ist eine grof3flachige Serienproduktion automatisierter Fahr-
funktionen nur realistisch, wenn die entsprechende Nachfrage vor-
handen ist. Auf diese Weise liefen sich zum einen die iiber einen
langen Zeitraum notwendigen hohen Investitionen der Hersteller
tiber den laufenden Markt refinanzieren. Zum anderen sind mittel-
fristig Netzwerkeffekte zu erwarten: Je mehr Menschen automati-
sierte Fahrzeuge nutzen, desto stirker wirken Skaleneffekte auf die
Produktionskosten und damit auch den Preis, was wiederum die
Attraktivitét fiir weitere Nutzer erh6ht (vgl. KPMG LLP, Center for
Automotive Research, 2012, S.20). Die Akzeptanz am Markt hat
einen entscheidenden Einfluss auf die Durchdringung des Fahrzeug-

Mafinahmen gehoren, die zur Fehlervermeidung dienen, ebenso wie Vorginge,
mit deren Hilfe wihrend des Betriebs auftretende Fehler beherrscht werden
kénnen.

17 Die ISO 26262 stellt eine Abwandlung der IEC 61508 dar, die an die spezifi-
schen Anforderungen im Automobilbereich angepasst ist: Lebenszyklus eines
Fahrzeugs, Schnittstellen bei verschiedenen Zulieferauftragen, konfigurierbare
Software usw. Anwendbar ist die Norm auf alle Fahrzeugklassen bis 3500 kg
(vgl. International Organisation for Standardisation, 2018).

18 Die Klassifizierung gemdfl ASIL bezeichnet das Maf3, in dem eine Fehlfunktion
eines Systems relevant fiir dessen Sicherheit ist. Sie orientiert sich an drei
Parametern: Haufigkeit der Situation mit Relevanz der jeweiligen Fehlfunktion
(exposure), Kontrollierbarkeit der Fehlfunktion (controllability) und Schwere
der Auswirkung bei geringer Kontrollierbarkeit (severity). Je nach Belegung der
Parameter kann der ASIL auf einer Skala von A bis D bestimmt werden und die
sich daraus ergebenden speziellen Anforderungen sind zusitzlich zur ISO 26262
zu erfiillen (vgl. International Organisation for Standardisation, 2018, Teil 9).
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bestands mit automatisierten Fahrzeugen.”” Diese wiederum stimu-
liert einerseits Umfang und Geschwindigkeit des technologischen
Fortschritts und andererseits auch das Maf$, in dem das autonome
Fahren positive Wirkung entfaltet. Letztere ist skalierbar sowohl
mit der Anzahl zugelassener Fahrzeuge als auch mit dem Grad der
Automatisierung: Je mehr Fahraufgaben das System tbernimmt,
desto weniger verbleiben bei der fahrzeugfithrenden Person und
desto seltener fithren menschliche Fahrfehler zu Unfillen. Je mehr
Fahraufgaben automatisiert ablaufen, desto mehr Szenarien kénnen
effizient koordiniert werden, z. B. zeit- und kraftstoffeffizientes Fah-
ren im gebundenen Verkehr, im Stau oder bei der Parkplatzsuche.
Fiir mobilitatseingeschrankte Personengruppen, die zum Fiihren
konventioneller Autos nicht erméachtigt bzw. in der Lage sind, wer-
den automatisierte Fahrzeuge zudem erst dann nutzbar, wenn kein
menschliches Eingreifen mehr erforderlich ist, d. h. ab Level 4.

Wann kénnen wir mit der Marktreife derartiger Systeme rechnen?
Im nachfolgenden Unterkapitel wird der aktuelle Entwicklungsstand
autonomer Fahrzeuge resiimiert und sein Verhiltnis zu entsprechen-
den gesetzlichen Bestimmungen ausgelotet.

2.2.2 Wo stehen wir heute? Aktueller technischer Stand und regulative
Verordnungen

Im gegenwirtigen Realbetrieb auf offentlichen Straflen sind Fahr-
zeuge mit teilautomatisierten Fahrfunktionen des Levels 2 weitge-
hend etabliert. In bestimmten Fahrsituationen, wie bei Stau- oder
Autobahnfahrten, kann das System bereits die Fahrzeugkontrolle
tibernehmen, wobei die fahrzeugfithrende Person stets die Fahrum-
gebung tiberwachen und jederzeit zum Eingreifen bereit sein muss.
Systeme, die sich am Ubergang zwischen Level 2 und 3 befinden,
stehen zur Serienproduktion bereit bzw. werden als Prototypen im
(beschrankten) Realverkehr zur Weiterentwicklung der KI-gestiitz-
ten Software erprobt. Automobilbauer setzen dabei verstarkt auf Ko-

19 Becker und Axhausen (2017) erarbeiten einen systematischen Uberblick iiber
Studien, die sich mit der Akzeptanz von automatisierten Fahrzeugen beschafti-
gen. Als relevante Faktoren identifizieren sie u. a. personenbezogene Charakte-
ristika (z. B. Geschlecht, Alter), Priaferenzen fiir Einsatzszenarien (z. B. Stadt,
Autobahn) und eine grundsitzliche Affinitit zu Systemen der Fahrerassistenz.
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operationen mit Unternehmen auflerhalb des Automobilbereichs; so
entwickelt Daimler seine Mercedes-Benz-Modelle in enger Zusam-
menarbeit mit Grafikprozessor- und Chipsatze-Entwickler Nvidia,
um KI-Komponenten zur Reife zu bringen. Auch Volkswagen tes-
tet die Komponenten seines Entwicklungspartners Argo AI auf Test-
strecken in typischen Verkehrssituationen. Ein Durchbruch gelang
kiirzlich Mercedes-Benz, dem fiir den Staupiloten »Drive Pilot« als
erstem deutschen Automobil die Zulassung fiir ein Level-3-System
erteilt wurde; dieses fahrt im Stau mit Geschwindigkeiten bis zu 60
km/h selbstindig, ohne dass der Fahrer das System stidndig {iberwa-
chen muss (vgl. Rudschies & Kroher, 2024). Konkurrent BMW hin-
gegen erhielt kiirzlich vom Kraftfahrtbundesamt die Genehmigung
fiir seinen Autobahnassistenten, der seit Oktober 2023 im neuen
5er-Modell erhiltlich ist. Dabei handelt es sich um ein sogenanntes
Level-2-Hands-off-System, d. h. das System féhrt selbstindig bis zu
130 km/h, der Fahrer muss allerdings jederzeit eingreifen kénnen.
Kontinuierlich arbeitet die Automobilbranche in Deutschland
an der Neuentwicklung hoherstufiger Systeme. Wegbereiter ist hier
hauptséchlich das automatisierte Valet Parking, mit der das Level 4
des hochautomatisierten Fahrens erstmals beschritten wird. Es stellt
eine der ersten in Serie realisierten autonomen Fahrfunktionen dar,
die bereits eine Zulassung fiir den Alltagsbetrieb erhalten haben.
Als erster Automobilhersteller hat Mercedes-Benz die entsprechen-
de Funktion in einem Serienfahrzeug verbaut, gemeinsam mit Part-
ner Bosch im Parkhaus des Mercedes-Benz Museums in Stuttgart
erprobt und darf diese nun in fest definierten Bereichen im Regelbe-
trieb einsetzen (vgl. Mercedes-Benz Group AG, 2020). Ende 2022
erteilte das Kraftfahrt-Bundesamt den beiden Stuttgarter Unterneh-
men die gemeinsame Zulassung fiir das weltweit erste zertifizierte
Automated-Valet-Parking-System, den fahrerlosen »Intelligent Park
Pilot«, der seitdem in einem speziell ausgeriisteten Parkhaus am
Stuttgarter Flughafen operiert. Gesteuert durch das Fahrsystem und
die von Bosch entwickelte intelligente Infrastruktur des Parkhau-
ses erfolgt der Parkvorgang vollstandig automatisiert, nachdem der
Fahrer das Fahrzeug in einer definierten Ubergabezone verlassen
hat (vgl. Bosch Mobility Solutions, 2021; Mercedes-Benz Group
AG, 2022). Weitere Meilensteine auf dem Weg zum autonomen Fah-
ren aus Sicht deutscher Hersteller konnten im August 2024 vermel-
det werden: In Kooperation mit dem chinesischen Unternehmen
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WeRide schickte Mercedes-Benz erste Level-4-Testfahrzeuge auf die
Straflen Pekings, zunédchst nur auf Autobahnen und in spezifisch
ausgewiesenen, stark frequentierten Bereichen in der Innenstadt.
Erprobungsziel ist dabei u. a. die Umfelderkennung mittels verschie-
dener Sensoren (vgl. Kollner, 2024c). Zudem erhielt eine von der
deutschen Firma Vector entwickelte AUTOSAR?-Basissoftware die
Zertifizierung gemdfl ASIL D und ist ab sofort fiir automatisierte
Funktionen in der Fahrzeugentwicklung einsetzbar (vgl. Kollner,
2024b).

In den USA sind hoherstufige Systeme bereits fester Bestandteil
alltdglicher Mobilitdt. Allen voran Automobilriese General Motors
investiert an verschiedenen Standorten weltweit hohe Summen in
die Entwicklung automatisierter Fahrsysteme. Als Pionier im Be-
reich der Autopiloten agierte lange Zeit der von US-Milliarddr Elon
Musk gefithrte amerikanische Konzern Tesla, der bereits 2015 ein
System prasentierte, das an der Grenze zu Level 3 auf Autobahnen
operiert. Trotz seiner Innovationskraft — oder vielleicht gerade des-
wegen — wird Tesla regelmaflig mit negativen Schlagzeilen bedacht,
die auf eine Vielzahl aufsehenerregender Unfille und diverse lau-
fende Klagen zuriickzufiihren sind. Unldngst entschied ein kaliforni-
sches Gericht, dass das Autopilotsystem des Herstellers nicht fiir
einen Unfall im Jahr 2019 verantwortlich zu machen ist, als ein
Tesla-Fahrzeug von der Fahrbahn abgekommen und in Flammen
aufgegangen war (vgl. ARD-Tagesschau, 2023). Dies konnte ein rich-
tungsweisender Erfolg nicht nur fiir den Konzern, sondern auch fiir
die US-Justiz sein. Diese wird sich in den kommenden Jahren mit
zahlreichen dhnlichen Klagen befassen miissen, denn spektakuldre
Unfille im Zusammenhang mit automatisierten Fahrzeugen sind in
den USA nicht selten. So stand auch die General-Motors-Tochter
Cruise zeitweise in der Kritik, nachdem sie zuvor eine Vorreiterrolle
eingenommen hatte. Als Folge eines fatalen Unfalls im vergangenen
Jahr, an dem ein Robotaxi der Firma beteiligt war, wurde dieser
vorerst die Lizenz entzogen. Inzwischen sind die Cruise-Fahrzeuge
mit mittelfristigen Expansionsplanen auf die Strafen zuriickgekehrt,

20 AUTOSAR (AUTomotive Open System ARchitecture) ist die Bezeichnung einer
globalen Partnerschaft fithrender Unternehmen in der Automobil- und Soft-
wareindustrie mit dem Ziel, standardisierte Software-Frameworks und -archi-
tekturen fiir zukiinftige intelligente und sichere Mobilitatslosungen zu entwi-
ckeln und zu etablieren (vgl. AUTOSAR GbR, 2024).
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werden zundchst allerdings von Menschen gesteuert, um Kartenma-
terial zu aktualisieren und Vertrauen zuriickzugewinnen (vgl. Ken-
nemer, 2024).

Erfolgsgeschichte schreibt hingegen die Google-Schwestergesell-
schaft Waymo, deren Flotten von Robotaxis bereits seit Langerem
in Phoenix, Arizona, San Francisco und Los Angeles unterwegs
sind, teilweise ohne Uberwachung durch einen Sicherheitsfahrer. Als
weltweit erstes Unternehmen, das Robotaxis zur Marktreife gebracht
hat, droht Waymo sogar Tesla bei méglichen Investoren den Rang
abzulaufen (vgl. Gopfert, 2024). Bei allem 6konomischen Erfolg ver-
bleiben allerdings auch hier Sicherheitsbedenken, die verstdrkt ins
Blickfeld der US-Verkehrsbehorde National Highway Traffic Safety
Administration (NHTSA) geraten, wenngleich abgesehen von Situa-
tionen mit Blechschdden bislang keine folgenschweren Zwischenfil-
le zu vermelden waren (vgl. Ohnsman, 2024).

Es ist naheliegend, dass die jeweils giiltige Rechtslage eine ent-
scheidende Rolle dahingehend spielt, wo und in welchem Umfang
selbstfahrende Fahrzeuge bereits praktisch zum Einsatz kommen.
Einen Rechtsrahmen fiir das autonome Fahren und seine spezifi-
schen ethischen und juristischen Herausforderungen zu schaffen,
ist dabei eine rechtspolitische Aufgabe (vgl. Hilgendorf, 2019, S. 357-
358). Regulatorische Instrumente haben sich in der Vergangenheit
als effektive Stimuli erwiesen, um die Marktdurchdringung neuer
Technologien im Automobilbereich zu erhéhen und auf diese Weise
die Weiterentwicklung der Automatisierungsfunktionen entlang des
Stufenmodells zu unterstiitzen. Umgekehrt konnen fehlende oder
unzureichende gesetzliche Bestimmungen auch hemmend auf den
Innovationsfortschritt und eine grofiflichige Markteinfithrung wir-
ken (vgl. Hilgendorf, 2018a, S. 681). In den vergangenen Jahren stand
die Gesetzeslage in Deutschland der Verkehrsautomatisierung noch
eher konservativ gegeniiber. So trat im Juni 2017 zunéchst eine
Anderung des Straflenverkehrsgesetzes in Kraft, wonach Systeme
auf Level 3 zeitweise die Fahraufgabe iibernehmen diirfen, wenn
weiterhin eine fahrzeugfithrende Person im Notfall die Kontrolle
tibernehmen kann. Die Erprobung von Prototypen héherstufig au-
tomatisierter Fahrzeuge im Realverkehr wurde bis zu diesem Zeit-
punkt noch durch gesetzliche Hiirden ausgebremst; sie durften nur
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mit Sondergenehmigungen auf fest definierten Betriebsfldchen oder
Teststrecken fahren.?!

Diese iiber weite Strecken zdgerliche Anpassung des Rechtsrah-
mens fiir den Regelbetrieb von autonom agierenden Fahrzeugen
im Offentlichen Verkehr ist ursdchlich dafiir, dass Branchenexperten
der deutschen Automobilindustrie trotz aller Investitionskraft einen
Entwicklungsriickstand auf die USA attestieren. Dort sind die recht-
lichen Rahmenbedingungen aufgrund des forderalen Laissez-Faire-
Ansatzes giinstiger; die Entscheidungsbefugnis tiber das Verkehrs-
recht liegt bei den Bundesstaaten, sodass sich die jeweiligen Rege-
lungen in verschiedenen Staaten unterscheiden. Einige erlauben den
Regelbetrieb selbstfahrender Fahrzeuge bereits seit geraumer Zeit;
die liberalsten Regularien bestehen in Arizona, Texas, Nevada und
Michigan. Im Januar 2021 haben die USA zudem die Zulassungs-
anforderungen in Bezug auf die zu erfiillenden Sicherheitsnormen
fiir Roboterautos gelockert, um die Einfithrung in den Realverkehr
und damit mittelfristig auch die Markteinfithrung zu beschleunigen.
Diese Regelung gilt allerdings zundchst nur fiir vollautomatisierte
Fahrzeuge im Giitertransport, da sich hier keine schutzwiirdigen
fahrzeugfithrenden Personen mehr an Bord befinden (vgl. Schmidt,
2021). Im Herbst 2023 hat die US-amerikanische NHTSA neue regu-
lative Entwiirfe unter der Bezeichnung »AV STEP« (ADS-equipped
Vehicle Safety, Transparency, and Evaluation Program) vorgelegt.
Diese sollen die Einfithrung selbstfahrender Autos weiter beschleu-
nigen, indem sie die Hochstgrenzen fiir die maximal zuldssige An-
zahl an Fahrzeugen mit Assistenz- und Automatisierungssystemen
autheben und zugleich eine vermehrte Datenpreisgabe von Seiten
der Unternehmen fordern (vgl. Chasins, 2024; McElligott, 2023).

Andererseits konnen gesetzliche Vorschriften auch als »Mittel
einer reflektierten Innovationsforderung« (Hilgendorf, 2018b, S. 93)
wirken, beispielsweise indem sie die Serienausstattung von Neu-
fahrzeugen mit bestimmten Fahrfunktionen verpflichtend vorschrei-

21 Dies erfolgte beispielsweise als innerbetriebliche Fahrten auf dem Firmenge-
linde oder im Rahmen von Forschungsprojekten wie dem »EVA-Shuttle« fiir
den Personentransport zwischen Haustiir und Haltestelle des 6ffentlichen Nah-
verkehrs im Karlsruher Stadtgebiet oder als Mobility-on-Demand-System zur
Reduzierung des Individualverkehrs am Touristenziel Hambacher Schloss im
Projekt »Hambach-Shuttle« (vgl. Bundesministerium fiir Digitales und Verkehr,
2022a).
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ben.2? Ein zentrales Themenfeld, das kritisch fiir Investitionsrisiken
und damit auch Investitionsanreize der Hersteller ist,?® betrifft die
Klarung haftungsrechtlicher Fragen (vgl. Borenstein et al., 2017,
S. 67-68; Marchant & Lindor, 2012, S. 1337). Sollen Hersteller in vol-
lem Umfang haften, wenn ein automatisiertes Fahrzeug in einen Un-
fall verwickelt ist? Die einschlagige juristische Fachliteratur wachst
kontinuierlich; bisher wurden vor allem Ansdtze einer angepassten
und erweiterten Produkthaftung diskutiert, die Defizite traditionel-
ler Regelungen ausgleichen und die spezifischen Anforderungen der
neuen Technologien beriicksichtigen sollen (vgl. Douma & Palodi-
chuk, 2012; Gasser, 2015; Gurney, 2013, 2017; Hilgendorf, 2018a;
Koch, 2022; Wu, 2015, 2020).%

Um die Konkurrenzfihigkeit der europdischen Automobilwirt-
schaft zu erhalten, haben die EU-Staaten eine Harmonisierung der
Vorschriften auf internationaler (EU-)Ebene zum Ziel erklart. Da
dieses jedoch in seiner Ausformulierung bis auf Weiteres auf sich
warten ldsst, schuf die damalige Bundesregierung schliefilich auf
eigene Initiative einen Rechtsrahmen, um das automatisierte Fah-
ren weiter voranzubringen. Im Mai 2021 beschloss der Deutsche
Bundestag mit Zustimmung des Bundesrates schliefllich das fiir
das Bundesgebiet giiltige sogenannte »Gesetz zum autonomen Fah-
ren«. Damit war Deutschland das erste Land weltweit, das einen
nationalen Rechtsrahmen fiir den Regelbetrieb hochautomatisierter
Fahrzeuge (Stufe 4) in festgelegten Betriebsbereichen im 6ffentlichen
Straflenverkehr bereits ab 2022 setzte. Ziel dieser Regelung ist es,
Innovationen in der Fahrautomatisierung schnell zu etablieren und
die Weiterentwicklung durch Erprobung unter Realbedingungen zu

22 So gehort etwa das Elektronische Stabilitdtsprogramm seit 2014 zur Pflichtaus-
stattung aller in der Européischen Union zugelassenen Pkw (vgl. Bengler et al.,
2014, S. 2-4).

23 Garza (2011, S. 616) erlautert, dass die Entwicklung autonomer Fahrzeuge sich
trotz anfanglich hoher Haftungsrisiken mittelfristig fiir die Hersteller lohnt, da
zu erwarten ist, dass sich langfristig Haufigkeit und Schwere negativer Vorfille
mit steigender Nutzerakzeptanz reduzieren.

24 Zu beachten ist, dass Losungsansitze zu spezifischen rechtlichen Fragen wie
der Unfallhaftung sich nur eingeschrinkt verallgemeinern lassen, da sie sich
zumeist auf spezifische staatliche Rechtsrahmen beziehen, wie beispielsweise die
englischsprachige Literatur auf die Rechtsordnung der USA. In Bezug auf die
deutsche Rechtsordnung sind hier vor allem die Ansitze von Hilgendorf (2018a,
2018b, 2019) einschlégig.
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fordern (vgl. Verband der Automobilindustrie (VDA) eV., 2022a).
Als erste Einsatzszenarien sind u. a. ein Shuttlebetrieb, z. B. zur
Aufwertung des OPNV in stidtischen Randbereichen oder im lind-
lichen Raum, Betriebsfahrten (Hub2Hub), Logistik oder Dual-Mode-
Fahrzeuge wie beim Automated Valet Parking vorgesehen (vgl. Bun-
desministerium fiir Digitales und Verkehr, 2021). Neben Regelungen
fiir technische Anforderungen an das Fahrzeug, Kriterien fiir die
Erteilung der Betriebserlaubnis und den Umgang mit Daten sowie
Pflichten von Haltern und herstellenden Unternehmen fiihrt das
neue Gesetz die sogenannte »Technische Aufsicht« als menschliche
Kontrollinstanz ein (Art.1, § 1d, Abs. 3). Dabei handelt es sich um
eine natiirliche Person, die das Fahrzeug deaktivieren oder Fahrma-
nover freigeben kann und durch eine Haftpflichtversicherung abge-
sichert ist. Experten aus Politik und Praxis bewerten das Gesetz
zwar als wichtigen Schritt in die richtige Richtung, kritisieren aber
u. a. die auf den OPNV und die gewerbliche Nutzung beschrinkte
Anwendbarkeit, die fehlende Regelungsklarheit hinsichtlich Datensi-
cherheit und Datenschutz sowie Bestimmungen beziiglich der Haf-
tungsproblematik, die zu stark zu Gunsten der Hersteller ausfallt
(vgl. Deutscher Bundestag, 2021; Fahrenholz, 2021).2> Zudem wer-
den viele ethische Fragen nur vage thematisiert (vgl. Kriebitz et al.,
2022).

Ein Jahr spiter folgte die »Verordnung zur Regelung des Betriebs
von Kraftfahrzeugen mit automatisierter und autonomer Fahrfunk-
tion und zur Anderung straflenverkehrsrechtlicher Vorschriften«
(Bundesministerium fiir Digitales und Verkehr, 2022b), die den na-
tionalen Rechtsrahmen zum autonomen Fahren vorerst vervollstan-
digte.?6 Gemaf3 ihrer Digitalstrategie ist es das proklamierte Ziel
der amtierenden Bundesregierung, das autonome Fahren bis 2025
vom Pilotprojekt zu einem festen Bestandteil der Praxis alltdglicher
Mobilitdt voranzubringen (vgl. Bundesministerium fiir Digitales und
Verkehr, 2023, S.20). Zu diesem Zweck sollen zukiinftig weitere

25 Fiir Anmerkungen und eine Ubersicht iiber offene juristische Fragen das neue
Gesetz betreffend siehe Hilgendorf (2017a, S. 226-229, 2019, S. 359-361).

26 Diese befasst sich mit den Forderungen von Verbéanden und Unternehmen nach
konkreten Vorgaben fiir Genehmigungsverfahren, Normung, Zertifizierung und
Standards (vgl. Verband der Automobilindustrie (VDA) eV., 2022a), der Sicher-
stellung von Kompatibilitit (vgl. KPMG LLP, Center for Automotive Research,
2012, S.15) und der Uberwindung zulassungs- und haftungsrechtlicher Hiirden.
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Fordergelder in die ganzheitliche Entwicklung investiert werden, um
die Produktionskosten angesichts des zeitversetzt zu erwartenden
Refinanzierungseffekts iiber den Markt zu kompensieren.

Eine zentrale Bedeutung bei der Regulierung der Verkehrsauto-
matisierung kommt dem im Mai 2024 von den 27 Mitgliedsstaaten
der EU verabschiedeten und wenige Monate spater durch die Ver-
offentlichung im Amtsblatt der EU in Kraft getretenen prominen-
ten Rechtsakt zur umfassenden Regulierung Kiinstlicher Intelligenz
zu. Der sogenannte Al Act stellt einen horizontalen Regulierungs-
rahmen bereit, der eine Risikoklassifizierung von KI-Systemen vor-
nimmt und spezifische Transparenzpflichten fiir vier definierte Risi-
kokategorien vorgibt, die anhand von Kriterien wie Fairness, Trans-
parenz, Robustheit und Zuverlidssigkeit festgelegt werden. Wihrend
Systeme mit inakzeptablen Risiken?” fortan verboten sind, werden
Hochrisikoanwendungen mit weitreichenden Auflagen bedacht. Un-
ter diese Risikokategorie fallen Systeme, die »eine erhebliche Be-
drohung fiir die Gesundheit, Sicherheit oder die Grundrechte der
Einzelnen darstellen« (Hengl, 2024) kdnnen; dies gilt neben bei-
spielsweise Systembauteilen in der kritischen Infrastruktur oder me-
dizinischen Geriten auch fiir autonome Fahrzeuge.

Nun ist der AI Act keine explizite Regelung fiir die Automo-
bilindustrie, betrifft diese aufgrund der umfangreichen Risikoaufla-
gen aber in besonderem Mafle. So wird zukiinftig vorgeschrieben,
dass KI-Systeme selbstfahrender Fahrzeuge strenge Test- und Vali-
dierungsverfahren durchlaufen miissen, um zugelassen zu werden.
Weiterhin ist auch die KI, die beim Test und der Validierung der
Fahrzeugsoftware zum Einsatz kommt, Gegenstand neuer Regulari-
en. Als besonders herausfordernd gestaltet sich dabei der Umstand,
dass die Validierung im Hinblick auf dynamische und unvorherseh-
bare Umgebungen erfolgen muss, um als sicher und zuverlassig gel-
ten zu konnen.?

27 Zu diesen zihlen etwa kognitive Verhaltensmanipulation, Emotionserkennung
oder Sozialkreditsysteme (vgl. K6llner, 2024a).

28 Dariiber hinaus sieht die neue Verordnung die Einrichtung einer zweistufigen
Governance-Architektur vor. Dabei obliegt nationalen Behorden die Durch-
setzung der Vorschriften fiir KI-Systeme und deren Beobachtung, wahrend
KI-Modelle mit allgemeinem Verwendungszweck (General Purpose AI, GPAI)
auf EU-Ebene beaufsichtigt werden. Diese Modelle »konnen fiir vielfaltige Auf-
gaben eingesetzt werden und bilden die Grundlage fiir viele KI-Systeme in
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Ist der AI Act nun eher als Innovationshemmer oder Erfolgsfaktor
fir die Entwicklung selbstfahrender Fahrzeuge zu bewerten? Der
VDA befiirchtet zunichst ein Ausbremsen von Innovation aufgrund
des neuen KI-Gesetzes, denn die Regelungen sollen mittelfristig
in die EU-Verordnung fiir die Genehmigung von Kraftfahrzeugen
tibernommen werden. Insbesondere die Regularien zur Typgeneh-
migung und Marktiiberwachung von Kraftfahrzeugen sollen gezielt
erganzt und somit sektoriell reguliert werden, was zunéchst mit
hohen biirokratischen Belastungen verbunden sein wird. Grundsatz-
lich sei dieser delegierte Rechtsakt jedoch zu befiirworten, um den
spezifischen Herausforderungen der Automobilbranche gerecht zu
werden (vgl. Kollner, 2024a). Zunéchst ist allerdings ein verlangsam-
ter Markteintritt aufgrund von hohen Compliance-Anforderungen
zu erwarten. Mittelfristig bringen diese jedoch die Branche voran:
Verbindliche und klare Regelungen schaffen Vertrauen und Akzep-
tanz, Rechtssicherheit minimiert das unternehmerische Risiko und
befliigelt die Innovationsbereitschaft, die Forderung ethischer Stan-
dards fiithrt zu nachhaltigen und verantwortungsvollen Innovatio-
nen, die europdischen Unternehmen einen Wettbewerbsvorteil ver-
schaffen kénnten.

Als allgemeiner Orientierungssatz fiir die Evaluierung bestehen-
der und zukiinftiger Rechtsrahmen gilt: Diese miissen so gestaltet
sein, dass die Entwicklung des hoch- und vollautomatisierten Fah-
rens nicht behindert, sondern vielmehr geférdert und begleitet wird,
wobei jedoch keine Kompromisse bei der Sicherheit zugelassener
Systeme gemacht werden diirfen. Zielkonflikte scheinen hierbei vor-
programmiert. Inwiefern dies Abstriche hinsichtlich der Erwartun-
gen an autonome Fahrzeuge bedeutet, wird im folgenden Unterkapi-
tel diskutiert.

der EU. Einige davon kénnten systemische Risiken bergen, wenn sie sich als
besonders leistungsfahig erweisen oder eine weite Verbreitung finden.« (Euro-
pdische Kommission, 2024, o. S.) Das Europiische Gremium fiir Kiinstliche
Intelligenz (KI-Gremium) soll die EU-weite Zusammenarbeit koordinieren.
Verstofle gegen die Regularien werden kiinftig anhand von prozentualen Geld-
buflen sanktioniert. Das Testen von KI-Systemen unter realen Bedingungen
soll ohne gréfiere Hiirden maglich werden, sofern gewisse Schutzvorkehrungen
gewihrleistet sind (vgl. ebd.).
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2.2.3 Zwischen Utopie und Dystopie: Die Ambivalenz des autonomen
Fahrens

Die erwarteten positiven Wirkungen erheben die Automatisierung
der Mobilitdt zu einem »>digitalen Heilsversprechens, das Losungen
fiir viele unserer gegenwirtigen gesellschaftlichen Problematiken
suggeriert. Sie gilt als zentrales Puzzleteil auf dem Weg zur Verwirk-
lichung einer sicheren, effizienten und inklusiven Mobilitit. Doch
wie realistisch sind diese Erwartungen eigentlich? Wie wird die Zu-
kunft der Mobilitat tatsachlich aussehen, in der (voll-)automatisierte
Fahrzeuge unsere Straflen bevolkern??

Seit einiger Zeit mahnen kritische Stimmen vermehrt an, dass
das weitgehend positive Bild vom autonomen Fahren wesentliche
Aspekte vernachléssigt und sich mittelfristig ambivalente Folgeeffek-
te einstellen konnten. In der Forschungsliteratur finden mogliche
sekunddre und tertidre Effekte bisher noch wenig Beachtung. Eine
weniger optimistische Haltung gegeniiber der Einfithrung autono-
mer Fahrsysteme griindet sich im Wesentlichen auf Erfahrungen
aus fritheren Reduktionsstrategien. So waren Versuche, die Umwelt-
belastung durch technische Innovationen in der Energieeffizienz zu
reduzieren, zu Beginn stets vielversprechend, haben sich jedoch in
der Realitdt nur marginal ausgewirkt bzw. letztlich sogar eine weitere
Verschlechterung der Umweltbilanz herbeigefiihrt:

We have made these mistakes before, even for automobiles. When the
automobile was first introduced, two of its primary purposes were to in-
crease safety and protect the environment. Horses were dangerous and
pollutive. The automobile was supposed to address these two problems
and make roadways safer and cleaner. However, driver error replaced
horse error. Carbon dioxide replaced horse manure, and its nonvisible
nature and lack of smell make it a more challenging source of pollution.
(Gurney, 2022, S.147)

In der Vergangenheit waren sogenannte Reboundeffekte — neben
unbeabsichtigten Externalitdten — u. a. auf erhdhte Konsumanreize
(vgl. Jackson, 2009, S. 62-63) zuriickzufiihren, die durch neue Tech-
nologien geschaffen wurden. Eine dhnlich kontraintuitive Dynamik

29 Siehe hierzu auch den Beitrag von Ryan (2020), der anhand einer Szenarienana-
lyse mogliche Treiber und Hemmnisse der Entwicklung selbstfahrender Fahr-
zeuge bis zum Jahr 2025 untersucht.
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wird auch fiir das autonome Fahren befiirchtet: Durch die kom-
fortable Form der Mobilitdt entstehen Kauf- und Konsumanreize
fir Privathaushalte und andere potenzielle Nutzer, deren Zahl sich
um mobilitdtseingeschrankte Personen erweitert. Es muss daher rea-
listischerweise davon ausgegangen werden, dass sich die Zahl der
gefahrenen Fahrzeugkilometer oder gar der Gesamtfahrzeugbestand
mit der Einfithrung des autonomen Fahrens erhoht (vgl. Gogoll
& Miiller, 2017, S.685). Damit sind weitere negative Externalitdten
assoziiert, wie erhohte Staugefahr oder die Untergrabung der Kom-
fortvorteile des offentlichen Nahverkehrs, die Emissionen weiter
in die Hohe treiben. Aus okonomischer Sicht drohen finanzielle
Einbuflen fiir die Kommunen, wenn gebiihrenpflichtige Parkraume
wegfallen, und weniger Schadensfille lassen die Gehaltsbudgets von
Versicherungen und Werkstétten schrumpfen (vgl. Anderson et al.,
2016, S. 38-40).

Auch die gesellschaftlichen Effekte lassen sich, zumindest in mit-
telfristiger Perspektive, nicht ausschlief3lich positiv bewerten. So ist
anzunehmen, dass zundchst vor allem finanzstarke Individuen von
den Vorziigen autonomer Fahrzeuge profitieren werden, wodurch
soziale Ungleichheiten nicht reduziert, sondern verstirkt werden.
Gurney (2022, S.148-153) erldutert weitere Beispiele mdglicher un-
beabsichtigter sekundérer Folgen: Es ist zu befiirchten, dass im Fall
reduzierter Unfallzahlen die Verfiigbarkeit von Spenderorganen zu-
riickgeht, wodurch sich die Zahl der an Organversagen Verstorbenen
erhohen wird. Negative Effekte sind auch fiir Industrien alternativer
Mobilitatsformen zu erwarten, beispielsweise fiir die Luftfahrt oder
den Schienenverkehr, denen autonome Fahrzeuge durch ihre Attrak-
tivitat den Rang abzulaufen drohen.

Weitere Fragezeichen im Hinblick auf eine allzu rosige Vorstellung
von der automatisierten Mobilitit bestehen im Hinblick auf deren
primédren Motivator, das Sicherheitspotenzial. Gemafl DIN 31000
beschreibt der Begriff der Sicherheit eine Sachlage, in der das Risiko
das Grenzrisiko nicht ibersteigt. Entscheidend fiir die Sicherheit
in einer Fahrsituation ist die Gesamtleistungsfahigkeit des Systems,
welches das Fahrzeug im jeweiligen Fall steuert. Dieses besteht bis
einschliefilich Level 2 aus Fahrer und Assistenz- bzw. Teilautomati-
sierungsfunktionen. Analysen von Unfalldaten belegen, dass Letztere
menschliche Fahrfehler gut kompensieren konnen, wodurch ihnen
zumindest in Routinesituationen ein allgemeiner Sicherheitszuwachs
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gegeniiber Fahrzeugen ohne Automatisierungsfunktionen zugespro-
chen werden kann. Fahrsysteme der Hoch- und Vollautomatisierung
miissen sich in Bezug auf ihre Leistungsfahigkeit allerdings dem
Vergleich mit der Fahrfihigkeit eines menschlichen Fahrers stellen,
dessen >Bestleistung« sie nicht nur erreichen, sondern fiir ein erhdh-
tes Sicherheitspotenzial sogar tibertreffen miissen (vgl. Winkle, 2015,
S.373).3% Kahn (2022) stellt die berechtigte Frage, ab wann autono-
me Fahrsysteme denn als >besser< als menschliche Fahrer gelten
kénnen - und welcher Bewertungsmafistab dabei angelegt werden
soll. Wenn immer mehr Fahraufgaben automatisiert ablaufen, droht
langfristig sogar der Verlust der menschlichen Fahrkompetenz (vgl.
Sparrow & Howard, 2017, S.208). Dieses >Paradoxon der Automati-
sierung« offenbart einen Zielkonflikt zwischen Sicherheit und Effizi-
enz bzw. Fahrkomfort, der Systeme auf Level 2 und 3 wiederum als
besonders kritisch im Hinblick auf ihre Fahrsicherheit erscheinen
lasst.3!

Beim teilautomatisierten Fahren (Level 2), das eine Uberwachung
und ein potenzielles Eingreifen durch die fahrzeugfithrende Person
noch erforderlich macht, kommt zusitzlich ein weiterer, spezifischer
Aspekt hinzu: Je geringer der Umfang, in dem Personen in die
Fahraufgaben involviert sind, desto eher tendieren sie zur Unauf-
merksamkeit, was dazu fiihrt, dass sie in Notsituationen zu langsam,
gar nicht oder nicht angemessen reagieren (kénnen) (vgl. Kéllner,
2021; Sparrow & Howard, 2017, S.207-208).32 Ein reales Beispiel in
diesem Kontext ist der tddliche Unfall mit einem automatisierten

30 Systeme der bedingten Automatisierung (Level 3) stellen hier einen Grenzfall
dar: Fahrer miissen zwar in Notfillen eingreifen kénnen, sind also theoretisch
Teil des Fahrsystems, aber in allen anderen Fallen irrelevant fiir dessen Gesamt-
leistungsfahigkeit.

31 Das Phianomen der iiberméfSigen Abhingigkeit vor allem von Autopiloten ist in
der Luft- und Schifffahrt ein etabliertes Risiko, das auftritt, wenn Kontrollsyste-
me automatisiert werden und menschliches Eingreifen nur noch in Notféllen
notwendig ist. Problematisch ist dabei insbesondere, dass die Aufgabenteilung
mit dem System haufig unklar ist, was die Aufgaben des Piloten nicht einfacher,
sondern komplexer macht (vgl. Wolmar, 2018, S. 42-47).

32 Dies geniigt insbesondere nicht dem Konzept der Meaning ful Human Control,
das seit Kurzem in der Forschungsliteratur zur Kontrollierbarkeit und Verant-
wortungsfahigkeit autonomer Systeme diskutiert wird: »The concept of MHC
appeals to the intuition that when autonomous systems are deployed in unstruc-
tured, dynamic and potentially unpredictable environments, simply having a
human agent involved at some point in the decisional chain [...] may not
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UBER-Fahrzeug, der sich 2018 im amerikanischen Arizona ereigne-
te und infolge des groflen Medieninteresses traurige Berithmtheit
erlangte (vgl. Lee, 2019; Levin & Wong, 2018): Abgelenkt durch ihr
Smartphone nahm die Sicherheitsfahrerin eine Fufigingerin, die die
Strafle tiberqueren wollte, zu spét wahr. Wie Untersuchungen besti-
tigten, war in diesem Fall ein Softwarefehler bzw. eine Voreinstellung
ursdchlich dafiir, dass das automatisierte Fahrzeug die Fuf3gdngerin
falschlicherweise als irrelevantes Objekt einstufte (vgl. Beutnagel,
2018). Dennoch wire die Sicherheitsfahrerin trotz des aktivierten
Autopiloten dazu verpflichtet gewesen, die Fahrumgebung stetig zu
tiberwachen, und hitte so womdglich die Fehleinschitzung des Sys-
tems tiberstimmen konnen.

Weiterhin ist auch die zeitliche Perspektive des erwarteten Sicher-
heitszuwachses fraglich. Einer der wesentlichen Skalierungsfaktoren
fiir die Gréflenordnung der Sicherheitswirkung, die autonome Fahr-
zeuge entfalten, ist der Grad der Marktdurchdringung.®® So wird ge-
schitzt, dass bei einem Marktanteil von 10 % bereits 1100 Leben pro
Jahr gerettet werden konnten, wihrend diese Zahl bei 90 % Anteil
auf 21.700 Leben steigt. Nun bedeutet ein Fahrzeugkauf jedoch eine
grofle Investition fiir private Haushalte, weshalb die Erneuerungszy-
klen in der Regel recht lang sind (vgl. Altenburg et al., 2018, S.2).
Es ist daher anzunehmen, dass sich neue Automatisierungstechnolo-
gien nicht disruptiv, sondern nur langsam im Bestand durchsetzen
werden. Frithestens ab 2050 ist eine mengenmaflige Durchdringung
im Gesamtfahrzeugbestand zu erwarten, die nennenswerte Sicher-

be sufficient to prevent unwanted mistakes and so-called accountability gaps;
human persons must maintain a role that is as prominent as possible.« (Mecacci
& Santoni de Sio, 2020, S.104) Bisher wurde es primar im Kontext autonomer
Waffensysteme betrachtet, lasst sich aber auch auf das automatisierte Fahren
anwenden (vgl. Santoni de Sio & van den Hoven, 2018; Santoni de Sio, 2021,
S.720).

33 Dieser Zusammenhang gilt analog fiir die beiden Aspekte Effizienz und Mobili-
tatsbediirfnisse: Je hoher der Anteil automatisierter bzw. autonomer Fahrzeuge
am Verkehrsautkommen ist, desto grofler ist auch der Anteil des effizient steuer-
baren Verkehrsflusses und des umweltfreundlichen Fahrverhaltens am gesamten
Verkehrsaufkommen. Die gesamte Zeitersparnis durch effizienten Verkehrsfluss,
insbesondere Stauvermeidung, wird bei einem Marktanteil von 10 % auf 756
Millionen Stunden pro Jahr geschitzt, bei 90 % Marktanteil auf 2772 Millio-
nen Stunden pro Jahr (vgl. Fagnant & Kockelman, 2015, S.172-175). Je mehr
automatisierte Fahrzeuge zugelassen werden, desto mehr Personen kénnen von
neuen bzw. wiedergewonnenen Mobilititschancen profitieren.
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heitseffekte mit sich bringt. Diese werden sich erwartungsgemafd
zunichst in einer Reduzierung der Sachschiden dufiern. Auf signifi-
kante Auswirkungen auf die Zahl der Personenschdden wird man
noch ldnger warten miissen, denn schwere Unfille mit Todesfolge
passieren besonders hdufig auf Landstraflen, wo auf absehbare Zeit
noch kaum Automatisierungsfunktionen greifen werden. Demnach
kann realistischerweise erst langfristig — im Zeithorizont von frii-
hestens dreiffig Jahren - mit einem relevanten Sicherheitszuwachs
gerechnet werden (vgl. ebd., S.40-47). Ebenfalls fragwiirdig ist, in-
wiefern die Vision einer vernetzten und zentral gesteuerten Mobilitat
ein realistisches Ziel darstellt, solange Sicherheitsbedenken in Bezug
auf Datenschutz und Cyberattacken fortbestehen:

Ob in Zukunft eine dem Bahn- und Luftverkehr entsprechende voll-
standige Vernetzung und zentrale Steuerung samtlicher Kraftfahrzeuge
im Kontext einer digitalen Verkehrsinfrastruktur méglich und sinnvoll
sein wird, ldsst sich heute nicht abschitzen. Eine vollstindige Vernet-
zung und zentrale Steuerung sdmtlicher Fahrzeuge im Kontext einer
digitalen Verkehrsinfrastruktur ist ethisch bedenklich, wenn und soweit
sie Risiken einer totalen Uberwachung der Verkehrsteilnehmer und
der Manipulation der Fahrzeugsteuerung nicht sicher auszuschlieflen
vermag. (Di Fabio et al., 2017, Regel Nr. 13)

Fiir hoherstufig automatisierte Systeme gilt ferner, dass es aufgrund
ihrer eingeschrinkten maschinellen Wahrnehmungsfahigkeit und
daraus resultierender Fehleinschitzung von Situationen zu neuen,
bislang unbekannten Unfallkonstellationen kommen kann, die in
einem Verkehrsgeschehen ohne Automatisierung nicht auftreten
wiirden (vgl. Brindle & Grunwald, 2019, S. 289). Dies wire beispiels-
weise dann der Fall, wenn eine Programmierung auf Schadensmini-
mierung dazu fiihrt, dass andere Verkehrsteilnehmer die Risikoaver-
sion autonomer Fahrsysteme ausnutzen und sich bewusst unacht-
sam und riicksichtslos verhalten (vgl. Millard-Ball, 2018, S.10-11).
Dieser Aspekt wirft die Frage auf, ob autonome Fahrsysteme letzt-
endlich tiberhaupt einen Mehrwert liefern. Sofern sie tatsdchlich ein
signifikantes Sicherheitspotenzial besitzen, ist ihre flichendeckende
Einfithrung streng genommen ein moralischer und gesellschaftlicher
Imperativ (vgl. Hevelke & Nida-Riimelin, 2015b, S.621; Nyholm,
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2018, S. 6).3 Konsequent zu Ende gedacht wiirde ein solcher auch
das Verbot konventioneller Fahrzeuge implizieren, die dem durch
Fahrautomatisierung gesetzten Sicherheitsstandard nicht mehr ge-
wachsen sind: »Once they are safer than human drivers when it
comes to risks to 3rd parties, then it should be illegal to drive
them: at that point human drivers will be the moral equivalent
of drunk robots.« (Sparrow & Howard, 2017, S.206) In diesem Sin-
ne bekriftigen auch Miiller und Gogoll (2020, S.1550-1561), dass
konventionelle Fahrzeuge ein ungerechtfertigtes Risiko fiir andere
Verkehrsteilnehmer in sich bergen und daher aus moralischen Griin-
den verboten werden miissten: »To put it more drastically: In a
nutshell, manual driving in a scenario in which autonomous cars are
affordable is the moral equivalent of running around with a hand
grenade for pleasure.«3

Tatsdchlich stellt gerade der Mischverkehr eine grofie Herausfor-
derung in puncto Sicherheit dar. Dies ist u. a. darauf zuriickzufiih-
ren, dass sich der menschliche Fahrstil und die Funktionsweise eines
Fahrroboters grundlegend unterscheiden:

Self-driving cars have optimizing driving styles and are very strict rule
followers. Human drivers, in contrast, are typically satisficers: They
drive just well enough to satisfy their driving goals. And humans are
more flexible in their attitudes to traffic rules. (Nyholm, 2018c, S. 7)

In der Folge kann es zu Problemen in der Abstimmung und Er-
wartungsbildung zwischen Mensch und Maschine kommen, aus
denen eine erhéhte Unfallgefahr resultiert. So kénnen autonome
Fahrzeuge menschliches Fahrverhalten nur sehr schwer antizipieren,
wiahrend ihre mangelnde Féhigkeit zu nonverbaler und informeller
Kommunikation beispielsweise durch Gestik es wiederum menschli-
chen Fahrern erschwert, das Verhalten autonomer Fahrzeuge korrekt
zu deuten (vgl. Farber, 2015, S.137-143; Sparrow & Howard, 2017,
S. 2011).

34 Ein dhnliches Argument verwendet John Harris in seiner berithmten Survival
Lottery (1975).

35 Miiller und Gogoll beziehen sich in ihrer Begriindung auf ein Argument von
Sven Ove Hansson (2003), der Risikotibertragungen genau dann als gerecht-
fertigt betrachtet, wenn diese ihrerseits Vorteile fiir alle Beteiligten mit sich
bringen. Dieses Argument wird in Kap. 7.3.3.4 niher betrachtet.
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Ein mogliches rigoroses Verbot konventioneller Fahrzeuge tan-
giert jedoch nicht zu vernachléssigende soziale und kulturelle Aspek-
te. So wird das eigenhéndige Fithren eines Fahrzeugs hiufig als
»Ausdruck eines besonderen Lebensgefiihls [...], in dem sich die
Dokumentation des eigenen Status, Sehnsucht nach Freiheit, Freu-
de an Sport und gelegentlich auch Lust auf Abenteuer verbinden«
(Hilgendorf, 2017a, S. 225), angesehen. Entsprechende Restriktionen
wiirden die individuelle Selbstverwirklichung und Autonomie emp-
findlich beschneiden (vgl. Borenstein et al., 2019, S.392; Hansson et
al., 2021, S. 1402; Moor, 2016). Wie die Ethik-Kommission (Di Fabio
et al,, 2017, S. 11, Regel 6) konstatiert, wire ein solcher Eingriff in die
Selbstbestimmung ethisch nicht vertretbar:

Umgekehrt ist eine gesetzlich auferlegte Pflicht zur Nutzung vollauto-
matisierter Verkehrssysteme oder die Herbeifiihrung einer praktischen
Unentrinnbarkeit ethisch bedenklich, wenn damit die Unterwerfung
unter technische Imperative verbunden ist (Verbot der Degradierung
des Subjekts zum blofien Netzwerkelement).

Bisher sind einige alternative Ansétze vorgeschlagen worden, um ein
striktes Verbot konventioneller Fahrzeuge zu umgehen und gleich-
zeitig negative Effekte des Mischverkehrs abzuschwéchen. Miiller
und Gogoll (2020, S.1563-1564) entwerfen das visiondre Szenario
eines Al-Supervised Human Driving, bei dem der Mensch die dy-
namische Fahraufgabe ausfiihrt, dabei jedoch von einem intelligen-
ten kiinstlichen System tiberwacht wird, das im Notfall den Fahrer
tiberstimmen kann. Hingegen pladieren Nyholm und Smids (2020,
S.339-340) dafiir, bestimmte Aspekte des menschlichen Fahrens
an eine robotergestiitzte Fahrweise anzupassen, um auf diese Wei-
se einerseits die Koordinationsprobleme zwischen Mensch und Ma-
schine zu iiberwinden und andererseits potenzielle Risikoquellen
fir menschliche Fahrfehler einzuddimmen.3® Praktisch umsetzbar
wire dies beispielsweise iiber restriktive Anpassungen der Verkehrs-
vorschriften oder mithilfe bestimmter Technologien, z. B. durch
geschwindigkeitsregulierende Komponenten, Frithwarnsysteme bei
erhohter Kollisionsgefahr oder Alkohol-Interlocks. Roy (2016, o. S.)
argumentiert in eine dhnliche Richtung: »[...] if autonomous cars

36 Nyholm und Smids (2020, S. 338-339) liefern verschiedene Argumente, weshalb
eine umgekehrte Anpassung automatisierten Fahrverhaltens an das menschliche
wenig zielfithrend ist.
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can set a certain, provable safety standard, it might make sense
that the licensing requirements would therefore require a human
driver to prove a similar competency—which raises the safety bar for
human-driven cars, as well.«

Schlussendlich verbleiben mdgliche Effekte, die sich heute noch
gar nicht absehen lassen. Eine gewisse Ambivalenz ihrer Wirkungen
ist innovativen Technologien inhérent; sie kénnen sowohl unbeab-
sichtigte positive als auch negative Konsequenzen nach sich ziehen
und langfristig in Weisen wirken, die nicht vorhersehbar sind (vgl.
Lin, 2013a). Dieser unter dem Begriff >Schmetterlingseffekt< (butter-
fly effect) bekannte Mechanismus erschwert es, zum aktuellen Ent-
wicklungszeitpunkt eine umfassende Bewertung des automatisierten
Fahrens in langfristiger Perspektive vorzunehmen. Der Schwerpunkt
aktueller Bemithungen sollte daher priméar auf den generellen Wir-
kungen der Fahrautomatisierung liegen, die kurz- und mittelfristig
zu erwarten sind - und auf Mafinahmen, die dazu dienen, mogliche
negative Effekte so gut wie mdglich zu antizipieren und abzuschwi-
chen. Um dieses Ziel zu erreichen, ist eine Auseinandersetzung mit
ethischen Fragen rund um autonome Fahrzeuge unerlasslich. Im
folgenden dritten Kapitel wird nun zunichst der bestehende ethi-
sche Diskurs rekonstruiert, wobei insbesondere moralische Dilem-
ma-Szenarien in den Blick genommen werden.
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3. Unfallalgorithmen als >moralischer
Kompass« in ausweglosen Fahrsituationen

3.1 Ethische Problemstellungen und Diskurse im Uberblick

3.11 Ethische Problemfelder im Kontext des autonomen Fahrens

Die Automatisierung des Verkehrs ist gleichbedeutend mit einer
technologischen Revolution, die soziale Auswirkungen von grofler
Tragweite mit sich bringt. Wie Moor (2005, S.117-118) betont, sind
damit insbesondere ab Level 3 essenzielle ethische Herausforderun-
gen verbunden. So wirft das autonome Fahren zum einen - wie alle
Technologien, die unser tégliches Leben tiefgreifend transformieren
- technikphilosophische und -anthropologische Fragen auf, die sich
um das Verhiltnis des Menschen zur Technologie und zu sich selbst
drehen. Diese betreffen beispielsweise das (subjektive) Empfinden
eines Verlustes an Autonomie durch das Delegieren von Fahraufga-
ben (vgl. Fossa, 2024), wodurch sich der zum Passagier gewordene
Fahrer selbst neu definieren muss.

Zum anderen ergeben sich durch den angedachten Einsatz ho-
herstufig automatisierter Fahrzeuge im praktischen lebensweltlichen
Kontext diverse Problemstellungen aus dem Bereich der Angewand-
ten Ethik. Mit diesen beschiftigte sich eine durch das BMVI im
Herbst 2016 eingesetzte Ethik-Kommission, die unter der Leitung
des ehemaligen Richters Udo Di Fabio aus Experten der Bereiche
Verkehr, Rechtswissenschaften, Informatik, Ingenieurwissenschaf-
ten, Philosophie und Theologie sowie Vertretern von Verbraucher-
schutz, Verbanden und Unternehmen bestand. Der 2017 vorgestell-
te Abschlussbericht enthélt die weltweit ersten Leitlinien fiir das
autonome Fahren. Die darin formulierten Thesen und zentralen
Prinzipien u. a. in Bezug auf ein Diskriminierungsverbot oder die
Priorisierung des Schutzes des Lebens vor anderen Erwigungen
und Verantwortungsfragen beziehen sich auf gegenwirtig noch nicht
realisierte Systeme der Level 4 und 5. Sie sind daher als praxisori-

71

hitps://dol.org/10.5771/9783495992043 - am 18.01.2026, 18:20:13. https://www.inllbra.com/de/agb - Open Access - T EEm—=


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Unfallalgorithmen als >moralischer Kompass« in ausweglosen Fahrsituationen

entierte Diskussionsgrundlage u. a. an gesetzgebende Institutionen
gerichtet, auf deren Basis begleitend zur technischen Weiterentwick-
lung die Erdrterung entsprechender ethischer Aspekte erfolgen und
die gesellschaftliche Akzeptanz autonomer Fahrzeuge sichergestellt
werden kann.

In der relevanten Forschungsliteratur wird eine ethische Perspek-
tive auf das Phdnomen des autonomen Fahrens bereits seit ca. zehn
Jahren diskutiert und nimmt seitdem analog zur technischen Ent-
wicklung entlang des Stufenmodells stetig an Komplexitét zu. Im Fo-
kus des ethischen Diskurses stehen im Wesentlichen die beiden letz-
ten Level des Stufenmodells: das hoch- und das vollautomatisierte
bzw. autonome Fahren. Als anvisiertes Ziel der technologischen Ent-
wicklung ist auf diesen beiden Stufen der Anteil automatisierter Pro-
zesse im Vergleich zu menschlichen Fahranteilen am gréfiten, wobei
streng genommen nur auf der letzten Stufe von autonomen Syste-
men gesprochen werden kann. Im Anschluss an den Forschungs-
diskurs werden ethische Fragen im Rahmen dieser Untersuchung
ebenfalls primér in Bezug auf Level-5-Systeme betrachtet.

Der bestindig wachsende ethische Diskurs autonomer Fahrsys-
teme ldsst sich grob anhand zweier iibergeordneter Problemfelder
untergliedern.’” Dies sind zum einen breitere ethische Fragen, die
sich aus einer Perspektive auf autonome Fahrzeuge als Teil eines
sozio-technischen Zusammenhangs ergeben.*® Hansson et al. (2021)
stellen beispielsweise den durch die vielfaltigen ethischen Herausfor-
derungen herbeigefiihrten sozialen Wandel in den Vordergrund. Als
wertgeladene Technologie sind selbstfahrende Fahrzeuge geeignet,
wesentliche Aspekte des menschlichen Lebens sowohl im Hinblick

37 Ergénzend zu den im Folgenden erlduterten ethischen Problemstellungen wird
das automatisierte Fahren zudem haufig als Anwendungsbeispiel fiir ethische
Fragen im Zusammenhang mit autonomen Systemen im Allgemeinen herange-
zogen. Vor allem in der Roboter- und Maschinenethik sowie fiir ingenieurwis-
senschaftliche Forschungsfragen ist es ein beliebter Use Case, anhand dessen
spezifische Fragestellungen aus der Perspektive der jeweiligen Disziplinen erér-
tert werden. Fiir eine unlingst publizierte Ubersicht zu ethischen und rechtli-
chen Herausforderungen im Kontext des autonomen Fahrens siehe Nyholm
(2023a).

38 Erginzend sei hier auf diejenigen Herausforderungen verwiesen, die sich im
Kontext einer ethischen Perspektive auf Algorithmen im Allgemeinen ergeben.
Fiir eine entsprechende Einfiihrung in die Thematik siehe z. B. Mittelstadt et al.
(2016), Tsamados et al. (2022) und Zweig (2019).
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auf die individuelle Lebensgestaltung als auch auf gesellschaftliche
Beziehungen zu konditionieren. Diese Sichtweise fufSt auf der tech-
nikethischen Pramisse, dass Technologien an sich nicht wertneu-
tral sind;* sie missen als »inhédrent moralisch vorprogrammiert
verstanden [werden], insofern sie bestimmte moralische Werte und
Normen fordern oder behindern.« (Simon, 2016, S. 359) So forcieren
selbstfahrende Fahrzeuge den seit einigen Jahren konstatierten Wan-
del hin zu einer Infrastruktur nachhaltiger, ressourcenschonender
Shared Mobility, die dem Einzelnen eine effizientere Nutzung von
Wegezeiten ermdglicht. »Technik ist immer in gesellschaftliche Ziel-
setzungen, Problemdiagnosen und Handlungsstrategien eingebettet.
In ihr verfestigen sich Wertvorstellungen durch Zielvorgaben und
Designentscheidungenc, erldutert Grunwald (2016, S. 28).

In diesem Sinne widmet sich ein Teil der ethischen Literatur den-
jenigen Schwierigkeiten, die durch bereits im Design der verwen-
deten Technologie transportierte Werte hervorgerufen werden. So
wird thematisiert, auf welche Weise durch vernetzte Infrastruktur er-
moglichte Mechanismen der Verkehrssteuerung die Effekte sozialer
(Un-)Gerechtigkeit verstirken kénnen. Ein mogliches Beispiel dafiir,
wie die berechtigten Bediirfnisse und Interessen Einzelner tangiert
wiirden, wire ein Mechanismus, durch den eine Notfallfahrt zum
Krankenhaus durch Verkehrsleittechnik — z. B. Ampelschaltung -
beschleunigt werden konnte (vgl. Mladenovic & McPherson, 2016,
S.1132-1137). Als weitere ethisch relevante Themen ergdnzen Hans-
son et al. (2021, S.1396-1399) noch die zu erwartenden Auswirkun-
gen auf Gesundheit und Umwelt sowie den Arbeitsmarkt, die im

39 Der Diskurs einer vermeintlichen Wertneutralitdt der Technik verfiigt {iber
eine jahrzehntelange Tradition in der Technikforschung sowie Technik- und
Wissenschaftsphilosophie. Bis in die 1990er-Jahre war hier die These dominant,
dass Technik prinzipiell wertneutral sei, was hdufig mit dem instrumentellen
Charakter technologischer Artefakte begriindet wird. Gemaf3 dieser Sichtweise
werden Technologien lediglich als neutrale Werkzeuge betrachtet, die erst durch
menschliche Absichten und Nutzung ethische Relevanz entfalten (vgl. Hubig,
1993). Im Zuge der technologischen Weiterentwicklung wurden moderne Tech-
nologien jedoch verstirkt zu komplexen autonomen Systemen, die {iber eine
reine Mittelfunktion hinausgehen. Dabei reifte auch die Einsicht, dass moralisch
relevante Konsequenzen nicht erst durch den Gebrauch entstehen konnen, son-
dern bereits im Design von Technologien explizit und implizit enthalten sind
(vgl. Brey, 2010, S. 43-49).
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Forschungsdiskurs bisher allerdings nur eine marginale Rolle ein-
nehmen.

Intensiv erforscht ist dagegen die Thematik von Datenschutz und
Privatsphire, wobei sich ethische und rechtliche Aspekte (als institu-
tionalisierte Moral) nicht immer trennen lassen (vgl. Boeglin, 2015).
Grundlegend ist hier die Feststellung, dass Komfortzuwachs einen
Preis hat: Roboterfahrzeuge nehmen uns nicht nur Fahraufgaben
ab, sondern auch die Fihigkeit zu freien (Fahr-)Entscheidungen;
sie kontrollieren in gewisser Weise unser Mobilitdtsverhalten und
beeintrachtigen dadurch die individuelle Autonomie. Ethische Fra-
gestellungen ergeben sich hier vor allem aus dem Spannungsverhilt-
nis von Freiheit, Autonomie sowie Privatsphire einerseits und der
praktischen Relevanz generierter Daten, z. B. fiir Haftungsfragen
(vgl. Boeglin, 2015; Rannenberg, 2015) oder als Systemtrainingsda-
ten, andererseits. Dominiert wird die Debatte von Datenschutzpro-
blematiken, die auftreten, wenn personliche Daten der Passagiere
erzeugt und verarbeitet werden, etwa iiber den aktuellen Standort,
Fahrtziel oder Bewegungsmuster. Vordergriindige Bedenken drehen
sich zum einen um das Risiko einer Uberwachung und externen
Kontrolle sowie die Weitergabe sensibler Daten an Unbefugte (vgl.
Glancy, 2012, S.1188-1216; Lim & Taeihagh, 2018, S.6-14).40 Bei
Daten, die den Standort von Personen enthalten, handelt es sich um
sensible Informationen, die Beziehungen oder religiése und politi-
sche Zugehorigkeiten offenbaren kénnen; zudem besteht die Gefahr,
dass sie fiir kommerzielle Zwecke missbraucht werden (vgl. Hansson
et al., 2021, S.1395-1396). LaFrance (2016, o. S.) schreibt dazu: »In
this near-future filled with self-driving cars, the price of convenience
is surveillance.«

Der zweite und grofiere Teil des ethischen Diskurses beschaftigt
sich mit Fragestellungen, die sich um den Sicherheitsaspekt selbst-
fahrender Fahrzeuge drehen. Besonderes Augenmerk liegt hierbei
auf ethischen Fragen rund um Unfallsituationen mit Beteiligung
héherstufig automatisierter Fahrzeuge. Die Zahl relevanter, in Fach-
journals publizierter ethischer Untersuchungen wichst stetig und
hat die Thematik inzwischen als dominanten ethischen Diskurs

40 Die Expertengruppe »Driverless Mobility« der Europdischen Kommission be-
tont in diesem Kontext, dass neue Strategien, Forschung und Industriepraktiken
erforderlich sind, um Datenschutz und Privatsphare weiterhin zu gewéhrleisten
(vgl. Europdische Kommission, 2020, S. 34-51; Santoni de Sio, 2021, S. 721-722).
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rund um das autonome Fahren etabliert, der primér iber zwei Per-
spektiven erschlossen wird. Wahrend sich einige Artikel der Proble-
matik iiber Fragen der Verantwortungszuschreibung nihern, fokus-
sieren sich andere auf ethische Fragestellungen im Zusammenhang
mit der Fahrzeugsteuerung in Situationen, in denen sich Schéden
nicht vermeiden lassen. In den folgenden beiden Unterkapiteln wer-
den diese Diskurse jeweils grob skizziert.

3.1.2 Problemfeld Unfallsituationen: Der Verantwortungsdiskurs

Wer trigt die Verantwortung fiir entstehende Schidden im Kontext
autonomer und vernetzter Fahrzeuge? Fragen nach Verantwortung
und Haftbarkeit weisen hier Uberschneidungen auf, wobei letzte-
re Teil des rechtswissenschaftlichen Diskurses sind. Als Synthese
juristischer und philosophischer Literatur sind verschiedene anwen-
dungsbezogene Entwiirfe moglicher Verantwortungszuschreibung
erarbeitet worden. Ein hilfreicher Uberblick iiber die einschligige
Literatur aus dem Bereich der Rechtswissenschaften findet sich bei
Nyholm (2018c, S.2-3). Er konstatiert, dass dem rechtlichen Dis-
kurs vor allem zwei zentrale Erkenntnisse zu verdanken sind, die
auch fiir philosophische Untersuchungen fruchtbar gemacht werden
kénnen: Grundlegend fiir jegliche Betrachtung von Verantwortung
im Kontext von Fahrrobotern ist zum einen die Feststellung einer
»existenziellen Krise, welche aus der Notwendigkeit resultiert, die
Rolle bisheriger menschlicher Fahrer, ihr Verhiltnis zum autonomen
System und damit auch ihre Verantwortung von Grund auf neu zu
deuten.*! Zum anderen erweitert die rechtswissenschaftliche Litera-
tur den Blickwinkel auf alternative, in der Praxis {ibliche Modelle der
Verantwortung. So assoziieren wir Verantwortung nicht nur mit den
Folgen bestimmter Handlungen, sondern schreiben diese auch auf-
grund bestimmter (sozialer) Rollen oder zugestandener Rechte zu.
Fiir Verantwortungsfragen rund um autonome Systeme bzw. solche,
die eine Kollaboration von Mensch und Maschine erfordern, sind
diese Aspekte bis dato weitgehend unberiicksichtigt geblieben.

41 Eine einschldgige empirische Untersuchung der psychologischen Aspekte ver-
schiedener Grade geteilter Verantwortung zwischen Nutzern und Herstellern
legen Liu et al. (2021) vor.
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Aus Sicht der Maschinenethik hiangt die Frage, inwiefern autono-
me Systeme fiir die Konsequenzen ihres Handelns verantwortlich
sind, unmittelbar damit zusammen, ob Maschinen Subjekte morali-
schen Handelns sein konnen. Die gegenwirtig dominierende Posi-
tion maschinenethischer Forschung ist es, dass Maschinen essenziel-
le Merkmale einer moralischen Handlungsfahigkeit nicht oder nicht
in ausreichendem Mafie erfiillen, um als Tridger moralischer Verant-
wortung gelten zu konnen.*? Daher iibt sich der Diskurs weitgehend
in Zuriickhaltung, wenn es darum geht, kiinstlichen Systemen eine
Verantwortungsfahigkeit zuzuschreiben. So vertritt Sparrow (2007,
S.71-73) die Auffassung, dass eine Maschine nicht in dem Sinne zur
Verantwortung gezogen werden kann, dass sie eine daraus folgende
Bestrafung tatsédchlich als solche empfindet.

Vor diesem Hintergrund dreht sich die einschldgige philosophi-
sche Literatur hauptsdchlich um die Problematik von Verantwor-
tungsliicken (responsibility gaps). Diese sind darauf zuriickzufiihren,
dass das Verhalten von Robotern weder fiir Entwickler noch fiir
Nutzer vollstindig vorhersehbar oder kontrollierbar ist (vgl. ebd.,
S.70-71). Eine Anwendung traditioneller Modelle der Verantwor-
tungszuschreibung lasst sich hier nur schwer legitimieren:*3

Traditionally we hold either the operator/manufacturer of the machine
responsible for the consequences of its operation, or snobody« (in cases,
where no personal fault can be identified). Now it can be shown that
there is an increasing class of machine actions, where the traditional
ways of responsibility ascription are not compatible with our sense of
justice and the moral framework of society because nobody has enough
control over the machine’s actions to be able to assume the responsibili-
ty for them. These cases constitute what we will call the responsibility
gap. (Matthias, 2004, S.177)

42 Eine differenzierte Erérterung der Grenzen moralischer Handlungs- und Ver-
antwortungsfihigkeit autonomer Systeme ist an anderer Stelle bereits von der
Autorin publiziert worden (vgl. Schiffner, 2022).

43 Nyholm (2018a, S.1206) weist im Kontext der Begriindung einer mdoglichen
Verantwortungsliicke darauf hin, dass die blofle Unvorhersehbarkeit und die
Unféhigkeit, eine Technologie vollstindig zu kontrollieren, menschliche Subjek-
te noch nicht von jeglicher Verantwortung fiir deren Handlungen freisprechen.
Dies kann nur unter der Voraussetzung erfolgen, dass die Unkontrollierbarkeit
darauf zurlickzufithren ist, dass das betreffende kiinstliche System in nicht-tri-
vialer Weise iiber Autonomie verfiigt.
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Eine Alternative zur klassischen Verantwortungsliicke entwirft Da-
naher (2016) mit der sogenannten Vergeltungsliicke (retribution
gap), die seit einigen Jahren die Debatte speziell im Hinblick auf
kiinstliche Systeme erweitert. Sie basiert auf der Diskrepanz zwi-
schen dem menschlichen Wunsch, bei schuldhaftem Verhalten Ver-
geltung zu erwirken, und dem Fehlen eines entsprechend in die
Pflicht zu nehmenden Subjekts.

Obwohl die Thematik der Verantwortungsliicke im Kontext
selbstfahrender Fahrzeuge erst in den letzten Jahren verstirkt in
den Vordergrund getreten ist, existiert bereits ein breit gefachertes
Diskussionsspektrum. Dies ist der Tatsache zu verdanken, dass ana-
loge Diskurse schon langer in anderen Einsatzbereichen autonomer
Systeme gefiihrt werden, so im Rahmen der Debatte {iber die mo-
ralische Zuldssigkeit letaler autonomer Waffensysteme*# (vgl. Missel-
horn, 2018b, S.155-184), zu dem sich einige Ankniipfungspunkte
finden lassen (vgl. Jong, 2020; Nyholm, 2018a). Ubereinstimmende
Erkenntnis des gegenwirtigen Forschungsstands ist es, dass sich
individuelle Modelle der Verantwortung nicht ohne Weiteres auf
autonome Systeme iibertragen lassen. Santoni de Sio und Mecacci

44 Kriegsroboter stellen gewissermaflen einen ethischen Sonderfall dar: Im Kon-
text von Kriegshandlungen findet die Theorie des gerechten Krieges als be-
reichsspezifische normative Theorie Anwendung, woraus sich Rechtsordnungen
wie das humanitire Vélkerrecht ableiten. Dennoch gibt es einige Gemeinsam-
keiten zum autonomen Fahren. So behauptet der prominente Ingenieur Ronald
Arkin, dass autonome Systeme Kriege ethischer und humaner machen wiirden,
weil sie Regeln des Volkerrechts besser einhalten konnten als Menschen, wel-
chen sie hinsichtlich sensorischer Situationseinschitzung und Ausfithrungspra-
zision iberlegen sind (vgl. Arkin, 2010, S.332-334, 2018, S.318-319). Dieses
Argument erinnert an die durch automatisierte Fahrzeuge angestrebte Kom-
pensation menschlicher Fehleranfilligkeit bei der Fahrzeugfithrung und das
daraus resultierende Sicherheitsversprechen. Eines der zentralen Argumente der
Gegenposition betrifft die Problematik der Verantwortungsliicke (vgl. Sparrow,
2007, S. 67-68): Nur wenn es jemanden gibt, der die moralische Verantwortung
fiir ausgefiihrte militarische Aktionen tragt, konnen solche Systeme grundsitz-
lich erlaubt werden. Zudem sind autonome Waffensysteme prinzipiell bedenk-
lich in Bezug auf den Verlust menschlicher Kontrolle iiber den Einsatz von
Gewalt, insbesondere Massenvernichtungswaffen, die ethische Grundpfeiler wie
das Volkerrecht und die Menschenrechte zu untergraben drohen. Menschliche
Urteilskraft und Handlungsvermdgen sind bis auf Weiteres unverzichtbar, um
den Anforderungen des ius in bello gerecht zu werden, welches die Art und
Weise ethisch zuldssiger Kriegsfithrung regelt (vgl. Koch & Rinke, 2018, S.127-
130; Sparrow, 2016, S. 99).
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(2021, S.1060-1068) beispielsweise haben eine breite Analyse der
Verantwortungsliicke vorgelegt, in der sie diese nicht als ein einziges
Problem, sondern als eine Reihe von mindestens vier miteinander
verbundenen Problemen auffassen. Diese manifestieren sich im Hin-
blick auf defizitire Konzepte von Schuldfihigkeit, moralischer und
offentlicher Rechenschaftspflicht sowie aktiver Verantwortung und
werden jeweils auf unterschiedliche Weisen verursacht. In einer der
jingsten einschldgigen Publikationen identifiziert Nyholm (2023b)
verschiedene vorwirts- und riickwértsgerichtete Verantwortungslii-
cken im Zusammenhang mit autonomen Fahrzeugen und bewertet
mogliche Strategien, wie diese Liicken geschlossen werden kénnen.

Neben der Thematisierung von Verantwortungsliicken sehen sich
relevante Ansdtze auch mit dem sogenannten Problem of Many
Hands* konfrontiert (vgl. Europaische Kommission, 2020, S. 58-63;
Santoni de Sio, 2021, S. 723). Dafiir ist es notwendig, auf breitere und
innovative Konzepte der Verantwortung zuriickzugreifen:

It is important for all stakeholders to move beyond a narrow concep-
tion of responsibility for CAVs as involving purely backward-looking
responsibility (legal liability or culpability) for accidents and mistakes,
towards a broader, forward-looking conception of responsibility as a
culture that sustains and shapes the development, introduction, and use
of CAVs in a way that promotes societal values and human well-being.*
(Europdische Kommission, 2020, S. 53)

Eine der ersten philosophischen Untersuchungen zur Verantwor-
tungsfrage im Kontext selbstfahrender Fahrzeuge liefern Hevelke
und Nida-Rumelin (2015b).#” Sie argumentieren zunichst, dass es
aus pragmatischen Griinden nicht zielfiihrend sei, Hersteller in die
Verantwortung zu nehmen, denn diesen wiirden durch eine hohe
Verantwortungslast Anreize genommen, in die Entwicklung autono-

45 Das Problem of Many Hands ist ein Phanomen, welches oft im Kontext von
Verantwortungsfragen auftritt und die Schwierigkeit der Zuschreibung individu-
eller Verantwortung in Zusammenhéngen kollektiven Handelns aufgreift (vgl.
Thompson, 1980; van de Poel et al., 2015). Im Zuge der Entwicklung autonomer
Systeme wird es zunehmend auch im Kontext von Technologien thematisiert.

46 Die Abkiirzung CAV steht fiir »Connected and Automated Vehicle«.

47 Eine andere Perspektive auf das Thema der Verantwortung rund um autonome
Fahrsysteme nimmt Kauppinen (2021) ein. Anstatt Verantwortungstriger zu
bestimmen, stellt er die Rolle in den Mittelpunkt, die Verantwortlichkeitsiiberle-
gungen an sich fiir die Bestimmung der >richtigen< Handlung spielen.
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mer Fahrzeuge zu investieren. Stattdessen sprechen sie sich fiir ein
Modell kollektiver Verantwortung aus, welches alle Nutzer autono-
mer Fahrzeuge als Teil einer risikokreierenden Gemeinschaft einbe-
zieht. Die Operationalisierung dieser gemeinsamen Verantwortung
wire tiber eine Pflichtversicherung oder Besteuerung denkbar (vgl.
ebd., S. 623-628).

Weitere Forschungsbeitrdge greifen die Problemstellung auf, dass
weder Hersteller noch Nutzer noch Maschine zweifelsfrei als alleini-
ge Verantwortungstrager gelten konnen. So setzt sich Coeckelbergh
(2016) mit den epistemischen und sozial-relationalen Problemen
auseinander, welche die Ausiibung und Zurechnung von Verantwor-
tung im Kontext von selbstfahrenden Autos erschweren. Borenstein
et al. (2017) beleuchten die Verantwortung der Entwicklungsinge-
nieure und betonen die Bedeutung einer Werteorientierung bereits
im Designprozess. Liu (2017) analysiert zunichst die Konzepte,
welche die Idee der Verantwortung formen, und erdrtert sodann,
inwiefern Ansitze der Zielorientierung (fargeting) einerseits und
distributiver Fragen andererseits zur Kldrung der Verantwortungs-
frage beitragen konnen. Awad et al. (2019) belegen anhand einer
empirischen Untersuchung, dass in der offentlichen Wahrnehmung
moglicherweise eine zu geringe Sensibilisierung fiir die Fehlerhaf-
tigkeit von Technologien besteht. Diese duflert sich dahingehend,
dass Maschinen bei folgenreichen Fahrfehlern in der offentlichen
Wahrnehmung tendenziell fiir weniger schuldig befunden werden
als menschliche Fahrer.

Eine der grofiten Schwierigkeiten bei dem Versuch, autonome
Technologien in die Verantwortung zu nehmen, stellt die Frage dar,
inwiefern die Aktionen von Maschinen tatsdchlich als unabhéngig
von menschlichem Eingreifen zu sehen sind. Davon ausgehend ma-
nifestiert sich in den letzten Jahren eine Tendenz in der Forschungs-
literatur, kiinstliche Systeme nicht als vollstindig autonome, sondern
als Systeme kollaborativen Handelns zu interpretieren. Diese Per-
spektive hat direkte Auswirkungen auf die Frage der Verantwortlich-
keit: »Auch wenn Maschinen nicht moralisch verantwortlich sein
kénnen, haben sie doch Auswirkungen auf die Zuschreibung von
Verantwortung.« (Misselhorn, 2018b, S.126) In diesem Sinne wird
oft vorgeschlagen, Maschinen im Rahmen hierarchischer Modelle
kollaborativer Verantwortung entsprechend ihres moralischen Status
eine partielle Verantwortung zuzusprechen. Misselhorn (2015b) pla-
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diert beispielsweise fiir eine Auffassung von Robotern als kooperati-
ve Akteure,*8 wihrend Nyholm (2018c, S. 5) die Beziehung zwischen
Fahrer und Fahrzeug als eine Partnerschaft gemeinsamen Handelns
charakterisiert:

[...] if we do attribute agency to them, we should think of this as a form
of collaborative agency, where the key partners in these human-robot
collaborations are certain humans. After all, humans set self-driving
cars’ goals (e.g., going to the grocery store).

In diesem Sinne propagieren auch Loh und Loh (2017) bei hybriden
Fahrzeugen eine geteilte Verantwortlichkeit zwischen Fahrer und
System. Loh und Misselhorn (2019) argumentieren, dass Nutzer,
Hersteller und autonome Systeme ein Netzwerk der Verantwortung
bilden, das die Verantwortung im Hinblick auf ein gemeinsames
Ziel teilt, welches in der Verwirklichung maximaler Verkehrssicher-
heit besteht. Wie Neuhauser (2015, S.135) demonstriert, miissen die
innerhalb eines Verantwortungsnetzwerks durch unvorhergesehenes
Verhalten von Maschinen verursachten Liicken in der Verantwort-
lichkeit durch menschliche Verantwortungstrager geschlossen wer-
den:

The ideal of an extensive network of responsibility states that for all
matters that are important to people, someone should be responsible,
or at least it should be possible to hold someone accountable. The more
actions irresponsible robots undertake and the less predictable their
actions become, the stronger their potentially negative influence within
this extensive network of responsibility will be. [...] The unpredictable
nature of their actions allows for gaps to emerge within the extensive
network of responsibility. People would then have to take responsibility
not only for themselves, animals and nature, but also for robots and
their doings in order to fill these gaps.

Gunkel (2020) schliellich diskutiert diverse Ansatze auf einem
Spektrum, das von voller menschlicher Verantwortlichkeit tber
einen hybriden Ansatz geteilter Verantwortung zwischen menschli-
chen und technischen Komponenten bis hin zu einer teilweisen,
funktionalen Verantwortungszuschreibung an Maschinen reicht.

48 In einem umfangreichen Sammelband hat Misselhorn (2015a) Ansitze zusam-
mengetragen, die philosophische Konzepte zu Kooperation und kollektivem
Handeln mit ingenieurwissenschaftlicher Forschung zu Multi-Agenten-Syste-
men zusammenbringen.
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3.1.3 Praktische Unvermeidbarkeit und dilemmatische Struktur
auswegloser Fahrsituationen

Jenseits von Fragen der Verantwortbarkeit fokussiert sich der grofite
Teil der Forschungsliteratur zur Ethik des autonomen Fahrens auf
Fragestellungen, die in Zusammenhang mit unvermeidbaren Unfall-
situationen stehen. Auch wenn selbstfahrende Fahrzeuge auf maxi-
mal defensives und vorausschauendes Fahrverhalten programmiert
werden, lassen sich Unfille nicht grundsétzlich ausschlieflen. Wie
soll ein autonomes Fahrzeug in derartigen Situationen agieren? Soll
es lediglich bremsen oder zusitzlich noch ausweichen? Und wenn ja,
wohin?

Die zunehmende Durchdringung unserer Lebenswelt mit autono-
men Technologien impliziert, dass diese sich mit Situationen kon-
frontiert sehen, in denen sie vor moralische Entscheidungen gestellt
werden. Der nun mehr als ein Jahrzehnt andauernde, lebhafte Dis-
kurs dreht sich im Kern um die Frage, auf welche ethischen Werte
bzw. Normen die Entscheidungsalgorithmen autonomer Fahrzeug-
systeme in solchen Notsituationen zuriickgreifen sollen. In diesem
Zusammenhang ergeben sich zahlreiche Probleme von ethischer
Relevanz, z. B.: Wie soll mit Zielkonflikten zwischen Sicherheit und
Komfort umgegangen werden?4® Wie sollen Unfallalgorithmen fiir
autonome Fahrzeuge im Hinblick auf mégliche Schadensfille pro-
grammiert®® werden? Sollen sie stets die Sicherheit ihrer Insassen
priorisieren, dem Prinzip der Schadensminimierung folgen oder
einem anderen ethischen Prinzip?

Der einschldgige Forschungsdiskurs setzt sich mit diesen und
ahnlichen Fragestellungen unter dem Schliisselbegriff der >Unfallal-
gorithmen« auseinander; im englischen Sprachraum wird héiufig
auch von »>ethics of crashings, >crash optimisation< oder >moral de-
sign problem« gesprochen. Erste einschldgige Publikationen in phi-
losophischen Fachzeitschriften waren im Jahr 2014 zu verzeichnen;
in den Rechtswissenschaften hatte die Debatte um ethisch relevante

49 Ein solcher Zielkonflikt tritt beispielweise im Kontext des >Paradoxons der
Automatisierung« auf, welches in Kap. 2.2.3 beschrieben wurde.

50 Wird im Kontext von Unfallalgorithmen von Programmierung gesprochen, so
sind damit keine Hardcoding-Praktiken gemeint, sondern ein softwaretechni-
scher, KI-basierter Designansatz fiir autonome Systeme auf der Basis von Deep-
Learning-Techniken (siehe auch Kap. 4.1.2).
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Rechtsfragen im Kontext selbstfahrender Fahrzeuge bereits einige
Jahre frither begonnen (vgl. Nyholm, 2018b, S. 2). Anfangs wurde der
ethische Diskurs vor allem durch populdrwissenschaftliche und aka-
demische Veréffentlichungen sowohl des Ingenieurwissenschaftlers
Noah J. Goodall’! als auch des Philosophen Patrick Lin>? forciert
und geprigt.> Thre viel zitierten Beitrage (vgl. Goodall, 2014a, 2016a,
2016b, 2017; Lin, 2013a, 2013b, 2014a, 2014b, 2015) zdhlen bis heute
zur Standardliteratur zum Thema der ethischen Problematisierung
von Unfallsituationen mit Beteiligung automatisierter Fahrzeuge.
Auf dieser Grundlage wurde die Thematik in der Folge von fiih-
renden Experten aus Politik, Wirtschaft und Wissenschaft in inter-
disziplindren Sammelbanden (vgl. Lin et al., 2017; Maurer et al.,
2015) und international renommierten Buchreihen wie den Lecture
Notes in Mobility, herausgegeben von Gereon Meyer und Sven Bei-
ker, aufgegriffen. Ausgelost durch diverse Unfélle mit automatisier-
ten (Test-)Fahrzeugen stieg allmahlich die mediale Aufmerksamkeit
fir ethische Fragen, wodurch die Thematik in den letzten Jahren
noch stirker in den Fokus akademischer Publikationen riickte. Wah-
rend die frithen Artikel primdr dem Ziel dienten, eine Debatte
tiber ethische Probleme im Zusammenhang mit Unfallsituationen
zu entfachen, kam es mit der Zeit zu einer Ausdifferenzierung
der Fragestellungen, die sich in der zunehmenden Interdisziplinari-
tat der relevanten Publikationslandschaft widerspiegelt. So wurden
vielschichtige Teilaspekte wie Sicherheits- und Gerechtigkeitsfragen,
Verantwortung oder politische Aspekte fortan von interdisziplinaren
Autorenteams aus Philosophie sowie Rechts- und Ingenieurwissen-
schaften bearbeitet. Zudem integrieren jiingere Forschungsbeitréige

51 Der promovierte Bauingenieur Noah J. Goodall ist Senior Research Scientist des
Virginia Transportation Research Council; seine Publikationen zeichnen sich
durch eine inter- und transdisziplindre Denkweise aus, die immer wieder auch
ethische Fragen thematisiert.

52 Patrick Lin ist Direktor der »Ethics + Emerging Sciences Group« an der Cali-
fornia Polytechnic State University. Aufgrund seiner vielfaltigen Affiliationen
und seiner Expertise in technikethischen Fragen ist er nicht nur einer der fiih-
renden publizierenden Forscher in diesem Bereich, sondern auch ein gefragter
Ansprechpartner fiir internationale Medien.

53 Zum erweiterten Kreis derjenigen Forscher, die sich als erste mit ethischen
Fragen im Kontext von Unfallsituationen beschéftigten, gehort auch der Techni-
kethiker Jason Millar (2014a, 2014c, 2015).
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verstarkt Verantwortungs- und Designperspektiven in die Problem-
stellung und setzen diese zueinander in Beziehung.>*

Die Problematik des Designs von Unfallalgorithmen steht im
Kontext des (vermeintlichen) Sicherheitsversprechens, das den zen-
tralen Legitimationsgrund fiir die Einfithrung des héherstufig auto-
matisierten Fahrens bildet. Das oft gepriesene Sicherheitspotenzial
besteht nun gerade in der Erwartung, dass zuvor durch menschli-
ches Versagen verursachte Unfille fortan durch die defensive, vor-
ausschauende und stets regelkonforme Fahrweise selbstfahrender
Fahrzeuge vermieden werden konnen. Auch wenn dies fiir einen Teil
der relevanten Unfallsituationen zutreffen mag, so sprechen jedoch
plausible Argumente dafiir, dass der Anspruch eines Zustands volli-
ger Unfallfreiheit, die sogenannte Vision Zero*, eine Utopie darstellt.
Dabei sind laut Fossa (2023, S. 65) verschiedene Aspekte relevant:

Technical failures, infrastructural problems, and human misconduct
will always pose safety threats. As a matter of fact, accidents can occur
even when everything runs as it should. Driving is an utterly compli-
cated phenomenon fraught with uncertainty, unpredictability, and risk.
Unfortunate situations in which all possible courses of action would
lead to an incident simply cannot be theoretically excluded. Some colli-
sions are just unavoidable.

Die innovative Fahrzeugtechnologie kreiert ihrerseits neue Risiken,
die in einer Welt ohne autonome Fahrzeuge nicht auftreten wiirden,
denn technische Systeme sind niemals v6llig zuverldssig. Durch Si-
cherheitskonzepte lassen sich zwar Auftrittswahrscheinlichkeit und
Schadensausmafd von Systemfehlern, -storungen und -ausfillen v. a.
durch redundante Implementierung sicherheitskritischer Kompo-
nenten minimieren, jedoch verbleibt stets ein gewisses Restrisiko
fiir ein technisches Versagen. Wachenfeld und Winner (2015, S. 473-
474) stufen das vollautomatisierte Fahren als »nicht tiberwachte Au-

54 Fiir einen Uberblick iiber bis dato verwendete ethische Konzepte in Bezug auf
die Verhaltenssteuerung autonomer Fahrzeuge siche Németh (2023).

55 Der Begriff der Vision Zero wurde erstmals 1995 im Kontext eines schwedischen
Programms zur Steigerung der Verkehrssicherheit erwdhnt. Inzwischen ist es
politisch erklirtes Ziel sowohl der deutschen Bundesregierung als auch auf
EU-Ebene, die Zahl der Verkehrstoten mittelfristig auf nahezu null zu senken.
Autonome Fahrsysteme stellen dabei ein zentrales strategisches Element dar, um
sich der Vision anzunihern, auch wenn sich diese realistischerweise niemals
vollstindig erreichen lassen wird (vgl. Kollner, 2018; Schifer, 2018).
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tomation« bzw. »Automation ohne Korrekturmoglichkeit« ein, die
sich dadurch auszeichnet, dass Systemfehler unmittelbar zu einer
Gefahrdung von Personen und Umwelt fithren. Vallor und Bekey
(2017, S.343) argumentieren, dass dies insbesondere im Fall selbst-
lernender Systeme gilt, da deren Verhalten sich nur in begrenztem
Mafle kontrollieren und vorhersehen lasst:>¢

Statistically they may be competitive with or even superior to humans
at a given task, but unforeseen outputs [...] are a rare, but virtually
ineradicable possibility. Some are emergent behaviors produced by in-
teractions in large complex systems. Others are simple failures of an
otherwise reliable system to model the desired output.

Ferner stiitzen sich die Erwartungen an das Sicherheitspotenzial
autonomer Fahrsysteme auf die Annahme, dass die Beachtung der
Verkehrsregeln den wichtigsten Faktor eines sicheren Verkehrsge-
schehens ausmacht. Im Gegensatz zu Menschen, die spezifische Ver-
kehrslagen situativ abschitzen konnen, befolgen kiinstliche Systeme
vorgegebene Regeln rigoros. Nun kann jedoch in bestimmten Féllen
gerade ein Festhalten an Verkehrsregeln zu Unféllen oder zumindest
einer signifikanten Erhéhung des Unfallrisikos fithren, wohingegen
sich dies durch ein kontrolliertes Abweichen von den Regeln ver-
meiden liefle.’” So kann es sinnvoll sein, kurzzeitig die maximal
erlaubte Geschwindigkeit zu tiberschreiten, z. B. zur Pravention von
Kollisionen bei Uberholmangvern oder von Auffahrunfillen im ge-
bundenen Verkehr (vgl. Reed et al., 2021, S. 781-782).58

Weiterhin sind gewisse Gefahrenpotenziale des Straflenverkehrs
aufgrund ihrer Komplexitit nicht génzlich eliminierbar (vgl. Gasser,

56 In Abhingigkeit von der Phase des Systemlebenszyklus (Forschung, Entwick-
lung, Betrieb, Service und Nutzerwechsel/Stilllegung), in dem Techniken ma-
schinellen Lernens zum Einsatz kommen, ergeben sich unterschiedliche He-
rausforderungen und Losungsstrategien. Intensiver Forschungsbedarf besteht
u. a. im Bereich der Laufzeitverifikation und -validierung (vgl. Wachenfeld &
Winner, 2015, S. 474-478).

57 Ein gezieltes Ubertreten von Verkehrsregeln in Notsituationen wire freilich nur
unter der Voraussetzung zu rechtfertigen, dass autonome Fahrsysteme zweifels-
frei feststellen kénnen, wann eine solche Situation vorliegt (vgl. Reed et al., 2021,
S.783).

58 Eine von Goodall (2021) vorgelegte Studie zeigt, dass die Unfallrate autonomer
Fahrsysteme bei Auffahrunfillen 4,8 Mal hoher ist als bei von Menschen gesteu-
erten Fahrzeugen, was vor allem auf plotzliches und unerwartetes Anhalten
zuriickzufiihren ist.
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2015, S. 555). Farber (2015, S.128) beschreibt den StrafSenverkehr als
»ein selbstorganisiertes, chaotisches System [...], das zwar prinzipiell
durch Regeln geordnet wird, bei dem aber viele Situationen nicht
in einer eindeutigen Regel festgelegt werden konnen.« Technologien
der Fahrzeug-zu-Fahrzeug-Kommunikation bergen zweifellos gro-
es Potenzial, kritische Situationen durch das gemeinsame Finden
kooperativer Losungen bereits in der Entstehung zu verhindern;
jedoch lassen sich dadurch nicht alle denkbaren Unfallsituationen
vermeiden, insbesondere nicht solche, die Verkehrsteilnehmer au-
Berhalb des Kommunikationsnetzes betreffen (vgl. Reschka, 2015,
S.508-509). Als Folge verbleiben Situationen, die sich durch vor-
ausschauendes Fahren nicht vereiteln lassen oder auf Ursachen zu-
riickzufithren sind, die durch Automatisierung nicht kompensiert
werden kénnen.

Der Antizipation von Degradationssituationen® kommt eine zen-
trale Bedeutung zu, wenn es darum geht, vorausschauend zu fahren
und dadurch méglichem Schaden vorzubeugen (vgl. ebd., S.506-
507). Allerdings sind dem Antizipationspotenzial autonomer Sys-
teme einerseits durch die Begrenztheit kognitiver Ressourcen (Re-
chenkraft, Sensorleistung, Pradiktionsprézision) und andererseits
durch die Komplexitit eines realen Verkehrsumfelds Grenzen ge-
setzt (vgl. Kollner, 2017). Wahrend Ersteres zu situativ bedingten
Fehleinschitzungen durch das System fithren kann, sind vor allem
das unerwartete Verhalten anderer Verkehrsteilnehmer und plétzlich
auftretende Ereignisse oder eine Verkettung davon ursichlich dafiir,
dass gewisse Situationen schwerlich vorauszusehen sind und daher
vom System nicht korrekt eingeschitzt werden konnen. Das gilt

59 Das Prinzip der funktionalen Degradation impliziert, dass der Funktionsum-
fang eines Systems bei Auftreten sicherheitskritischer Situationen herabgesetzt
wird. Reschka (2015, S.505-506) erldutert: »Treten Fehler in einem System
auf oder sind die Ressourcen eingeschrinkt, so werden die >lebenswichtigen<
Prozesse erhalten und weniger wichtige Prozesse reduziert oder beendet. Bei-
spielsweise kann bei einem eingeschrankten Sichtfeld die Geschwindigkeit des
Fahrzeugs reduziert werden. Unter bestimmten Bedingungen fiithren jedoch
auch diese Aktionen nicht zu einer Reduzierung des Risikos auf einen zumut-
baren Wert, sodass ein Anhalten des Fahrzeugs [...] oder, falls dies ebenso zu
riskant ist, ein Verlassen des Straflenverkehrs notwendig werden.«
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insbesondere fiir die dynamischen Elemente einer Szene;** diese
sind in zeitlicher oder rdumlicher Dimension variabel, d. h. sie
andern ihre Zustinde laufend (vgl. Geyer et al., 2014, S.185-186).
Wihrend Lichtsignalanlagen oder Licht- und Wetterbedingungen
noch in gewissem Mafle vorhersehbar sind, ist das Verhalten ande-
rer Verkehrsteilnehmer prinzipiell unberechenbar und stellt sich als
ein wesentlicher Unsicherheitsfaktor bei dem Versuch heraus, eine
Situation zu antizipieren.

Unzureichende technische Reife von Sensorik und Perzeptions-
mechanismen diirfen jedoch kein Grund sein, ethische Forderun-
gen zu ignorieren; schliefSlich kann auch eine ausgereifte Technik
und vollautomatisierte Fahrzeugsteuerung Unfille in komplexen
Verkehrssituationen nicht vollstindig verhindern. Dies ist in erster
Linie dann der Fall, wenn die Reaktion des Fahrzeugs zeitkritisch
ist oder fahrphysikalische Grenzen erreicht werden, beispielsweise
wenn sich Kollisionsobjekte innerhalb der Bremsdistanz des Fahr-
zeugs befinden. Als klassisches Szenario dient hier das zwischen
parkenden Autos plotzlich auf die Strafle laufende Kind, dessen
Aktionen von den Wahrnehmungssystemen des autonomen Fahr-
zeugs nicht korrekt oder zu spit gedeutet werden. In derartigen
Fillen ist die Situationspréadiktion stark erschwert, sodass das auto-
nome System diejenige Trajektorie nicht zuverldssig ermitteln kann,
durch die sich eine Kollision noch vermeiden liele. Als potenzi-
elle Gefahrenzonen kommen hier vor allem uniibersichtliche Ver-
kehrsknotenpunkte sowie Sichtbehinderungen, beispielsweise durch
Bdume, Hecken, andere Objekte des Verkehrsgeschehens, Gebaude
oder Baustellenaufbauten, in Frage (vgl. Winkle, 2015, S.372-374).
Nach gegenwirtigem technischem Stand wechselt ein selbstfahren-
des Fahrzeug in den Notfallmodus, wenn es in eine Situation gerit,
in der es nicht weiterweif. Bei Systemen des Levels 3 fordert es den

60 Der Begriff der Szene wird von Geyer et al. (2014, S.184-186) im Rahmen ihres
Forschungsartikels iiber eine einheitliche Ontologie zur Erstellung von Test-
und Use-Case-Katalogen fiir das automatisierte Fahren als Bezeichnung fiir die
aufleren Merkmale eines Anwendungsfalls verwendet. Demnach besteht eine
Szene aus drei Elementen: der Szenerie (statische Umgebung des Fahrzeugs,
z. B. Geometrie von vordefinierten Straflentypen, Anzahl an Fahrstreifen, Stra-
flenverlauf, Position von Verkehrszeichen und Lichtsignalanlagen sowie andere
statische Objekte), dynamischen Elementen (andere Verkehrsteilnehmer, Licht-
signalanlagen, Licht- und Wetterbedingungen) und optionalen Fahranweisun-
gen.
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Fahrer zur Ubernahme auf, wihrend es bei hoherstufigen Systemen
in einen sicheren Zustand iibergeht (vgl. Di Fabio et al., 2017, S.13,
Regel 19); das Gesetz zum autonomen Fahren fordert hier, dass
das Fahrzeug bei aktivierter Warnblinkanlage an einer mdoglichst
sicheren Stelle anhalt (vgl. Artikel 1, §1d Absatz 4). Dieses Vorgehen
setzt allerdings voraus, dass ein Abbremsen noch méglich ist, um
Schaden im jeweiligen Fall abzuwenden.

Es kann jedoch auch Situationen geben, in denen dies nicht mehr
der Fall ist. Einen Spezialfall innerhalb der Kategorie komplexer, be-
schrankt antizipierbarer Szenarien stellen daher solche Situationen
dar, in denen Schaden unabhdngig von der gewidhlten Trajektorie
und dem Bremsverhalten des betreffenden Fahrzeugs unvermeidbar
ist. Arfini et al. (2022) sprechen von »no-win scenarios«. Derartige
Notsituationen sind insbesondere dann denkbar, wenn sich Kollisi-
onsobjekte sowohl in der Fahrspur als auch in den Ausweichberei-
chen des Fahrzeugs befinden. Gasser (2015, S.555) konstatiert in
diesem Zusammenhang eine »Koinzidenz von [...] méglichen Schi-
digungen«. Da selbstfahrende Fahrzeuge darauf programmiert sind
Unfalle zu vermeiden, lasst sich aus technischer Sicht bzw. aus Sicht
des Fahrzeugs in derartigen Féllen unter der Zielvorgabe der Unfall-
vermeidung keine korrekte Trajektorie ermitteln; diese Situationen
sind im Rahmen des gegebenen Optimierungsproblems rechnerisch
nicht 16sbar (vgl. Freitas et al, 2021, S.4; Gerdes & Thornton,
2015, S.95). In der Literatur werden dazu verschiedene Szenarien
diskutiert. Ein simples, haufig auch in medialen Darstellungen zu
Veranschaulichungszwecken aufgegriffenes Beispiel beschreibt Lin
(2015, S.70) als die Entscheidung zwischen zwei Trajektorien, bei
denen jeweils eine Person zu Schaden kommen wiirde:

Imagine in some distant future, your autonomous car encounters this
terrible choice: it must either swerve left and strike an eight-year-old
girl, or swerve right and strike an 80-year old grandmother. [...] Given
the car’s velocity, either victim would surely be killed on impact. If you
do not swerve, both victims will be struck and killed; so there is good
reason to think that you ought to swerve one way or another.

Ein komplexeres Szenario, auf das in ethischen Auseinandersetzun-
gen oft Bezug genommen wird, lautet wie folgt:

Your car is speeding along a bridge at fifty miles per hour when an
errant school bus carrying forty innocent children crosses its path.
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Should your car swerve, possibly risking the life of its owner (you), in
order to save the children, or keep going, putting all forty kids at risk?
(Marcus, 2012, 0. S.)

In Fillen wie diesen ldsst sich die Wahl einer Trajektorie nicht linger
als rein mathematisches Berechnungs- bzw. Optimierungsproblem
modellieren; vielmehr ist die Frage, wie unvermeidbarer Schaden
verteilt werden soll, eine genuin ethische, die dort zum Tragen
kommt, wo Verkehrsregeln und Gesetze keine ausreichende Hand-
lungsorientierung mehr bieten kénnen:

Some accident scenarios will be such that (a) there are different options
open to the self-driving cars; and (b) depending on what option is
selected, different people will be put at risk [...]. This is the basic
reason why the choice between different possible accident-programs is
an inherently ethical choice. (Nyholm, 2018Db, S. 2)

Kommt es in jedem Fall zur Schadigung von Personen, sind alle zur
Verfiigung stehenden Handlungsoptionen aus moralischer Sicht pro-
blematisch. Im Forschungsdiskurs werden derartige unvermeidbare
Notsituationen aufgrund ihrer besonderen Entscheidungsproblema-
tik als Instanzen moralischer Dilemmata aufgefasst. Dabei handelt es
sich um einen spezifischen Typ moralischer Entscheidungsproble-
me, der fiir Situationen charakteristisch ist, in denen zwischen Alter-
nativen gewdhlt werden muss, welche sich gegenseitig ausschlieflen
und die Beteiligten in unterschiedlichem Mafle in negativer Weise
betreffen: »A moral dilemma is a situation in which an agent has
only the choice between two (or more) options which are not with-
out morally problematic consequences.« (Misselhorn, 2018a, S.162)
Fiir den Kontext autonomer Fahrsysteme lassen sich relevante Situa-
tionen folgendermaflen definieren:

Dilemmas are defined as critical situations in which, at a given point
in time, a CAV will inevitably harm at least one road user and/or one
group of road users and the CAV’s behaviour will eventually determine
which group or individual is harmed. (Européische Kommission, 2020,
S.32)

Weitgehend unproblematisch aus moralischer Sicht sind im Sinne
dieser Definitionen solche Fille, die mittels der Priorisierung von
Sach- iiber Personenschdden gelost werden kénnen, sofern keine
weitreichenden, menschliches Leben gefihrdenden Folgeschiden
daraus zu erwarten sind (vgl. Di Fabio et al., 2017, S.17). Sind
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hingegen alle méglichen Alternativen mit Personenschédden bzw. ent-
sprechenden Risiken verbunden, liegt ein Dilemma vor:

Die dem Dilemma zugrunde liegende Annahme ist, dass keine Alterna-
tive zur Schadigung von zwei im Wesentlichen gleichrangigen Rechts-
glitern im konkreten Einzelfall denkbar ist, obwohl die maschinelle
Fahrzeugsteuerung alle alternativ moglichen Steuerungsentscheidungen
berticksichtigt hat. (Gasser, 2015, S. 556)

Dilemmatische Entscheidungen zeichnen sich per definitionem da-
durch aus, dass sie sich nicht trivial im Sinne eines Abwiégens
moralischer Argumente auflosen lassen; es liegt im Wesen eines Di-
lemmas, dass es keine vollkommen zufriedenstellende Entscheidung
geben kann: »To make the point in the most obvious possible way: a
moral dilemma is a dilemma; it has no clear solution by design—or
rather, it poses a problem that is inherently difficult, by design.«
(LaCroix, 2022, S. 6, Hervorh. i. Orig.)

Uber die Struktur moralischer Dilemmata wire noch Vieles zu
erldutern, was an diesem Punkt des Argumentationsganges jedoch
noch nicht erforderlich ist; zunéchst ist das grobe Verstindnis aus-
reichend, welches sich aus den obigen Ausfithrungen ergibt. Die hier
vorstellte Definition moralischer Dilemmata ist oberflachlich und
an dieser Stelle vorldufig. Sie wird im Rahmen der metaethischen
Auseinandersetzung in Kap. 5 prézisiert und vertieft. Zunéchst wird
jedoch im nachfolgenden Unterkapitel begriindet, weshalb Dilem-
ma-Szenarien eine zentrale Rolle bei der Gestaltung von Steuerungs-
algorithmen autonomer Fahrzeuge zukommt.

3.2 Die Relevanz von Dilemma-Szenarien fiir das autonome
Fahren

3.2.1 Méglichkeit und Existenz von Unfalldilemmata

Moralische Dilemma-Szenarien stehen haufig im Zentrum des ethi-
schen Diskurses autonomer Fahrsysteme und werden von einem
groflen medialen Interesse begleitet. Sie sind u. a. Gegenstand der
ethischen Leitlinien, welche in den vergangenen Jahren von zahlrei-
chen Expertenkomitees und Kommissionen entwickelt wurden. So
verfiigte die vom BMVI eingesetzte Ethik-Kommission iiber eine
eigens formierte Arbeitsgruppe unter der Leitung des Rechtswissen-
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schaftlers Eric Hilgendorf, welche sich mit den ethischen und recht-
lichen Besonderheiten unvermeidbarer Schadenssituationen ausein-
andersetzte. Jedoch sind Experten und Wissenschaftler gespaltener
Meinung, in welchem Mafle dilemmatische Szenarien fiir das auto-
nome Fahren tatsdchlich relevant sind. Auch wenn diese zumeist im
Kontext des hoch- oder vollautomatisierten Fahrens diskutiert wer-
den, sind sie auch auf geringerem Automatisierungslevel grundsatz-
lich denkbar. Eine spezifische Problematik stellen sie bei Systemen
des Levels 3 dar, wenn das System in zeitkritischen Situationen die
Kontrolle an die an Bord befindliche Person zuriickgibt, die jedoch
unter Umstdnden nicht aufmerksam war und daher ein reduziertes
Situationsbewusstsein hat. Denkbar ist z. B., dass das System bei
aktiviertem Staufolgefahren ein mit Methoden der KI-gestiitzten
Mustererkennung nicht naher kategorisierbares Objekt erfasst und
die Fahrzeugsteuerung dem Fahrer iiberantwortet. Diesem bieten
sich aufgrund der kurzen Reaktionszeit ausschliefllich Handlungs-
optionen mit resultierendem Schaden, etwa das Auffahren auf das
vorausfahrende Fahrzeug oder ein Ausweichen auf eine parallele
Fahrspur mit der Gefahr der Kollision mit einem dort fahrenden
Fahrzeug. Um einem derart spezifischen Dilemma zu begegnen, ist
die Gestaltung der Schnittstelle zwischen Fahrer und System von
grofler Bedeutung.

Wie zahlreiche Forscher einerseits betonen, sind moralische Di-
lemmata beispielsweise fiir die Maschinenethik von hoher theoreti-
scher Bedeutung, indem sie (maschinen-)ethische Kernfragen nach
dem moralischen Status von autonomen Systemen tangieren (vgl.
Briandle & Grunwald, 2019, S.284): Darf eine Maschine bzw. ein
Algorithmus im Notfall iiber Menschenleben entscheiden? Es reicht
angesichts der Méglichkeit unvermeidbarer Schaden nicht aus, auto-
nome Systeme nur auf Schadensvermeidung, i. e. im Sinne des Klas-
sifikationsschemas nach Moor (2006, S.19)°! als implizite ethische
Systeme (implicit ethical agents) auf die Vermeidung unethischen
Verhaltens hin zu konzipieren:

Unlike explicit ethical agents, implicit ones do not learn or encode
ethics explicitly—and thus, they cannot autonomously arbitrate between
different kinds of harm. For example, autonomous cars as implicit eth-

61 James H. Moors berithmtes hierarchisches Schema zur Klassifikation morali-
scher Akteure wird in Kap. 4.1.2 ndher erldutert.
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ical agents strive to avoid crashes—but when a crash is unavoidable,
when all trajectories are likely to end up in casualties, implicit ethical
agents find themselves dumbfounded, and unable to choose among the
different ethical choices. (Bonnefon et al., 2019, S. 502)

Vielmehr miissen sie als explizite ethische Systeme (explicit ethical
agents) in die Lage versetzt werden, anhand implementierter ethi-
scher Kriterien plausible ethische Urteile zu fillen und diese zu
begriinden (vgl. Moor, 2006, S.19-20). Die Konstruktion derartiger
Maschinen stellt die gegenwirtige Maschinenethik vor eine grofle
Herausforderung, der durch die Einfithrung des autonomen Fahrens
ein praktischer Bezugskontext und eine gewisse Dringlichkeit gege-
ben werden.®2

Andererseits werden kritische Stimmen nicht miide hervorzuhe-
ben, dass Dilemma-Szenarien jenseits ihres theoretischen Stellen-
werts fiir die maschinenethische Forschung keine nennenswerte
Relevanz fiir die praktische Seite des autonomen Fahrens besitzen.
Eines der hiufigsten Argumente ist dabei, dass das Auftreten von
Dilemma-Szenarien als eher unwahrscheinlich anzusehen ist. Kaum
jemand hat eine derartige Situation im Verkehrskontext je praktisch
erlebt bzw. wird eine solche zukiinftig erleben (vgl. Roy, 2016).
Gegriindet auf diesen Mangel an unmittelbarer lebensweltlicher Er-
fahrung werden Dilemma-Szenarien als grundsatzlich unrealistisch
erachtet, die Auseinandersetzung mit ihnen als rein hypothetisches
Gedankenexperiment ohne unmittelbare praktische Relevanz. Es lie-
ge keine Evidenz fiir das Auftreten derartiger Szenarien vor, die vom
autonomen System ohnehin weder zweifelsfrei erkannt noch kon-
trollierbar gelost werden kéonnten (vgl. Freitas et al., 2020, S.1285-
1286). Aus Sicht kritischer Positionen stellt es eine unverhaltnismafi-
ge Anstrengung dar, sich mit Dilemma-Szenarien auseinanderzuset-
zen und dabei andere ethische Probleme in den Hintergrund zu rii-
cken. So schreibt auch der renommierte Ingenieur Rodney Brooks,
ehemaliger Professor am Massachusetts Institute of Technology und
Mitgriinder von Roboterherstellern, auf seinem Blog:

62 Eine differenziertere Problematisierung moralischer Handlungs(un)fahigkeit
von Maschinen im Hinblick auf das Anwendungsbeispiel des autonomen Fah-
rens hat die Autorin bereits an anderer Stelle veréffentlicht (vgl. Schiffner,
2022).
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This is a made up question that will have no practical impact on any
automobile or person for the forseeable [sic] future. Just as these ques-
tions never come up for human drivers they won’t come up for self
driving cars. [...] The problem is both non existant [sic] and irrelevant.
Nevertheless there is endless hand wringing and theorizing [...] about
how this is an oh so important problem that must be answered before
we entrust our cars to drive autonomously. (Brooks, 2017, o. S.)

Gegen dieses Argument lédsst sich jedoch einwenden, dass es ver-
sdumt, zwischen realen, praktisch unvermeidbaren Situationen ei-
nerseits und idealisierten Szenarien andererseits zu differenzieren.
Erstere sind, wie bereits in Kap. 3.2.1 erldutert, aufgrund technischer
Unvollkommenheiten der Systeme sowie begrenzter Antizipierbar-
keit und nicht-eliminierbarer Eigenheiten des Verkehrsgeschehens
durchaus realistisch. Die Ethik-Kommission spricht von Situationen,
»die sich bei aller technischen Vorsorge als unvermeidbar erweisen«
(Di Fabio et al., 2017, S.11). Anders liegt der Fall bei tibersteigerten
Extremszenarien. Hier hat der Vorwurf mangelnden Realismus in-
sofern eine gewisse Berechtigung, als in einschldgigen Diskursen
héufig besonders tragische, konstruiert wirkende Konstellationen
herangezogen werden.®® Jedoch wird oft tibersehen, dass Letztere
nicht priméir den Anspruch haben, lebensweltliche Zustinde exakt
abzubilden. Vielmehr handelt es sich um idealisierte Abstraktionen
hochkomplexer Situationen aus der realen Lebenswelt, die es erlau-
ben, zugrundeliegende ethische Problemstellungen zu isolieren und
ethisch irrelevante Aspekte auszublenden, sodass adiquate Entschei-
dungsentwiirfe fiir die Praxis entwickelt werden konnen: »The job
of these thought experiments is to force us to think more carefully
about ethical priorities, not to simulate reality.« (Lin, 2017, o. S.)%*

63 Vor allem in der medialen Darstellung wird die Zuspitzung der gewdhlten
Dilemma-Szenarien héufig tibertrieben. Dies sollte jedoch eher als Teil einer
medialen Strategie zur Erzeugung von Aufmerksamkeit durch eine Skandalisie-
rung des autonomen Fahrens an sich (vgl. Hilgendorf, 2017b, S. 48) verstanden
werden denn als wissenschaftliche Auseinandersetzung.

64 Lin (2017) betont, dass philosophische Gedankenexperimente sich im Grunde
kaum von der Vorgehensweise empirischer Wissenschaften unterscheiden. Es
handelt sich um abstrakte (und daher nicht realistische) Représentationen der
realen Welt mit dem Zweck, kontrollierte Bedingungen zu schaffen und Varia-
blen zu isolieren, um den Wirkungszusammenhang zwischen abhingigen und
unabhéngigen Variablen, wie Anzahl beteiligter Personen, personliche Merkma-
le, ihre Bewegungsgeschwindigkeit und -richtung, zu untersuchen. Es gilt zu
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Als weiteres Contra-Argument gegen die Relevanz von Dilemma-
Szenarien fithren Kritiker hdufig an, dass sie dufSerst selten und da-
her vernachléssigbar seien. Gegen diese Schlussfolgerung lassen sich
zwei ethische Einwénde ins Feld fithren. Zum einen widerspricht
es den Grundsitzen ethischer Praxis, aus der durchaus plausiblen
Annahme, dass autonome Fahrzeuge selten in Dilemma-Situatio-
nen geraten werden, deren Irrelevanz zu folgern. So wird anhand
der ethischen Debatte iiber die Atomenergie deutlich, dass unwahr-
scheinliche Szenarien — wie das Eintreten nuklearer Katastrophen -
eine zentrale Rolle bei der ethischen Bewertung von Technologien
einnehmen (vgl. Misselhorn, 2018b, S.9-10). Die ethische Bedeu-
tung eines problematischen Ereignisses ist prinzipiell unabhéngig
von seiner Eintrittswahrscheinlichkeit; im Gegenteil: Katastrophen-
szenarien gehoren zu den ethisch brisantesten Féllen. Entscheidend
ist dabei vor allem die Hohe des mdglichen Schadens (vgl. Bhargava
& Kim, 2017, S. 9-10):

When harm is possible or inevitable, the vehicle will need to make
a decision, which means that it needs to have been programmed or
trained to be capable of making a decision. And, this is true regardless of
how rare the circumstances might be in practice. (LaCroix, 2022, S. 3)

Zum anderen impliziert eine solche Position die Installation einer
probabilistischen Ethik, wie sie seit Jahren in vielen Risikodebatten
forciert wird. Die Tatsache, dass der Eintrittswahrscheinlichkeit ei-
nes moglichen Schadens in diesem Zuge eine »eigene moralische
Qualitit beigemessen [wird], die ethisch nicht zu rechtfertigen ist«,
bezeichnet Ropohl (2017, S. 887) als »Kalamitit«. Insbesondere vor
dem Hintergrund zeitgendssischer Verantwortungsbegriffe erscheint
eine »Moralisierung der Wahrscheinlichkeit« (ebd., S.904) von
Grund auf fragwiirdig.

Aus ingenieurtechnischer Sicht ist die Beriicksichtigung morali-
scher Dilemma-Szenarien ein zentrales Kriterium fiir die Robustheit
des Designs automatisierter Fahrzeuge. So ist das proaktive Treffen
von Vorkehrungen fiir das Eintreten eines worst case zentraler Be-
standteil jedes Sicherheitskonzepts, das den Standards funktionaler
Sicherheit geniigt. Geméafl dem Prinzip des Safety by Design ist es

erforschen, wie sich die Verdnderung dieser Variablen auf unsere moralische
Intuition auswirkt. Wenn fiinf anstelle von zwei Personen beteiligt sind, wiirde
ich dann anders entscheiden?
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in der Softwareentwicklung seit Langem gingige Praxis, sogenann-
ten edge cases besondere Aufmerksamkeit zu widmen, um mogliche
kritische Situationen bereits bei der Spezifikation erfassen und qua-
litativ hochwertige Software entwickeln zu konnen (vgl. Lin, 2017;
Reschka, 2015, S.500). Dieses Vorgehen hat auch eine verantwor-
tungsethische Komponente:

Not programming the car for how to respond to situations like this and
others like it amounts to knowingly relinquishing the important respon-
sibility we have to try to control what happens in traffic. It amounts
to unjustifiably ignoring the moral duty to try to make sure that things
happen in good and justifiable ways. We should not do that. Hence the
need for ethical accident-algorithms. (Nyholm & Smids, 2016, S.1278-
1279)

Diese Verantwortung schligt sich direkt in gesetzlichen Bestimmun-
gen nieder: Herstellern obliegt im Rahmen der zivil- und strafrecht-
lichen Produkthaftung eine Pflicht, samtliche zumutbaren Mafinah-
men zur Risikominderung bei ihren entwickelten Produkten zu
ergreifen: »[...] das Hervorrufen von Schiden, wie sie in der Mas-
senproduktion von technischen Produkten praktisch unvermeidlich
sind, [ist] nicht als fahrldssig anzusehen, wenn der Hersteller alles in
seiner Macht Stehende getan hat, um derartige Schiaden zu vermei-
den.« (Hilgendorf, 2019, S. 363)

Nun wirkt sich die legitimerweise bemingelte, {ibertriebene Fo-
kussierung auf Dilemma-Situationen negativ auf deren generelle
Glaubwiirdigkeit aus (vgl. Bonnefon et al., 2019, S. 503). Eine zentra-
le Rolle kommt in diesem Zusammenhang der Uberbetonung einer
vermeintlichen Analogie zwischen unvermeidbaren Unfallsituatio-
nen und dem Trolley-Problem zu.%> Dilemma-Situationen wiirde
per se jegliche praktische Bedeutsamkeit abgesprochen, wenn sie le-
diglich als anwendungsnahe Instanzen von Trolley-Fillen aufgefasst
wiirden, deren Plausibilitat, wie spater gezeigt wird, leicht angreifbar
ist:

When the media refers to the trolley problem in the context of vehicle

automation, they seem to use it as a stand-in for a range of more

65 Das Trolley-Problem ist ein philosophisches Gedankenexperiment, das mora-
lische Priferenzen in dilemmatischen Entscheidungssituationen untersucht.
Mogliche Analogien zwischen Trolley-Problem und Unfallalgorithmen werden
in Kap. 4.1.4 diskutiert.
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subtle ethical decisions an automated vehicle may face, many of which
will have less obvious moral undertones, uncertain outcomes, and con-
sequences that are not life-threatening. This is a problem because critics
of automated vehicle ethics can argue that any research into ethical deci-
sion making for automated vehicles is unnecessary or wasteful simply
by attacking the trolley problem. (Goodall, 20164, S. 812)

Die vorherrschende Motivation der Kritiker von Dilemma-Szenari-
en ist es, den Fokus auf dringendere praktische Probleme zu lenken,
welche vor allem im Zusammenhang mit Strategien zur Unfallver-
meidung auftreten. Hierbei geht es vordergriindig um Abwiagungen
ethisch relevanter Ziele, wie beispielsweise zwischen Sicherheit und
Effizienz im Sinne von Zeitverlust durch eventuell notige Geschwin-
digkeitsreduzierung in spezifischen Fahrsituationen (vgl. Hansson
et al., 2021, S.1393; Nyholm, 2018¢, S. 8, Endnote 5). Welcher (Min-
dest-)Abstand soll zu anderen Verkehrsteilnehmern eingehalten wer-
den? Wie soll die Bremsreaktion bei gelber Ampel geregelt wer-
den? Fiir derartige Situationen lautet die allgemeine Empfehlung,
das Verhalten autonomer Fahrzeuge an einer vernunftgesteuerten,
Common-Sense-Fahrweise auszurichten, welche im Kern auf einer
alltagstauglichen Heuristik, der Minimierung des Gesamtschadens
bzw. des absoluten Schadensrisikos, basiert (vgl. Freitas et al., 2021,
S.2-6).

Mégliche Unfalldilemmata jedoch zugunsten wahrscheinlicherer
Alltagssituationen génzlich zu vernachléssigen, zeugt von einer Hal-
tung, die die Bedeutung von dilemmatischen Szenarien fiir das au-
tonome Fahren unterschitzt. So wird in der Literatur, die Dilemma-
Szenarien kritisch gegeniibersteht, haufig ein entscheidender Punkt
ibersehen: Das zugrundeliegende Entscheidungsdilemma tritt im-
plizit weitaus hdufiger in alltiglichen Fahrsituationen auf, als uns
bewusst ist. Als beispielhafte Situation beschreibt Lin (2017) ein au-
tonomes Auto, das durch eine enge Gasse fahrt, in der sich links eine
Gruppe von Personen befindet, rechts nur eine Person. Wo soll sich
das Auto in der Fahrspur positionieren — mittig, eher rechts, eher
links?%¢ Oder mit welcher Intensitit soll das Fahrzeug bei einem
auf die Strafle laufenden Tier bremsen, um mogliche Auffahrunfille
im nachfolgenden Verkehr zu vermeiden (vgl. Lin, 2013b)? In bei-

66 Goodall (2016b, S.31) beschreibt ein dhnliches Szenario auf einer dreispurigen
Strafle, wo sich das autonome Fahrzeug in der mittleren Fahrspur zwischen
einem LKW und einem kleinen PKW positionieren muss.
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den Beispielen enthalten die Fahrentscheidungen implizite ethische
Werturteile:

The behavior of the vehicle can have an ethical component, even if the
vehicle is not in immediate danger. The decisions of how to position it-
self within a lane, how much buffer to provide a pedestrian, whether the
buffer size should change based on a pedestrian’s behavior or physical
attributes, what type of headway to allow—these all carry some risk of
crashing. [...] More subtle but just as difficult choices exist for almost all
driving. (Goodall, 20164, S. 813-814)

In alltdglichen Verkehrssituationen findet eine ethisch problemati-
sche Wahl zwischen verfiigbaren Trajektorien statt, die gleichbedeu-
tend ist mit der Zuweisung relativer Schadensrisiken an involvierte
Personen bzw. Parteien:

Even if every action of an autonomous car is oriented toward minimiz-
ing the absolute risk of a crash, each action will also shift relative risk
from one road user to another [...]. The cars may not be making deci-
sions between outright sacrificing the lives of some to preserve those of
others, but they will be making decisions about who is put at marginally
more risk of being sacrificed. (Bonnefon et al., 2019, S. 503)

Auch wenn es in diesen »low stakes scenarios« (Freitas et al., 2021,
S.4) moglicherweise gar nicht um tatsdchliche Unfille, sondern le-
diglich um entsprechende Risiken geht, ist das zugrundeliegende
Entscheidungsproblem des Abwégens von Alternativen mit potenzi-
ell ungiinstigen Folgen dasselbe wie jenes, das Dilemma-Szenarien
stellen. Daraus folgt, dass diese im Grunde lediglich ein Problem
pointieren, das auch in vielen alltdglichen Situationen auftritt und
notwendigerweise thematisiert werden muss:

[...] mundane driving situations iterated over time can lead to injuries
and deaths. In this way, such situations are not all that different from
trolley cases or real-world collision scenarios. The only difference lies
in the degree of risk and uncertainty: death or harm to at least one
party is unavoidable in trolley cases, and almost unavoidable in real-
world collision scenarios, while most mundane driving situations have
a significantly lower risk of harm. Despite this difference, mundane
driving situations are rendered ethically challenging in part precisely
because of their structural similarity to trolley cases and real-world col-
lision scenarios: just like these, mundane driving situations will involve
decisions about risk distribution between AV users and other road users.
(Brandle & Schmidt, 2021, S. 1490)
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Vor dem Hintergrund dieser Argumente kann die Auseinander-
setzung mit dem ethischen Entscheidungsproblem, das moralische
Dilemmata auszeichnet, entgegen der Meinung der Kritiker legiti-
merweise als essenziell bewertet werden. Dilemma-Szenarien liefern
trotz geringer Eintrittswahrscheinlichkeit und teilweise mangelndem
Realismus in jedem Fall einen wichtigen Beitrag zur Thematisie-
rung weniger dramatischer, subtil problematischer Alltagsszenari-
en.”” Auch aus der Summe vieler kleiner automatisierter Entschei-
dungen ergibt sich bei Milliarden von zuriickgelegten Kilometern
letztlich doch eine ethisch sehr brisante Thematik (vgl. Bonnefon et
al., 2019, S.503). Da autonome Fahrzeuge in Dilemma-Situationen
einer vorgegebenen Entscheidungslogik folgen, ist es eine praktische
Notwendigkeit, diese im Rahmen des (Software-)Designs bereitzu-
stellen (vgl. Millar, 2014c). Ethischen Fragen wird daher eine erfolgs-
kritische >Klammerfunktion« hinsichtlich der Einfithrung des auto-
nomen Fahrens zugesprochen:

Erst wenn es gelingt, autonom agierenden Fahrzeugen eine Art von Ent-
scheidungsethik mitzugeben, vermag sich die Fahrrobotik auch in der
Praxis zu behaupten. Dies gilt insbesondere fiir sogenannte Dilemma-
Situationen, in denen eine Abwigung getroffen werden muss, welches
Verhalten im Falle einer unvermeidbaren Kollision den beteiligten Per-
sonen innerhalb und auflerhalb des Fahrzeugs den geringsten Schaden
zufiigt. (Minx & Dietrich, 2015, S. VI)

Unfallszenarien mit dilemmatischen Strukturen sind also nicht nur
prinzipiell moglich, sondern sie treten auch tatsichlich auf. Doch
wie konnen sie entschieden werden? Im nichsten Unterkapitel wird
ausgefiihrt, weshalb eine »einfache Entscheidungs, welche Unfallal-
gorithmen mittels Heuristiken normiert, der Komplexitit des Pro-
blems nicht gerecht wird.

67 Eine treffende Formulierung dieser Erkenntnis findet sich auch bei Fried (2012,
S.512), die sich zwar auf das klassische Trolley-Problem bezieht, deren hier
zitiertes Argument sich aber verallgemeinern ldsst: »By presenting tragic choices
only in »extreme and desperate, indeed (outside of the context of war) freakish,
circumstances, the trolley literature has inadvertently led both authors and con-
sumers of that literature to regard tragic choices themselves as rarely occurring
and freakish in nature. But they are neither of these things. They are ubiquitous
and for the most part quotidian, and typically result [...] from the finite nature
of the resources we depend on to realise our projects in the world.«
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3.2.2 Sind Unfallalgorithmen normierbar?

Wenn es um mogliche Entscheidungsstrategien fiir Dilemma-Szena-
rien im autonomen Fahren geht, taucht im einschldgigen Literatur-
diskurs immer wieder die Fragestellung auf, inwiefern Unfallalgo-
rithmen iiber die Implementierung einfacher Heuristiken wie z. B.
»immer bremsen< oder >immer ausweichen< normiert werden kon-
nen. Voraussetzung fiir jegliche Uberlegungen dieser Art ist, dass
eine allgemeingiiltige, triviale Standardstrategie existiert, die fiir alle
denkbaren Fille stets die beste aller verfiigbaren Optionen darstellt.
Einen praxisorientierten Ansatz, der sich an diesem Ziel orien-
tiert, legt Davnall (2020) vor. Unter Bezugnahme auf fahrphysika-
lische Mechanismen statischer und kinetischer Reibung argumen-
tiert sie, dass maximales Abbremsen bei gleichzeitigem Spurhalten
stets zum geringsten Schadensrisiko fithrt und somit simtlichen
Ausweichmandévern vorzuziehen ist.®8 Davnalls Vorschlag unterliegt
jedoch ernsthaften Limitierungen, die seine Eignung fiir einen prak-
tischen Einsatz in Frage stellen. So ist er erstens nur fiir vergleichs-
weise triviale Szenarien im Stadtverkehr plausibel, an denen nur
ein Fahrzeug mit niedriger Geschwindigkeit beteiligt ist. Fiir Land-
straffen und Autobahnen muss realistischerweise davon ausgegan-
gen werden, dass weitere Fahrzeuge involviert sind; hier wiirden
Auffahrunfille billigend in Kauf genommen, bei denen schwerwie-

68 Dafiir filhrt Davnall zwei Griinde an: Zum einen verringert zeitgleiches Auswei-
chen die Bremswirkung, wodurch die Wucht des Aufpralls mit dem Kollisions-
objekt weniger stark geddmpft wird. Zum anderen besteht bei Ausweichmang-
vern die Gefahr, dass das Fahrzeug ins Schleudern gerdt und unvorhersehbare
Trajektorien einschlagt. Problematisch ist hierbei, dass z. B. fiir Fufiganger bei
seitlichem Aufprall ein deutlich hoheres Verletzungsrisiko besteht als bei einem
Kontakt mit der frontalen Knautschzone eines Fahrzeugs (vgl. Davnall, 2020,
S. 440-441). Fur Davnall ist die Kontrollierbarkeit des resultierenden Risikos
daher der entscheidende Faktor: »The car does not face a decision between
hitting an object in front of it and hitting an object off to one side. Instead,
the decision is better described as being between a controlled manoeuvre—one
which can be proven with generality to result in the lowest impact speed of any
available option— and a wildly uncontrolled one.« (Ebd., S.442-443) Lielen
sich Szenarien auf diese Weise normieren und damit eindeutig entscheiden,
handelt es sich streng genommen nicht mehr um Entscheidungsdilemmata.
Diese treten nach Davnalls Auffassung nur dann auf, wenn Bremsvorginge
nicht ausgefiihrt werden kénnen - beispielsweise, wenn die Bremsen versagen,
was allerdings sehr selten vorkommt.
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gende Folgen nicht auszuschliefien sind. Zweitens wird aufler Acht
gelassen, dass sich dynamische Kollisionsobjekte wie z. B. Fufigan-
ger irrational verhalten und unerwartet ihre Position verdndern
konnen, sodass ihr Schadensrisiko nicht allein von den Aktionen
des involvierten autonomen Fahrzeugs abhédngt, sondern auch von
ihren eigenen. Das Verkehrsgeschehen ist ein offenes System mit un-
endlich vielen Szenarien, die von dynamischen Faktoren abhéngig
sind. Drittens konnen fahrphysikalische Eigenschaften je nach Wit-
terung variieren und z. B. Bremswege bei Schnee oder starker Nasse
verandern. Viertens — und das wiegt moglicherweise am schwersten
- beschrénkt sich Davnalls Entwurf auf eine fahrzeugdynamische
Perspektive, die jegliche Sensibilitit fiir die ethische Dimension von
Entscheidungsdilemmata vermissen ldsst. Auf dieser Grundlage lasst
sich argumentieren, dass rein physikalische Ansitze grundsitzlich
nicht geeignet sind, um ethische Probleme zu entscheiden:

[...] some decisions are more than just a mechanical application of traf-
fic laws and plotting a safe path. They seem to require a sense of ethics,
and this is a notoriously difficult capability to reduce into algorithms for
a computer to follow. (Lin, 2015, S. 69)

Welche Entscheidungsstrategien resultieren nun aus einer ethischen
Wiirdigung von Dilemma-Szenarien? Angesichts der enormen Viel-
falt und des hohen Komplexititsgrades moglicher Szenarien und
der jeweils tangierten ethischen Problemstellungen, die u. a. durch
die zuvor beschriebenen Beispielszenarien zum Ausdruck kommen,
erscheint es plausibel, Dilemma-Situationen als individuelle Einzel-
falle zu beurteilen, die sich nicht mit vergleichsweise einfachen
Heuristiken entscheiden lassen (vgl. Birnbacher & Birnbacher, 2016,
S.12; Lin, 2017). Dies steht in Einklang mit der Feststellung der
Ethik-Kommission, dass eine abstrakt-generelle Regelung iiber alle
denkbaren Szenarien hinweg prinzipiell fragwiirdig ist, was auch die
Priorisierung von Sach- iiber Personenschdden einschliefit, sofern
Konsequenzen katastrophalen Ausmafles zu erwarten sind:

Das Problematische an Dilemma-Situationen ist [...], dass es sich um
Entscheidungen handelt, die aus dem konkreten Einzelfall heraus bei
Betrachtung verschiedener Faktoren heraus getroffen werden missen.
Konkrete Normierungen wie zum Beispiel >Personenschaden vor Sach-
schaden«< erscheinen daher bei Dilemma-Situationen zwar moglich,
aber als abstrakt generelle Regelung werfen sie Zweifel in Fallen auf,
in denen zum Beispiel die Folge eines Sachschadens das Auslaufen
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eines Tanklasters oder auch der Zusammenbruch des Stromnetzes einer
Metropolregion sein konnte. Abstrakt generelle Regelungen wie Sach-
schaden vor Personenschaden treffen bei der Vielfalt und Komplexitat
der verschiedenen denkbaren Szenarien auf das Problem, dass eine
Normierung aller Situationen nicht méglich ist. Die Pramisse der Mini-
mierung von Personenschidden kann nur dann konsequent eingehalten
werden, wenn eine Folgenabschitzung bei Sachschidden versucht wird
und mégliche folgende Personenschéden in das Verhalten bei Dilemma-
Situationen einkalkuliert werden. (Di Fabio et al., 2017, S.17)

Ein weiteres Argument, das einer auf trivialen Heuristiken basie-
renden Entscheidungsstrategie fiir Dilemma-Szenarien eine Absage
erteilt, fuflt auf verantwortungsethischen Uberlegungen. Die Verant-
wortung fiir die Aktionen autonomer Systeme liegt bei denjenigen,
die festsetzen, wie diese in einer bestimmten Situation agieren sol-
len, i. e. beim »Hersteller und Betreiber der technischen Systeme
und [...] [den] infrastrukturellen, politischen und rechtlichen Ent-
scheidungsinstanzen.« (Ebd., S. 11) Problematisch wird diese Verant-
wortungsverschiebung dann, wenn die normierte Programmierung
eines autonomen Fahrzeugs im konkreten Dilemma-Fall zu einem
suboptimalen Ergebnis fithrt. Lin (2017) erklért, dass dies besonders
im Fall von Standardimplementierungen gravierende Rechtsfolgen
fiir Hersteller bzw. Entwickler nach sich ziehen kénnte, denn der
Verzicht auf eine sorgfaltige Einzelfallbetrachtung kime einer Verlet-
zung der Sorgfaltspflicht bei der Produktentwicklung gleich:

If a human driver made a fatal snap-decision in an emergency, it'd just
be a tragic accident, and we’d be hard-pressed to blame the driver. But if
an Al driver made the exact same decision, it’s no longer an unfortunate
reflex but more like premeditated homicide; a self-driving car must be
programmed and its behavior scripted or purposely trained. So, there
could be implications for legal liability. [...] It might be that there’s
no »right< decision, but to systematically decide in a certain way—for
instance, to always protect the driver iiber alles—could be faulted, espe-
cially if that design decision was made unilaterally by the company and
in secret. (Ebd., o. S., Hervorh. i. Orig.)

Ferner bildet das Sicherheitspotenzial autonomer Fahrsysteme die
zentrale Legitimationsgrundlage fiir die angestrebte Automatisie-
rung des Verkehrs. Die Ethik-Kommission sieht eine positive Ri-
sikobilanz als das entscheidende Kriterium dafiir an, dass die Zu-
lassung autonomer Fahrzeuge fiir den o6ffentlichen Straflenverkehr
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vertretbar ist (vgl. Di Fabio et al., 2017, S.10). Kurz gesagt: Nur
wenn automatisierte Systeme die Sicherheit tatsachlich erhohen, ist
ihre Einfithrung gerechtfertigt. Eine rein aggregierte Sichtweise auf
den potenziellen Sicherheitszuwachs ist hier allerdings nicht ausrei-
chend; vielmehr ist es erforderlich, dass autonome Fahrzeuge in
jeder moglichen Situation eine nicht nur gleichwertige, sondern bes-
sere Fahrentscheidung (im Sinne hoherer Sicherheit bzw. geringeren
Schadens) treffen als der Mensch. Das Postulat der Optimierung
automatisierten Verhaltens schliefSt demnach auch Unfallsituationen
mit dilemmatischen Strukturen ein. Wie zuvor bereits gezeigt, stellt
eine Normierung derselben in keiner Weise einen addquaten Ansatz
dar, die den beschriebenen Anforderungen geniigt: »Technische Sys-
teme [...] sind [...] auf eine komplexe oder intuitive Unfallfolgenab-
schitzung nicht so normierbar, dass sie die Entscheidung eines sitt-
lich urteilsfdhigen, verantwortlichen Fahrzeugtfiihrers ersetzen oder
vorwegnehmen konnten.« (Ebd., S. 11, Regel 8)

Zusammenfassend kann festgehalten werden, dass Dilemma-Sze-
narien sich nicht pauschal entscheiden lassen, sondern nur im
Rahmen einer differenzierten ethischen Einzelfallbetrachtung. So
stellt die Ethik-Kommission neben der Absage an eine triviale, heu-
ristische Entscheidungsstrategie fiir Dilemma-Szenarien fest, dass
Letztere ebenfalls »nicht ethisch zweifelsfrei programmierbar« (2017,
S.11) sind. Auch wenn Unfalldilemmata keine eindeutige Losung
haben, miissen sie aus praktischer Sicht kein uniiberwindbares Hin-
dernis darstellen, sofern die Programmierung von Unfallalgorith-
men nicht lénger als die Suche nach der »einzig richtigen Antwort<
missverstanden wird. Vielmehr muss der Fokus auf der argumentati-
ven Herleitung ethisch vertretbarer Entscheidungsstrategien liegen,
welche sich im Zuge eines Prozesses erarbeiten lassen, bei dem Ent-
scheidungen fiir oder gegen konkrete Handlungsoptionen sorgfaltig
auf der Grundlage moralischer Uberlegungen getroffen werden:

[...] what’s important isn’t just about arriving at the >right< answers to
difficult ethical dilemmas, as nice as that would be. But it’s also about
being thoughtful about your decisions and able to defend them - it’s
about showing your moral math. (Lin, 2014a, 0. S.)

Jenseits der ethischen Perspektive auf Unfalldilemmata ldsst sich
deren Bedeutung auch im Hinblick auf gesellschaftliche und techni-
sche Aspekte argumentativ untermauern; dies wird im Folgenden
ausgefiihrt.
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3.2.3 Gesellschaftliche und technische Relevanz von Dilemma-
Szenarien

In Ergdnzung zu den bisher skizzierten Argumenten fiir die Rele-
vanz unvermeidbarer Unfallsituationen, die sich auf deren Existenz
und die Moglichkeit ihres Auftretens beziehen, sollen an dieser Stelle
noch zwei weitere relevante, praxisbezogene Perspektiven Beachtung
finden. Zum einen bescheinigen zahlreiche empirisch gestiitzte For-
schungsbeitrdge Dilemma-Situationen eine zentrale Bedeutung fiir
die Akzeptanz autonomer Fahrzeuge durch potenzielle Nutzer. Da-
bei wird beispielsweise mangelndes Vertrauen in die Sicherheit der
Technologie, welche sich in (ethischen) Notsituationen als beson-
ders kritisch erweist, als eines der gewichtigsten sozialen und psy-
chologischen Hindernisse identifiziert, die einer Masseneinfithrung
des autonomen Fahrens im Wege stehen (vgl. Adnan et al., 2018,
S. 824-828; Choi & Ji, 2015, S. 694-700; Edmonds, 2019; Shariff et
al.,, 2017, S. 694-695). Erklarbarkeit (explainability) und Transparenz
(transparency)® sind zentrale Anforderungen fiir die soziale Akzep-
tanz von algorithmischen Entscheidungssystemen, denn komplexe
und intransparente Algorithmen geben den Nutzern das Getfiihl,
die Kontrolle zu verlieren und der Maschine ausgeliefert zu sein.
Verlasslichkeit und Vertrauenswiirdigkeit’ sind essenzielle Qualita-
ten fiir die Adoption autonomer Technologien (vgl. Chilson, 2022,
S.232-235; Othman, 2021, S.358-360). Entsprechende Mangel ma-
nifestieren sich in einer grundsitzlichen Skepsis gegeniiber statisti-
schen Algorithmen, was unter dem Begrift der Algorithm Aversion
gefasst wird (vgl. Dietvorst et al., 2015, S.115; Shariff et al., 2017,
S.695). Menschliche Fehler sind zu einem gewissen Grad abschatz-
bar’!, algorithmische nicht; die Frage nach dem sozial akzeptablen

69 Chilson (2022, 235-239) beschreibt sechs Merkmale, die als Desiderate fiir
das Design autonomer Fahrsysteme geeignet sind, angemessenes Vertrauen
der Nutzer zu generieren: Wiederholbarkeit, Vorhersehbarkeit, Zuverlassigkeit,
Transparenz, Rekonstruierbarkeit und Erklarbarkeit.

70 Siehe hierzu auch den Beitrag von Weydner-Volkmann (2021), der den Begriff
>Technikvertrauenc als komplementdres Konzept zu >Akzeptanz< und >Akzepta-
bilitat« entwickelt.

71 Erwiahnenswert ist in diesem Zusammenhang ein Beitrag von Zerilli et al.
(2019), der aufzeigt, dass auch viele menschliche Entscheidungen mit Transpa-
renzproblemen behaftet sind.
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Risiko (»Wie sicher ist sicher genug?«) ist zentral, wenn es um die
Adoption neuer Technologien geht.”?

Nun legen im Kontext autonomer Fahrzeuge durchgefiihrte empi-
rische Untersuchungen nahe, dass moralische Dilemma-Situationen
aus Sicht potenzieller Nutzer stark negative Affekte transportieren.”
Sie werden mit hohen Risiken erheblicher korperlicher Schaden as-
soziiert und deshalb als bedeutsamer im Vergleich zu anderen tech-
nischen, rechtlichen und ethischen Herausforderungen betrachtet
(vgl. Gill, 2021, S. 662-669). Negative 6ffentliche Reaktionen auf rea-
le Unfille mit Beteiligung autonomer Fahrzeuge sind geeignet, das
Vertrauen potenzieller Nutzer in die Fahrautomatisierung zusitzlich
zu untergraben. Sind die Verbraucher nicht von der Sicherheit der
Fahrzeuge im Notfall iiberzeugt, verzichten sie unter Umstinden
auf eine Investition bzw. Nutzung. Bonnefon et al. (2020, S.109-111)
beschreiben dies als » Opt-Out«-Problem.” Die in der Folge stagnie-
rende Nachfrage wiirde aufgrund ihrer stimulierenden Wirkung auf

72 Diese Frage lasst sich nicht technologisch, sondern nur psychologisch oder
soziologisch beantworten. An dieser Stelle sei auf weiterfithrende empirische
Studien zur Nutzerakzeptanz und Risikowahrnehmung autonomer Fahrsysteme
verwiesen. So untersuchen Brell et al. (2019), wie autonome Fahrzeuge hinsicht-
lich ihres diversen Risikopotenzials wahrgenommen werden. Eine zentrale Rolle
fir die Risikowahrnehmung spielen dabei die individuellen Vorerfahrungen, die
potenzielle Nutzer mit autonomen Fahrfunktionen gemacht haben. Diese These
stiitzen auch Raue et al. (2019), die in ihrer Studie den Einfluss von Gefiihlen
auf die Akzeptanz erforschen. Relevant ist in diesem Kontext auch, dass von
selbstfahrenden Autos begangene Fehler oft anderer Art sind als menschliche.
Wie Prototypenfahrten zeigten, kommt es in verhaltnisméfig trivialen Situatio-
nen zu Problemen, wenn die Fahrsysteme nicht weiterwissen, weil z. B. sponta-
ne Baustellen den Fahrtweg versperren.

73 Die dominante verhaltensékonomische Forschung geht von der Prospect-Theo-
rie aus, der zufolge ein Schliisselfaktor fiir die Nutzerakzeptanz von Innovatio-
nen in der relativen Risikowahrnehmung von Individuen liegt, die grundstz-
lich verlustavers sind und Risiken héher gewichten als potenzielle Vorteile (vgl.
Kahneman & Tversky, 1979, S.274-288). Dabei wirken sogenannte Affekt-Heu-
ristiken: Ereignisse, die starke affektive bzw. emotionale Reaktionen hervorru-
fen, erhalten iiberproportionales Gewicht in der Entscheidungsfindung (vgl.
Slovic et al., 2007, S.1336-1349), wobei die Wahrscheinlichkeit von deren Auf-
treten vernachlassigt wird (vgl. Rottenstreich & Hsee, 2001, S. 186-190; Sunstein,
2003, S.123-129).

74 Dieses Problem ist vielschichtig: Auch wenn Dilemma-Szenarien bei der Pro-
grammierung von Unfallalgorithmen beriicksichtigt werden, ist es dennoch
wahrscheinlich, dass Verbraucher von einer Nutzung Abstand nehmen, sofern
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Kapitalinvestitionen und Produktionskapazititen eine grof3fldchige
Einfithrung des autonomen Fahrens in weite Ferne riicken lassen
(vgl. Kumfer & Burgess, 2015, S.130). Damit wiirden auch erwartete
positive Effekte der Verkehrsautomatisierung zunichst ausbleiben;
die anvisierte Mobilitidtswende wiirde ausgebremst. Dilemma-Szena-
rien kommt daher eine hohe emotionale Bedeutung und ein un-
verhaltnisméflig starkes Gewicht bei individuellen und 6ffentlichen
Entscheidungen zu, die sich auf die Entwicklung und Akzeptanz
autonomer Fahrzeuge beziehen (vgl. Bonnefon et al., 2015, S.3;
Misselhorn, 2018b, S.189). Entsprechend konstatiert Lin (2014a, o.
S.): »Often, the rare scenarios are the most important ones, making
for breathless headlines.«

Zum anderen sprechen auch technische Griinde dafiir, dass Di-
lemma-Szenarien bei der Entwicklung hoherstufig automatisierter
Fahrzeuge Beriicksichtigung finden miissen. Diese hdangen mit der
prinzipiellen Begrenztheit maschineller Leistungsfahigkeit und Lo-
gik zusammen. So besagt das in den 1980er-Jahren entdeckte Mora-
vec’sche Paradoxon, dass - entgegen lange Zeit gehegter Annahmen
in der Forschung - intellektuell anspruchsvolle Tatigkeiten des Den-
kens weniger maschinelle Rechenleistung erfordern und daher von
Systemen Kiinstlicher Intelligenz sehr gut erlernt werden kénnen. Im
Gegensatz dazu benétigen jedoch sensomotorische Tatigkeiten, die
Menschen tendenziell leichtfallen, hohe maschinelle Rechenkapazi-
taten:

[...] it has become clear that it is comparatively easy to make computers
exhibit adult-level performance in solving problems on intelligence tests
or playing checkers, and difficult or impossible to give them the skills
of a one-year old when it comes to perception and mobility. (Moravec,
1988, S. 15)

Anders ausgedriickt: Menschen und Maschinen haben unterschied-
liche Starken und Schwichen. Ein Algorithmus hat Vorteile in Bezug
auf Prozesse der Datenverarbeitung, er ldsst sich nicht ablenken oder
von Emotionen leiten (vgl. Kirkpatrick, 2015, S.19). Jedoch hat er
Schwierigkeiten, Objekte korrekt zu erkennen und das Verhalten an-
derer Verkehrsteilnehmer zu interpretieren; Techniken maschineller

das im Notfall aktivierte Unfallverhalten sie selbst einem (subjektiv) inakzepta-
blen Risiko aussetzt (siehe Diskussion in Kap. 7.3).
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Perzeption reichen (noch) nicht an menschliches Urteils- und Reak-
tionsvermogen heran (vgl. Fagnant & Kockelman, 2015, S.169-170;
Kirkpatrick, 2015, S.19; Winkle, 2015, S.369). Auch die menschliche
Fahigkeit, in konkreten Situationen intuitiv entscheiden zu konnen,
mit welcher Intensitdt wir beispielsweise bremsen oder beschleuni-
gen, ldsst sich nicht ohne Weiteres in Algorithmen iibersetzen (vgl.
Himmelreich, 2018, S. 678). Hinzu kommt, dass Maschinenlogik an-
gesichts von hypothetischen, unsicheren oder mehrdeutigen Szena-
rien an ihre Grenzen stofit. Eine Maschine muss sich stets in einem
innerhalb ihres Systems definierten Zustand befinden, d. h. sie muss
zu jedem Zeitpunkt die moglichen Ausgdnge ihrer Handlungen
kennen,”> und die Uberginge in mogliche Folgezustinde miissen
entsprechend des vom System erkannten Eingabealphabets definiert
sein (vgl. Wallach & Allen, 2008, S. 86-89).7° Ist dies nicht der Fall,
gelangen die Systemalgorithmen unter Umstinden nicht zu einem
Ende, wodurch es zum Systemabsturz kommen kann. Eben diese
Unfahigkeit, mit unvorhergesehenen Ereignissen im Straflenverkehr
angemessen umzugehen, macht es erforderlich, Maschinen fiir eine
moglichst grofie Bandbreite an denkbaren Situationen mit Leitlinien
zur Handlungsorientierung auszustatten (vgl. Lin, 2013b). Dies gilt
umso mehr, wenn es sich um Situationen handelt, in denen Perso-
nenschidden unabwendbar sind.

75 In einer dynamischen Verkehrsumgebung lassen sich die unmittelbaren Folgen
einer Handlung in den seltensten Fillen eindeutig bestimmen. Aufgrund des
interaktiven Charakters von Verkehrssituationen ist der Raum potenziell mog-
licher Szenarien prinzipiell unbegrenzt; dennoch ist es im Hinblick auf die
Robustheit von Systemen erforderlich, so viele Félle wie moglich abzudecken.

76 Zustandsiibergiange konnen verschiedener Art sein. Sie konnen sich beispiels-
weise an Verkehrsregeln orientieren — das Fahrzeug geht dann aufgrund einer
Geschwindigkeitsbeschrankung in einen Fahrzustand mit geringerer Geschwin-
digkeit {iber. Oder sie konnen eine Reaktion auf das Verkehrsverhalten anderer
Verkehrsteilnehmer sein, etwa wenn das vorausfahrende Fahrzeug bremst. Im
Fall moralischer Dilemma-Situationen erfolgen Zustandsiibergange anhand von
moralischen Kriterien, die z. B. dariiber entscheiden, ob ausgewichen wird oder
nicht.
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3.3 Zwischenergebnis: Die zentrale Bedeutung von Dilemma-
Szenarien

Ziel des ersten Teils des Buches war es, die Problemstellung der
Gestaltung von Unfallalgorithmen in den bestehenden Forschungs-
diskurs des autonomen Fahrens einzuordnen und dabei die beson-
dere Bedeutung herauszuarbeiten, die dilemmatischen Unfallszena-
rien zukommt. An dieser Stelle sollen die zentralen Ergebnisse im
Hinblick auf diese Zielsetzung nochmals in pragnanter Form zusam-
mengefasst werden.

Ansitze einer ethischen Untersuchung von Dilemma-Szenarien
werden hdufig auf der Basis des Arguments kritisiert, dass Letzte-
re keine oder nur eine marginale Bedeutung fiir dringende For-
schungsfragen rund um das autonome Fahren besdflen. Unfalldilem-
mata seien unwahrscheinlich bzw. sehr selten, oftmals iibersteigert
dargestellt und unberechtigterweise mit hoher medialer Aufmerk-
samkeit bedacht. Wie in diesem Teil der Forschungsarbeit deutlich
gemacht wurde, sind diese Kritikpunkte jedoch in vielerlei Hinsicht
unzutreffend. Aus theoretischer Sicht spielen Dilemma-Szenarien
des autonomen Fahrens als Use Cases v. a. fiir den maschinenethi-
schen Diskurs eine grofie Rolle, indem sie zentrale Fragen maschi-
neller Handlungsfahigkeit in einen praktischen Zusammenhang stel-
len. Ferner weisen Unfalldilemmata eine hohe praktische Relevanz
fiir die Entwicklung autonomer Fahrzeuge auf. Das zentrale Argu-
ment lautet hier, dass die dilemmatische Grundstruktur, die dem
Entscheidungsproblem zugrunde liegt, implizit in vielen kleinen,
alltaglichen Fahrentscheidungen enthalten ist. Entscheidungen iiber
Abstinde, Geschwindigkeiten oder Trajektorien implizieren stets
eine Abwigung relevanter Handlungsgriinde bzw. Werte, auch wenn
es uns nicht immer bewusst ist. Die Auseinandersetzung mit Un-
falldilemmata ist daher eine ethische Notwendigkeit und bedeutet
keineswegs, dass andere (ethische) Probleme weniger wichtig wéren.
Ingenieurtechnische Anforderungen an die Robustheit des Designs
autonomer Fahrsysteme sowie die psychologische Rolle, die Dilem-
ma-Szenarien fiir die Akzeptanz der neuen Technologie spielen,
machen es unumginglich, Antworten fiir moglichst viele denkbare
Szenarien zu finden. Diese reprisentieren stets Einzelfille, die weder
normierbar sind noch plausibel anhand von Heuristiken entschie-
den werden konnen.
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1.
Problemzugange in zwei Diskursen:
Darstellung und Kritik

In diesem zweiten Teil des Buches wird, im Anschluss an die ein-
schldgigen Diskurse in der Angewandten Ethik bzw. Technikethik ei-
nerseits und der Metaethik andererseits, in zwei Kapiteln das zentra-
le Argument entwickelt, welches die erste These der Forschungsar-
beit begriindet: Ein Zugang zur Gestaltung von Unfallalgorithmen,
der weiten Teilen des einschlagigen Forschungsdiskurses zugrunde
liegt, weist sowohl methodische als auch inhaltliche und problem-
strukturelle Schwichen auf, die (zu) viele Fragen offenlassen.

In Kap. 4 wird zunéchst das zweite Teilziel erarbeitet, indem do-
minante Ansatze bisheriger Forschung, welche die Programmierung
von Unfallalgorithmen als Problematik moralischer Designentschei-
dungen begreifen, anhand relevanter Literatur rekonstruiert und
einer kritischen Betrachtung unterzogen werden. Eine differenzierte
Auseinandersetzung wird zeigen, dass eine (ausschliefSlich) moral-
philosophische Konzeption von Unfallalgorithmen mit zahlreichen
Schwierigkeiten behaftet ist, die alternative Zuginge erforderlich
machen.

Der argumentative Gedankengang des vierten Kapitels ldsst sich
im Einzelnen wie folgt wiedergeben: Als Hinfiihrung zur Thematik
wird in Kap. 4.1 skizziert, weshalb sich eine algorithmische Ent-
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scheidungsfindung in dilemmatischen Fahrsituationen durch eine
dezidiert ethische Dimension auszeichnet. Unter Bezugnahme auf
den einschldgigen maschinenethischen Diskurs werden spezifische
Herausforderungen bei der Implementierung maschineller Moral
konkretisiert, wobei insbesondere auf Methoden maschinellen Ler-
nens eingegangen wird. Im Anschluss an eine systematische Proble-
matisierung reprisentativer Dilemma-Szenarien wird thematisiert,
inwiefern diese sich plausibel als Instanzen eines modifizierten, an-
gewandten Trolley-Problems darstellen lassen. In Kap. 4.2 wird sich
sodann dem lebensweltlichen Kontext zugewandt, in dem das An-
wendungsproblem zu verorten ist. Es wird zunéchst die gesellschaft-
lich-soziale Tragweite von Unfalldilemmata ergriindet, bevor die
spezifische Problematik ihrer Regulierung in pluralistisch geprégten
Gesellschaften diskutiert wird. Zudem wird die These vertreten, dass
Designstrategien fiir Unfallalgorithmen notwendigerweise als Ent-
scheidungen unter Risiko zu konzipieren sind. In den nachfolgenden
beiden Unterkapiteln werden schliefllich konkrete Ansétze evaluiert,
die im Rahmen des dominanten Forschungszugangs vorgeschlagen
wurden: Zunidchst werden in Kap. 4.3 deskriptive Ansitze kritisch
beleuchtet, die mittels Methoden experimenteller Ethik versuchen,
sich dem Anwendungsproblem anzunihern. In Kap. 4.4 wird nach-
gewiesen, dass normative Begriindungsversuche aus der philosophi-
schen Ethik insbesondere hinsichtlich der konkreten Implementie-
rung eines Prinzips der Schadensminimierung an strukturelle und
praktische Grenzen stoflen. Abschliefend werden in Kap. 4.5 die
Ergebnisse des vierten Kapitels in einer zentralen Schlussfolgerung
zusammengefithrt (zweites Zwischenergebnis).

Kap. 5 ist der Erarbeitung des dritten Teilziels der Forschungsar-
beit gewidmet. Dieses besteht darin, die Betrachtung des praktischen
Anwendungsproblems um eine theoretisch-formale Komponente zu
erweitern, indem die zugrundeliegende Problemstellung moralischer
Dilemmata aus metaethischer Perspektive erortert wird. Eine Vorge-
hensweise, die anwendungsorientierte Aspekte mit formaler Analyse
verbindet, wird im Rahmen dieser Arbeit als essenziell betrachtet,
um eine differenziertere Perspektive auf den Problemkomplex ent-
wickeln zu konnen, als sie bisher im Rahmen des dominanten For-
schungszugangs vorhanden ist. In diesem Sinne wird anhand einer
metaethischen Rekonstruktion der relevanten Wertekonflikte, die in
Dilemma-Szenarien des autonomen Fahrens zum Tragen kommen,
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eine ganzheitliche Problembetrachtung ermdglicht, die das in Kap.
4 entwickelte Argument zur Verifizierung der ersten These erganzt.
Es wird gezeigt, dass nicht nur im Hinblick auf (praktische) Aspekte
des Anwendungskontextes essenzielle Fragen offenbleiben, sondern
auch hinsichtlich der praktischen und theoretisch-formalen Impli-
kationen, die sich aus der metaethischen Struktur des zugrundelie-
genden Entscheidungsproblems ergeben. Gleichzeitig wird durch
das Eruieren spezifischer Charakteristika von Unfalldilemmata die
Grundlage fiir einen pragmatisch orientierten,”” risikoethischen An-
satz gelegt, der im dritten Teil des Buches mit Blick auf die zweite
These diskutiert wird. Damit liefert das fiinfte Kapitel kein eigenes
Argument im engeren Sinne, sondern fungiert quasi als Bindeglied
zwischen den beiden zentralen Thesen der Arbeit.

Die Struktur des fiinften Kapitels gliedert sich wie folgt: Zunéchst
wird in Kap. 5.1 in die Thematik eingefiihrt, indem Entscheidungs-
dilemmata als Grenzsituationen moralischen Handelns im Lichte
von tradierten Beispielen und Narrativen geschildert werden. Als
Einstieg in die abstrakt-formale Betrachtung von Dilemma-Struktu-
ren werden Kriterien fiir das Vorliegen echter Dilemmata erdrtert
und zu einer anspruchsvollen Definition zusammengefiihrt. Darauf-
hin erfolgt in Kap. 5.2 eine kursorische Darstellung der zentralen
Argumente der einschligigen metaethischen Debatte, die sich mit
der Frage beschiftigt, inwiefern echte Dilemmata {iberhaupt moglich
sind bzw. ob sie tatsichlich existieren. In Kap. 5.3 wird sodann
untersucht, welche definitorische Rolle die Unlosbarkeit von Kon-
fliktsituationen spielt und welche Entscheidungsstrategien sich da-
raus im metaethischen Dilemma-Diskurs ergeben. Zudem wird die
Inkommensurabilitdt spezifischer moralischer Werte als zentrales
Argument zur Begriindung der Abwesenheit systematischer Ansét-
ze zur Entscheidung derartiger Dilemma-Situationen diskutiert. Im
Zuge des Versuchs einer Erklarung, weshalb Akteure angesichts von
moralischen Dilemmata unvermeidlich scheitern, werden zwei Kon-
zeptionen erldutert. Diese argumentieren mittels der Nicht-Einl6s-
barkeit spezifischer Werte bzw. der Nicht-Verhandelbarkeit entspre-
chender moralischer Gebote. Schliefllich wird in Kap. 5.4 die metae-

77 >Pragmatisch¢< wird im Kontext dieser Forschungsarbeit v. a. im Anschluss an
Habermas’ Verwendung des Begriffs im Sinne einer wertorientierten Zweckra-
tionalitét verstanden, siehe Kap. 5.4.2.2.
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thische Ebene zugunsten einer stirkeren Anwendungsorientierung
verlassen. Vor dem Hintergrund der zuvor erlangten Erkenntnisse
wird begriindet, warum eine pragmatische Herangehensweise an
mogliche Entscheidungsstrategien fiir Unfalldilemmata vielverspre-
chend erscheint (drittes Zwischenergebnis), wie sie unter Bezugnah-
me auf risikoethische Konzepte im dritten Teil des Buches herausge-
arbeitet wird.
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4. Unfallalgorithmen als moralisches
Designproblem: Rekonstruktion und Kritik

4.1 Entscheidungsalgorithmen, Dilemma-Szenarien und
vermeintliche Trolley-Analogien

4.1.1 Die ethische Dimension von Entscheidungsalgorithmen

Algorithmen treffen Entscheidungen grundsitzlich anders als Men-
schen; das gilt sowohl fiir Entscheidungen im Allgemeinen als auch
fiir solche ethischer Natur. Fiir eine fundierte ethische Auseinander-
setzung mit dilemmatischen Entscheidungssituationen, denen sich
kiinstliche Systeme gegeniibersehen, ist zumindest ein Grundver-
stdndnis dessen notwendig, was im spezifischen Anwendungskon-
text eine algorithmische von einer menschlichen Entscheidungsfin-
dung unterscheidet. Zentrale Kriterien werden im Folgenden kurz
dargestellt.

In kritischen Unfallsituationen, die im dynamischen Verkehrsge-
schehen meist plétzlich und unvorhergesehen auftreten, reagieren
menschliche Fahrer gewohnlicherweise spontan und intuitiv in Se-
kundenbruchteilen (vgl. Dilich et al., 2002, S.239-240). Da sie we-
der in der Lage sind, Alternativen zu priifen, noch iiberlegte Ent-
scheidungen anhand moralischer Kriterien zu treffen, kann in diesen
Fillen eigentlich nicht von Situationen moralischen Entscheidens
bzw. Handelns gesprochen werden. Letztere entstehen erst dadurch,
dass die Umstande eine (moralisch) begriindete Entscheidungsfin-
dung erlauben; erst durch die Mdoglichkeit einer iiberlegten Reakti-
on werden unvermeidbare Unfallsituationen zu einer moralischen
Problemstellung.”® Wenn algorithmische Fahrentscheidungen durch
Fahrroboter ausgefiihrt werden, sind Menschen jedoch weiterhin

78 Die Diskrepanzen, die sich zwischen konkreten Entscheidungen in Situationen
mit unterschiedlichen zeitlichen Restriktionen ergeben, untersuchen Lucifora et
al. (2021) anhand eines Laborexperiments.
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wesentlich beteiligt. Menschliche Entscheidungen werden sozusagen
vorverlagert, indem sie zum Zeitpunkt der Programmierung die
ethischen Kriterien vorgeben, an denen sich das System in konkreten
Dilemma-Situationen orientieren soll. Weber und Zoglauer (2019,
S.158) prazisieren in diesem Sinne, dass es streng genommen nicht
die autonomen Fahrzeuge sind, die sich im Dilemma befinden, son-
dern die Menschen, die Designentscheidungen iiber die Gestaltung
von Unfallalgorithmen treffen.

Dabei ist die Entscheidungssituation jedoch grundlegend anders
als in Unfallszenarien mit konventionellen Fahrzeugen; moralisch
relevant sind vor allem drei wesentliche Unterschiede. Erstens ver-
fiigt ein autonomes Fahrzeug zur Laufzeit iber mehr Informationen
iiber seine Umgebung und kann diese wesentlich schneller verar-
beiten als ein menschlicher Fahrer (vgl. Nyholm & Smids, 2016,
S.1278). Aufgrund der verkiirzten Reaktionszeit sowie der sensorge-
stiitzten rdumlichen Umfeldwahrnehmung stehen einem autonomen
Fahrsystem in Notsituationen mehr Optionen zur Verfiigung als
einem Menschen, dessen Sicht z. B. auf den nachfolgenden Verkehr
naturgemaf3 eingeschriankt ist. Es kann daher angenommen wer-
den, dass einige Dilemma-Situationen durch den Einsatz autonomer
Fahrsysteme erst entstehen. So wiirde sich das folgende Entschei-
dungsdilemma nur stellen, wenn der Motorradfahrer im Riickspiegel
rechtzeitig wahrgenommen wird, was fiir ein mit Sensoren ausge-
stattetes selbstfahrendes Fahrzeug eher realisierbar ist als fiir einen
menschlichen Fahrer:

A self-driving car finds itself with the following dilemma: either it
brakes to avoid running over a careless pedestrian who crosses the road
suddenly, but the motorcyclist behind who is following too closely will
die in the crash against the rear window; or the car does not brake and
runs over the pedestrian but saves the life of the motorcyclist behind.
(Coca-Vila, 2018, S. 62)

Zweitens wird die Entscheidung dariiber, welche Handlung ein au-
tonomes Fahrzeug im konkreten Dilemma-Fall ausfiithren soll, anti-
zipatorisch lange vor dem Zeitpunkt getroffen und implementiert,
in dem sich die entsprechende lebensweltliche Situation potenziell
manifestiert (vgl. Brandle & Grunwald, 2019, S.286; Faulhaber et
al., 2019, S.400; Hevelke & Nida-Riimelin, 2015¢, S.8-9; Nyholm
& Smids, 2016, S.1280-1281). Die Entscheidungstriger sind dabei
frei von situativem, unmittelbarem Handlungsdruck und psycholo-
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gischem Stress, sie kénnen moralische Argumente priifen und zu
einer iberlegten Entscheidung gelangen. Goodall (2016a, S.813)
beschreibt dies wie folgt: »This may have been an instinctual re-
sponse from the driver, but in the days of vehicle automation, in-
stinct will be replaced by decisions and logic encoded in software,
sometimes programmed years before the crash.« Eine Programmie-
rung, die sich rein am intuitiven menschlichen Reaktionsverhalten
orientiert, wire deshalb ethisch nur schwer zu rechtfertigen:

But the programmer and OEM do not operate under the sanctuary
of reasonable instincts; they make potentially life-and-death decisions
under no truly urgent time-constraint and therefore incur the responsi-
bility of making better decisions than human drivers reacting reflexively
in surprise situations. (Lin, 2015, S. 75)

Drittens zeichnen sich die Aktionen von Fahrrobotern aufgrund der
Implementierung vorab festgelegter Kriterien durch eine generelle
Wiederholbarkeit bei gleichen Eingangsdaten (vgl. Siegel & Pappas,
2023, S.218) — und damit Konsistenz auch in ethischer Hinsicht -
aus. Allerdings sind ihre Handlungsmuster auch systematisch. In der
Folge fallen individuelle, unabhingige Entscheidungen weg; Instinkt
und Impulsivitdt werden durch eine Algorithmenlogik ersetzt, die
zu einer systemischen Verzerrung gemeinhin akzeptierter Risiken
des Straflenverkehrs fithren kann. Diese Algorithmenlogik kommt
nicht nur in einer einzigen, sondern einer Vielzahl von dhnlichen
Situationen zur Anwendung (vgl. Himmelreich, 2018, S. 678). Fiir die
Programmierung ethischer Unfallalgorithmen ergibt sich daher eine
besondere Verantwortung hinsichtlich kontrollierter und aggregier-
ter Effekte:

But our technologies are powerful: they give us increasing omniscience
and control to bring order to the chaos. When we introduce control to
what used to be only instinctive or random - when we put God in the
machine - we create new responsibility for ourselves to get it right. (Lin,
2014b, 0. S.)

Dies gilt insbesondere fiir das Problem, dass zentralisierte und algo-
rithmische Entscheidungsprozesse verzerrt sein und z. B. diskrimi-
nierende Effekte hervorrufen kénnen:

[...] the prospect for the same algorithmic preferences controlling the
vehicles to be replicated across any number of such vehicles leads to
the possibility for identical responses that are governed by the same
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rule-structure. This in turn creates a systemic and collective dimension
whereby the generated outcomes will be reliably and systematically
skewed according to the coded preferences, whether intentional or
not. The crucial differentiator is thus the removal of hitherto discrete
and independent actions undertaken by individuals and the range and
diversity of available responses that flow as a result. The subsequent
harmonization in accumulating these responses skews together results
in systematic biases in relation to certain sets of characteristics. If the
preferred or penalized preferences map onto individual or group char-
acteristics for which discriminating based on those characteristics is
impermissible, these structured biases have been translated into system-
atic discrimination. (Liu, 2018, S. 160-161)

Die jeweiligen Entscheidungssituationen im Kontext autonomer und
konventioneller Fahrzeuge unterscheiden sich demnach wesentlich
in problemstruktureller und epistemischer Hinsicht: Aus einer intui-
tiv-situativen Reaktion wird eine iiberlegte, bewusste Entscheidung
(vgl. Lin, 2015, S.74; Nyholm & Smids, 2016, S.1278-1279), die es
notwendig macht, spezifische Entscheidungsdilemmata nicht nur
ethisch, sondern auch juristisch neu zu bewerten. So schlussfolgern
Dilich et al. (2002, S.246), dass das Resultat von Notsituationen
weniger von den Fahrfahigkeiten des Fahrers abhéngt als vom Zufall
der Umstédnde. Folgerichtig ist ein rechtswidriges Verhalten wie die
Totung eines Menschen nicht zwangsldufig auch als schuldhaft an-
zusehen (vgl. Contissa et al., 2017, S. 368); die entsprechende Person
ist zwar juristisch verantwortlich, aber nicht moralisch schuldig.
Diese in der bisherigen Rechtsprechung weitgehend etablierte Dis-
krepanz zwischen gesetzlichen und moralischen Wertungen ist im
Fall von Algorithmen nur begrenzt anwendbar, wie die Ethik-Kom-
mission (Di Fabio et al., 2017, S. 11, Regel Nr. 8) anmerkt: »Derartige
in der Riickschau angestellte und besondere Umstiande wiirdigende
Urteile des Rechts lassen sich nicht ohne weiteres in abstrakt-gene-
relle Ex-Ante-Beurteilungen und damit auch nicht in entsprechende
Programmierungen umwandeln.« Algorithmen konnen sich nicht
auf psychologische Stressfaktoren oder andere besondere Umsténde
der Entscheidungssituation berufen; ihre Reaktionen sind systema-
tisch und (moralisch) unentschuldbar (vgl. Birnbacher & Birnba-
cher, 2016, S. 8; Lin, 2013b; Trappl, 2016, S. 745-746).

Hinzu kommt, dass das deutsche Strafrecht auf einer normativen
Unterscheidung fufit, die zwischen aktiver Verursachung von Schi-
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den einerseits und passiver Schidigung durch Unterlassen einer
Handlung andererseits differenziert. Im Fall konventioneller Autos
wiirde lediglich das bewusste Andern einer bereits aktivierten Tra-
jektorie, z. B. durch ein Ausweichmandver, als aktiver Akt und daher
strafrechtlich haftbar gelten. Bei autonomen Fahrsystemen hingegen
ist diese Differenzierung wenig sinnvoll, denn ein Fahrroboter hat
keine eigenen Absichten. Vielmehr ist jede automatisierte Trajektori-
enwahl - das Spurhalten wie auch das Ausweichen - eine bewusste,
intentionale Designentscheidung menschlicher Entscheidungstréiger
(vgl. Contissa et al., 2017, S. 368); es gibt fiir selbstfahrende Fahrzeu-
ge kein (passives) Standardverhalten (vgl. Birnbacher & Birnbacher,
2016, S. 14). Inwiefern sich daraus juristische und moralische Proble-
me ergeben, wird besonders deutlich im Hinblick auf die absicht-
liche Auswahl von Zielobjekten (vgl. Lin, 2015, S.72-73). Fiir die
Optimierung des Unfallverhaltens miissten Kostenfunktionen imple-
mentiert werden, die bereits zum Zeitpunkt der Programmierung
festlegen, welche Ziele das Fahrzeug angesichts einer unvermeidba-
ren Kollision ansteuern soll. Aus juristischer Sicht wiirde dies mit
vorsatzlichem Toten gleichgesetzt.”

Unfallalgorithmen weisen also eine hohe ethische Relevanz auf.
Wie konnen selbstfahrende Fahrzeuge dieser Biirde gerecht werden?
Die Aufgabe, Maschinen in moralischen Situationen zu vertretbaren
Aktionen zu befahigen, tangiert grundlegende maschinenethische
Fragen: Sind Maschinen prinzipiell handlungsfdhig? Und falls nicht,
wie konnen sie dennoch in moralischen Entscheidungssituationen
bestehen? Im folgenden Unterkapitel werden konzeptionelle Ent-

79 Eine Gegenposition hierzu bezieht Gasser (2015, S.557), der betont, dass im-
plementierte Entscheidungen noch immer so allgemein sind, dass sich in Be-
zug auf die Grundrechte kein relevanter Unterschied zwischen maschineller
und menschlicher Fahrzeugsteuerung ergibt: »Zwar ist [...] jede Steuerungs-
entscheidung durch die Programmierung des entsprechenden Systems unter
bestimmten Randbedingungen vorgegeben und somit letztlich nicht zufillig,
allerdings handelt es sich dabei gerade nicht um die Konkretisierung eines be-
stimmten Handlungsablaufes. Die Programmierung einer autonomen Fahrfunk-
tion gibt vielmehr (nur) vor, welche Gesichtspunkte zu berticksichtigen sind,
sodass hieraus unter mehreren Alternativen diejenige gewahlt werden kann, die
einen Schaden nach Moglichkeit ganz vermeidet oder den geringsten Schaden
verursacht. [...] Damit werden aber im Rahmen der Programmierung keine
Steuerungsentscheidungen getroffen, sondern (nur) abstrakte Kriterien fiir die
einzelfallbezogene Steuerungsentscheidung vorgegeben.«
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wiirfe und Herausforderungen erldutert, die sich im Hinblick auf
die Implementierung maschineller Moral ergeben.

4.1.2 Maschinelle Moral, kontextsensitive Systeme und maschinelles
Lernen

Autonome Systeme werden auf unseren Straflen unweigerlich mit
moralisch relevanten Entscheidungssituationen konfrontiert werden.
Doch inwiefern sind Maschinen iiberhaupt in der Lage, diesen
angemessen zu begegnen? Die Gestaltung eines moglichen Zusam-
menlebens und -wirkens von Menschen und Robotern zdhlt zu
den epochalen interdisziplindren Fragestellungen der Gegenwart.3
Die maschinenethische Forschung geht dabei traditionell der Frage
nach, inwiefern Roboter und autonome Systeme als Subjekte mo-
ralischen Handelns - sogenannte Artificial Moral Agents (AMAs)
- angesehen werden konnen. Dabei basiert die iiblicherweise refe-
renzierte Vorstellung kiinstlicher Moralitdt auf einem reduzierten
Moralverstandnis, welches den Anspruch hat, lediglich bestimmte
Grundziige menschlicher Moral nachzubilden, wie beispielsweise
das Befolgen bestimmter Prinzipien (vgl. Bendel, 2018, S.35). Auf
der Grundlage von James H. Moors (2006, S.19-21) bedeutendem
hierarchischen Schema zur Klassifikation moralischer Akteure liegt
der Fokus gegenwirtiger Diskurse in der Maschinenethik vor allem
auf der Untersuchung einer expliziten ethischen Handlungsfahigkeit
(explicit ethical agency); entsprechende Systeme sollen in der Lage
sein, ethische Urteile anhand explizit implementierter ethischer Re-
geln zu féllen und zu begriinden.

Doch werden sie damit schon zu handelnden Akteuren? In Uber-
einstimmung mit Moors Ansatz zeigen zahlreiche maschinenethi-
sche Positionen, dass kiinstliche Systeme grundsétzlich nicht an die
Komplexitit einer vollwertigen ethischen Handlungsfahigkeit (full
ethical agency) heranreichen. Relevante Argumentationen beziehen
sich neben der Fihigkeit zu ethischem Urteilen, Reflektieren und

80 Eine viel beachtete systematische Abhandlung iiber das Verhiltnis von Mensch
und Roboter und damit verbundene ethische Fragestellungen stammt von Ny-
holm (2020a). Eine Sammlung verschiedener maschinenethischer Forschungs-
beitrige, die einen Uberblick iiber die Vielschichtigkeit des Forschungsfelds und
seiner Themenstellungen liefern, wurde von Rath et al. (2019) herausgegeben.
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Begriinden vor allem auf das Fehlen innerer Zustidnde, kognitiver
Kapazititen sowie metaphysischer Eigenschaften wie (phdnomena-
les) Bewusstsein, Intentionalitit und Willensfreiheit.’! Diese gelten
als Voraussetzungen dafiir, dass Akteure fiir ihre Handlungen mo-
ralisch verantwortlich sein konnen (vgl. Misselhorn, 2018b, S.123-
126; Moor, 2006, S.20-21; Searle, 1980, S. 450-454).82 Moor (2006)
spricht in diesem Kontext von einer uniiberwindbaren ontologi-
schen Differenz zwischen Mensch und Maschine:

Many believe a bright line exists between the senses of machine ethics
discussed so far and a full ethical agent. For them, a machine can’t cross
this line. The bright line marks a crucial ontological difference between
humans and whatever machines might be in the future. (Ebd., S. 20)

Auch Kamm (2020, S.89-91) weist darauf hin, dass es Prinzipien
gibt, die fiir Menschen Giiltigkeit besitzen, moglicherweise aber
nicht fiir Maschinen; diese konnen weder aus Griinden handeln
noch verfiigen sie iiber eine akteurszentrierte Sicht oder eine emo-
tionale Beziehung zu ihrem eigenen Verhalten. Vor diesem theoreti-
schen Hintergrund folgern auch Hevelke und Nida-Riimelin (2015¢)
aus anwendungsnaher Perspektive, dass Handlungen sich im Kern
durch intentional gesteuertes Verhalten auszeichnen:

Handeln ist ein von Intentionen motiviertes und kontrolliertes Ver-
halten. Nur Bereiche des Verhaltens, die intentional kontrolliert und
motiviert sind, haben den Status von Handlungen. Handlungen sind
dementsprechend die Bereiche menschlichen Verhaltens, fiir die wir
verantwortlich sind, da sie unserer intentionalen Kontrolle unterliegen.
Diese wird aber (zumindest bei halbwegs verniinftigen Akteuren) von

81 In einem neueren Beitrag stellt beispielsweise Véliz (2021) die mangelnde Emp-
findungsfahigkeit algorithmischer Systeme heraus, die sie plakativ als »a kind of
functional moral zombie« (ebd., S. 487) bezeichnet.

82 Eine Gegenposition vertreten Floridi und Sanders (2004, S. 366-376). Sie argu-
mentieren, dass Maschinen zwar nicht verantwortlich im Sinne von responsibi-
lity, aber im Sinne von accountability (jemand ist die Quelle eines moralisch
schlechten Ereignisses) sein konnen. Dafiir miissen moralische Akteure nicht
notwendigerweise einen freien Willen oder mentale Zustinde besitzen. Eine
Zusammenstellung verschiedener Beitrdge zur Verantwortungsproblematik aus
maschinenethischer Sicht bietet der Sammelband von Rath et al. (2019, Teil II).
Insbesondere Wolm (2019, S.183-188) geht in seinem Aufsatz auf die Moglich-
keit einer geteilten Verantwortlichkeit ein, die er anhand einer Priorisierung
der technischen {iber die ethische Vollkommenheit als Endziel der Entwicklung
autonomer Fahrsysteme skizziert.
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Griinden geleitet oder zumindest beeinflusst. [...] Solange ein Mensch
keine Kontrolle tiber sein Verhalten hat (er etwa schlafwandelt) macht
eine moralische Bewertung seines Verhaltens ebenso wenig Sinn, wie
wenn ihm grundsatzlich die Fahigkeit abgeht, moralische Griinde zu
verstehen und sich von ihnen affizieren zu lassen. Solange autonome
Fahrzeuge schlicht ihrer Programmierung folgen und nicht in der Lage
sind, Uberzeugungen auszubilden und sich dabei von Griinden beein-
flussen zu lassen, macht es keinen Sinn, sie als moralische Akteure
wahrzunehmen. (Ebd., S.9)

In der Konsequenz stimmt die zeitgendssische maschinenethische
Forschung um die Pioniere der frithen Maschinenethik wie Ander-
son und Anderson (2011) oder Wallach und Allen (Allen et al., 2005;
Wallach & Allen, 2008) bzw. im deutschsprachigen Raum Missel-
horn (2018a, 2018b, 2019) und Bendel (2016, 2018, 2019) weitgehend
tiberein, dass Maschinen keine moralischen Agenten im Sinne han-
delnder und entscheidender Subjekte sind. Vielmehr sind sie ledig-
lich beschrdnkte moralische Akteure, die Aspekte menschlicher Mo-
ral simulieren. Begriindet wird dies mehrheitlich mit der Diskrepanz
zwischen maschineller und moralischer Autonomie: Nur weil eine
Maschine mechanisch in der Lage ist, ohne menschliches Eingreifen
die ihr vorgegebenen Aufgaben zu erfiillen, bedeutet das noch nicht,
dass sie dies aufgrund eigener moralischer Uberzeugungen (vgl. Lu-
cas Jr., 2015, S.2871-2872) bzw. eigenstindig durch Selbstreflexion
gewonnener ethischer Kompetenz (vgl. Miller et al., 2017, S.392-
400) tut. Anders ausgedriickt:

Selbst wenn programmierte Maschinen, die zunehmend unseren Alltag
(mit-) bestimmen, den Eindruck erwecken, dass sie moralische Agenten
seien, folgen sie doch nur den durch Menschen vorgegebenen Regeln
und konnen sich grundsitzlich nicht von diesen befreien. Im besten
Fall wurden diese Regeln wohlbedacht, im schlechtesten Fall spiegeln
sie die Vorurteile und normativen Schwichen ihrer Schopfer wider.
Bisher gibt es aber keinen Anlass, davon zu sprechen, dass Maschinen
selbst ein moralisches Urteil gefallt hitten. Existierende Maschinen sind
keine moralische Agenten und entwickeln keine eigene Moral. (Weber
& Zoglauer, 2019, S.159)

Aus der weitreichenden moralischen Handlungsunfihigkeit von Ma-
schinen ergeben sich schliellich bedeutende Implikationen fiir die
Entwicklung autonomer Fahrzeuge. Zum einen folgt in direkter
Konsequenz aus der maschinenethischen Auseinandersetzung, dass
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die Nutzer autonomer Fahrsysteme zwingend eine (Teil-)Verantwor-
tung tragen (vgl. Wo6lm, 2019, S.179-182). Zum anderen miissen die
Systeme entweder entsprechend programmiert oder via Techniken
maschinellen Lernens trainiert werden, um in moralischen Konflikt-
situationen bestehen zu kénnen. Die Gestaltung von Unfallalgorith-
men wird im laufenden Diskurs daher iiberwiegend als ethisch gelei-
tete Designproblematik aufgefasst, die Entwiirfe maschineller Moral
fokussiert: einer Moral, die in der Maschine wirkt, und die Frage in
den Blickpunkt riickt, welche spezifischen ethischen Prinzipien in
implementierten Entscheidungsalgorithmen zur Anwendung kom-
men sollen.®

Die Maschinenethik kennt gegenwirtig drei dominante Konzepte
zur Entwicklung moralischer Maschinen,3 die auf unterschiedlichen
Heuristiken fiir die Festlegung von Entscheidungsnormen basieren.
Beim sogenannten Top-Down-Ansatz werden explizit formulierte,
normative Prinzipien - wie beispielsweise Kants kategorischer Im-
perativ oder das utilitaristische Nutzenkalkiil - aus tradierten ethi-
schen Theorien in das Steuerungssystem einer Maschine eingebaut.
Der Bottom-Up-Ansatz hingegen geht eher induktiv vor. Er stellt
die Entwicklung moralischer Sensibilitdt in den Mittelpunkt, wobei
maschinelles Handeln in moralischen Entscheidungssituationen oh-
ne explizit vorgegebene Regeln durch einen konnektionistischen Al-
gorithmus®> abgebildet wird. Unter Anwendung von Techniken ma-

83 Es sei darauf hingewiesen, dass die Verwendung von Begriffen wie >ethical crash
algorithmss, >ethical self-driving cars< oder deutschsprachigen Pendants, wie sie
im Diskurs oft erfolgt, vor diesem Hintergrund irrefithrend ist. Fahrsysteme
verfiigen nicht ber ethische Fahigkeiten im Sinne einer Reflexionsfahigkeit
auf moralische Fragen. Entsprechende Termini sind daher metaphorisch zu
verstehen; in der vorliegenden Arbeit wird auf deren Verwendung ausdriicklich
verzichtet.

84 Die im Rahmen des maschinenethischen Diskurses haufig verwendete Bezeich-
nung >moralische Maschinenc ist als Terminus technicus zu verstehen und nicht
als attributive Charakterisierung.

85 Der Konnektionismus ist eine Forschungsrichtung in der KI-Forschung, welche
die Grundlage des maschinellen Lernens bildet. Im Zentrum steht die Entwick-
lung von Softwarearchitekturen, deren Prozesse der Informationsverarbeitung
der Funktionsweise des menschlichen Gehirns nachempfunden sind und sich
anhand sogenannter kiinstlicher neuronaler Netze vollziehen.
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schinellen Lernens®® werden kontinuierlich Datensdtze analysiert,
die menschliches Handeln, das fir moralisch korrekt befunden
wurde, in real-lebensweltlichen Einzelfallsituationen dokumentieren
(vgl. Birnbacher & Birnbacher, 2016, S.13). Aus erkannten Verhal-
tensmustern werden sodann implizite Entscheidungskriterien abge-
leitet, die von den kiinstlichen Systemen systematisiert und auf neue
Fille angewandt werden: »In bottom-up approaches to machine
morality, the emphasis is placed on creating an environment where
an agent explores courses of action and learns and is rewarded for
behavior that is morally praiseworthy.« (Wallach & Allen, 2008,
S. 80)

Sowohl Top-Down- als auch Bottom-Up-Ansitze sind nicht nur
hinsichtlich ihrer technischen Implementierung herausfordernd
(vgl. Misselhorn, 2018a, S.165-166), sondern sie beruhen auch auf
spezifischen metaethischen Grundannahmen tiber das Wesen der
Moral und moralische Urteile, von denen ihre Plausibilitdt entschei-
dend abhéngt. So geht der Top-Down-Ansatz von der generellen Be-
griindbarkeit universaler Moralprinzipien aus, die unabhingig von
Spezifika konkreter Situationen moralische Urteile ermdglichen und
sich sodann in Form eines Systems abgeleiteter Handlungsprinzipi-
en bzw. -regeln auf konkrete Fille anwenden lassen (vgl. Filipovi¢,
2016, S. 44; Misselhorn, 2018b, S. 96). Der Bottom-Up-Ansatz hinge-
gen griindet sich auf ein partikularistisches Moralverstandnis, das
sich gegen eine Reduzierung der Moral auf theoriegeleitete Prinzi-
pien wendet. Er betont, dass moralisches Handeln stets situatives
Urteilsvermdgen erfordert. Moralische Werte sind nicht universal
begriindbar, sondern kontextabhingig, indem sie immer schon im-
plizit durch tatsichliches Handeln Ausdruck finden (vgl. Dancy,
2017; Wallach & Allen, 2008, S. 80). So ist unter besonderen Umstan-
den ein Abweichen von ansonsten anerkannten moralischen Wert-
vorstellungen nicht nur akzeptabel, sondern sogar wiinschenswert.
Auch tatsdchlich beobachtbares menschliches Verhalten gibt Anlass
zu der Annahme, dass Menschen ihre moralischen Werte nicht im-
mer streng nach Theorien ausrichten. Vielmehr scheinen sie diese

86 Vallor und Bekey (2017, S. 240) definieren maschinelles Lernen als »[...] a devel-
opmental process in which repeated exposures of a system to an information-
rich environment gradually produce, expand, enhance, or reinforce that system’s
behavioral and cognitive competence in that environment or relevantly similar
ones.«
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im Laufe ihres Lebens unter verschiedenen Einfliissen zu kultivieren
(vgl. Etzioni & Etzioni, 2017, S. 406-407).

In der softwaretechnischen Praxis erweisen sich beide Ansitze
aufgrund ihrer starken Orientierung an explizit gegebenen bzw. er-
lernten Regelkatalogen fiir komplexe Anwendungsprobleme héufig
als ungeeignet. Zum einen sind die Regeln, denen sie folgen, meist
zu allgemein, um fiir eine ausreichende Zahl denkbarer Fille zuver-
lassige Handlungsvorgaben liefern zu kénnen.#” Zum anderen sind
bei der Anwendung ethischer Prinzipien hohe Rechenleistungen zur
Informationsverarbeitung erforderlich; so miissen bei konsequen-
tialistischen Kriterien siamtliche moglichen Konsequenzen fiir alle
Handlungsoptionen berechnet werden. Aus diesen Griinden werden
in der Praxis meist hybride Designansitze®® gewihlt, welche die
Potenziale beider Konzepte vereinen (vgl. Allen et al., 2005, S.151-
154; Wallach & Allen, 2008, S. 80-81):

Sie operieren mit einem vorgegebenen Rahmen moralischer Werte, der
dann durch Lernprozesse an spezifische Kontexte angepasst und verfei-
nert werden kann. [...] Um von einem hybriden Modell sprechen zu
kénnen, muss das kiinstliche System einen Spielraum zur Verfiigung
haben, innerhalb dessen es auf moralische Wertvorstellungen kontext-
sensitiv reagieren kann. (Misselhorn, 2019, S. 51)

Doch wie »gut« ist die resultierende maschinelle Moral im Vergleich
zur menschlichen? Auf der Basis von Techniken maschinellen Ler-
nens konstruierte Maschinen bieten grundsitzlich den Vorteil, dass
sie im Vergleich zu einer starren Programmierung flexibler sind, da
sich ihr Handlungsraum nicht nur auf Situationen beschrénkt, die
fest einprogrammiert sind (vgl. Etzioni & Etzioni, 2017, S. 408-409).

87 Reed et al. (2021, S.778) zeigen, dass dies unabhingig von moralisch brisanten
Situationen bereits fiir Verkehrsregeln im Allgemeinen gilt.

88 Hinsichtlich der inhaltlichen Konkretisierung von Designansitzen beschreiben
Pan et al. (2016) zwei Methoden, mittels derer sich die Verhaltenssteuerung
automatisierter Systeme im Rahmen der sogenannten moralischen Regulie-
rung umsetzen lasst. Wahrend proskriptive Fahrstrategien den Fokus auf die
Konformitit mit Regeln sowie deren Ubertretungen richten und eher Vermei-
dungsstrategien implizieren, betonen praskriptive Fahrstrategien das Erreichen
bestimmter Ziele. Siegel und Pappas (2023, S.217-220) evaluieren Techniken
der Algorithmenimplementierung, die angesichts der durch Dilemma-Szenarien
gegebenen komplexen praktischen Bedingungen jedoch allesamt nicht robust
genug sind.
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Jedoch sind Prozesse maschinellen Lernens nur dann zielfithrend,
wenn das System auch die Moglichkeit hat, entsprechend dem Tri-
al-and-Error-Prinzip aus nicht erfolgreichen Strategien zu lernen
(vgl. Allen et al., 2005, S.151). Eine gewisse Toleranz fiir fehlerhaftes
Verhalten muss also vorhanden sein, kann allerdings im Fall morali-
scher Entscheidungssituationen zu kritischen Resultaten fithren (vgl.
Metz, 2016). Hier ist es zentral, einen kategorischen Unterschied
zwischen moralischen und nicht-moralischen Handlungen anzuer-
kennen:

However, [...] [this] is to presume that there is no significant difference
between learning to respond differently, say, to green, red, and yellow
traffic lights, and—learning to understand and appreciate the moral
imperative to take special care not to hit a bicyclist traveling in the same
lane as the car, let alone not to harass or deliberately hit the cyclist out
of road rage. (Etzioni & Etzioni, 2017, S. 407)

Eine unreflektierte Anwendung maschinellen Lernens auf morali-
sches Handeln wire in zweierlei Hinsicht fragwiirdig. Zum einen
sind algorithmische Entscheidungen, die auf Lernen basieren, in
ihrer Kausalitdt und Begriindung héufig schwer nachvollziehbar und
werfen u. a. im Hinblick auf Fragen der Verantwortungszuschrei-
bung erhebliche Probleme auf. Insbesondere bei mehrschichtigen
neuronalen Netzen ist mangelnde Transparenz problematisch:

A major shortcoming of a neural network is its incapability to explain
its decision. Unlike a decision tree, in which the logic can be traced
back over several steps to its source, a neural network is not easily
reverse-engineered, and it can be difficult to determine how it arrived
at its decision. In an automated vehicle crash, an understanding of the
logic behind an automated vehicle’s actions is critical, particularly if the
vehicle did not behave as expected. [...] Without the knowledge of why
an automated vehicle behaves a certain way, there is no way to fix the
problem to ensure that it will not happen again. (Goodall, 2014a, S. 63)

Zum anderen ist fraglich, an welchem >Vorbild« sich die Systeme
beim Lernen orientieren sollen. Wie bereits erlautert, sind menschli-
che Reaktionen in Dilemma-Situationen aus moralischer Sicht nicht
ausgereift; eine Orientierung an diesen wiirde keine >Verbesserung«
bewirken:

Humans tend to react very slowly and badly in car crash situations;
they can even kill entire families instinctively (though unintentionally)
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rather than run over a squirrel. Instructing smart cars to act in the
same way would amount not only to wasting the potential of such cars,
but also effectively randomising crash outcomes, because humans often
effectively randomise such results through intuitive or slow decision
making. (Shaw & Schneble, 2021, S. 75)

Wenn menschliche Fahrer in kritischen Situationen also gar nicht
moralisch handeln, sondern lediglich instinktiv reagieren, dann ent-
halten Trainingsdaten, die menschliches Verhalten abbilden, nicht
das, was richtig, sondern was tiblich ist. Es wire erforderlich, dass
eine menschliche Kontrollinstanz die von der Maschine im Rah-
men des Lernprozesses extrahierten Entscheidungskriterien noch-
mals evaluiert und auf ihre Akzeptabilitit hin prift,®® bevor das
System sie tibernimmt (vgl. Brandle & Grunwald, 2019, S.287) - ein
klassischer Anwendungsfall fir den Human-in-the-Loop-Ansatz.”
Geschieht dies nicht, kdme es zu einem naturalistischen Fehlschluss,
indem aus beobachtbarem bzw. gegebenem Verhalten ein normati-
ver Geltungsanspruch gefolgert wird. So wiirde auch moralisch fal-
sches Verhalten erlernt, wobei sich beispielsweise in den Trainings-
daten vorhandene Diskriminierungseffekte in Algorithmen verfesti-
gen konnen. Damit autonome Systeme sinnvolle Entscheidungsstra-
tegien fiir Unfalldilemmata erlernen, sollten die Trainingsdaten nur
moralisch wiinschenswertes Verhalten beinhalten:*' »Ethics addres-

89 Ein solches Priifverfahren existiert momentan bereits im Hinblick auf nicht-mo-
ralische Lerninhalte; eine unabhingige Drittpriifung durch technische Dienste,
die das Erlernte verifizieren, ist erforderlich, bevor angelernte Systeme eingesetzt
werden diirfen. Der TUV-Verband fordert, diese Vorgehensweise auch im Rah-
men der Anpassungen an die Anforderungen des AI Act beizubehalten und
KI-Systeme im Automobilbereich auf diese Weise gesetzeskonform abzusichern
(vgl. TUV-Verband e. V., 2024).

90 Der Begriff des Human in the Loop (HITL) bezeichnet ein verbreitetes Konzept
des Softwareengineering, bei dem Mensch und Maschine gemeinsam daran
arbeiten, optimale Ergebnisse zu erzielen. Es handelt sich um eine Form der
Interaktion, die den Menschen aktiv in den Entscheidungszyklus eines Systems
einbindet. Durch kontinuierliche Uberwachung und mégliche Eingriffe werden
die vom System erzeugten Ergebnisse dabei durch menschliches Urteilsvermo-
gen validiert.

91 Alternative Positionen weisen in diesem Zusammenhang auf strukturelle Ahn-
lichkeiten zwischen maschinellem und moralischem Lernen, z. B. in Bezug
auf das Erlernen von Normen, hin. So erlautert Wolkenstein (2018, S.169-
170): »[...] consider that the (split-second) decisions in a typical TD is based on
a history of moral education that resembles the history of >moral education< an
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ses how humans ought or want to behave, rather than how they
actually behave, and artificial intelligence techniques should capture
ideal behavior.« (Goodall, 2014a, S. 62)

Die beschriebenen Schwierigkeiten, welche beim Einsatz maschi-
nellen Lernens fiir moralische Entscheidungen entstehen, treten
umso starker hervor, wenn es um Entscheidungsstrategien fiir Ein-
zelfallsituationen geht. Diese stellen vor allem im Hinblick auf die
erforderliche Kontextsensitivitait® hohe Anforderungen an die ent-
sprechenden Systeme. Aus softwaretechnischer Sicht verfiigen kon-
textsensitive Systeme iiber sogenannte Kontextmodelle, in denen die
zu erfassenden Situationsparameter definiert sind. Dies konnen bei-
spielsweise die Umgebungstemperatur oder Spezifika der Objekter-
kennung (Masse, Geschwindigkeit) in einem bestimmten definier-
ten Umfeld sein. Da die Generierung dieses Modells eine hohe
Rechenleistung erfordert, geschieht dies bei Machine-Learning-Sys-
temen allerdings nicht zur Laufzeit, sondern bereits in der Lernpha-
se. In Bezug auf moralische Entscheidungssituationen gilt dann, dass
die als moralisch relevant identifizierten Kontextvariablen sowohl
fir die Herausbildung von Entscheidungskriterien aus den Lernda-
tensétzen als auch bei der Entscheidung von entsprechenden realen
Situationen herangezogen werden.

Dies erscheint so lange unproblematisch, wie nur Standardsitua-
tionen auftreten, bei denen Lern- und Anwendungskontext tiberein-
stimmen (vgl. Bendel, 2016, S.65) und fiir die es viele Beispielda-
tensétze gibt. Nun werden autonome Systeme aber mit der voran-
schreitenden technologischen Entwicklung in immer komplexeren
Bereichen eingesetzt, in denen die Zahl mdglicher, hochspezifischer
Handlungsszenarien potenziell unbegrenzt ist. Soll eine Maschine

algorithm has experienced. The intuitions people have in a TD are not merely
spontaneous reactions, but are based on the working mechanism or morality,
just as the algorithm is based on the working mechanism of morality, including
the intuitive reactions to a TD that engineers and programmers have.«

92 In der Informationstechnik beschreibt der Begriff der Kontextsensitivitat die
Fahigkeit von Systemen, ihr Verhalten in Abhédngigkeit von Informationen iiber
ihre Umgebung bzw. ihren Kontext zu regulieren. In der Perzeptionsphase wer-
den Kontextinformationen dabei meist iiber entsprechende Sensoren erfasst
und im Rahmen von parametrisierten Funktionen in Systemalgorithmen ver-
wertet. Ein Beispiel fiir ein kontextsensitives System sind ortsabhangige Dienste,
die den anhand von GPS-Daten ermittelten Standort ihrer Nutzer beriicksichti-
gen.
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eine Situation auf der Basis von erlerntem Verhalten bewiltigen, so
kann sie nur diejenigen Fille >korrekt« entscheiden, die in den ent-
sprechenden Trainingsdaten abgebildet sind. Diese Datenbasis kann
hinsichtlich Quantitdt und Qualitat abgebildeter Szenarien zwar ste-
tig weiterentwickelt werden, jedoch nie alle denkbaren Szenarien,
ihre spezifischen Besonderheiten und »kritischen Situationsentwick-
lungen« (Dietmayer, 2015, S. 435) vollstindig abdecken (vgl. Reed et
al., 2021, S. 778). Das trifft insbesondere im Hinblick auf dynamische
Kontextvariablen zu, die ihre Zustinde verdndern kénnen, z. B.
Lichtsignalanlagen, Licht- und Wetterbedingungen oder andere Ver-
kehrsteilnehmer (vgl. Geyer et al., 2014, S. 185). Es konnen immer Si-
tuationen auftreten, die entgegen aller Voraussicht ein wenig anders
sind, unbekannte Objekte enthalten oder ungewdhnlich komplexe
Konstellationen aufweisen (vgl. Reed et al., 2021, S.784). Auch bei
der korrekten Erfassung und Klassifizierung von Objekten mangelt
es an technischer Prézision, sodass z. B. der Typ eines Objekts
oder die Anzahl potenziell involvierter Personen nicht zuverldssig
bestimmt werden kénnen (vgl. Kirkpatrick, 2015, S.19). Unfallalgo-
rithmen beziehen sich daher tendenziell auf eine definierte Klasse
von Szenarien, nicht aber auf jedes denkbare spezifische Einzelsze-
nario. Bendel (2018, S.35) spricht in diesem Zusammenhang von
Unschirfen, die sich zwischen Moral einerseits und Anwendungsfall
der Moral andererseits ergeben.

In der Praxis bedeutet das, dass eine Maschine tatsichliche Situa-
tionen in der realen Lebenswelt anhand ihres zugrundeliegenden
Kontextmodells u. U. nicht korrekt klassifizieren kann (vgl. LaCroix,
2022). Den trainierten Systemen fehlen zudem die kognitiven Kapa-
zitaten, um zu erkennen, weshalb ein bestimmtes erlerntes Verhalten
ethisch wiinschenswert ist. So sind sie weder in der Lage, selbst
ethische Prinzipien zu entwickeln, um diese in neuen, unbekannten
Situationen anzuwenden, noch kénnen sie ihre eigenen Handlungen
begriinden. Dies ist besonders problematisch, wenn es um Fragen
der (Hersteller-)Haftung fiir ein bestimmtes Fahrzeugverhalten geht
(vgl. Reed et al., 2021, S.778). Techniken maschinellen Lernens
unterliegen damit naturgemiafl konzeptionellen bzw. informations-
technischen Grenzen, die entscheidend dafiir verantwortlich sind,
dass autonome Fahrsysteme sich nicht in dem Maf3e kontextsensitiv
konstruieren lassen, wie es nétig wire, um Entscheidungsdilemmata
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addquat zu bewiltigen.”* Moralische Entscheidungsprobleme mit di-
lemmatischen Strukturen sind immer Einzelfille, die Fingerspitzen-
gefiihl und eine Wiirdigung der spezifischen Umstdnde erfordern.

Nachdem bisher in weitgehend abstrakter Weise von Unfallszena-
rien die Rede war, sollen diese im Folgenden ndher konkretisiert
werden. Im Rahmen des nachfolgenden Unterkapitels wird daher
eine Ubersicht iiber mogliche Szenarienkonstellationen und ihre
spezifischen ethischen Problematiken prisentiert, auf die im weite-
ren Argumentationsgang immer wieder rekurriert wird.

4.1.3 Systematisierung reprdsentativer Dilemma-Szenarien und ihre
moralphilosophische Problematisierung

Der wissenschaftliche Diskurs um Unfallalgorithmen verdankt seine
Praxisndhe und Lebendigkeit nicht zuletzt einer Vielfalt anschauli-
cher Beispielszenarien, welche die vielschichtigen moralischen Pro-
blemkomplexe relevanter Unfallkonstellationen illustrieren. Im An-
schluss an den lebhaft gefithrten Diskurs wird im weiteren Verlauf
dieses Buches zu Veranschaulichungszwecken auf nachfolgend auf-
gefiihrte reprasentative Szenarien stellenweise Bezug genommen.

93 Was folgt daraus fiir die weitere maschinenethische Forschung und den prakti-
schen Einsatz von AMAs? Fiir gegenwirtige Systeme miissen Losungsansitze
entwickelt werden, die auf realistischen Anspriichen an moralische Maschinen
basieren und zugleich sicherstellen, dass beim Einsatz von beschrinkt moralisch
handlungsfahigen Systemen keine ethischen Konflikte auftreten. Hilfreich er-
scheint in diesem Zusammenhang eine inkrementelle Vorgehensweise im Sinne
des dynamischen Klassifizierungskonzepts moralischer Handlungsfahigkeit von
Wallach und Allen (2008, S.25-33). Diesem zufolge entwickeln sich komplexe
AMAs aus primitiveren Formen der Technologie im Zuge der Interaktion von
steigender Autonomie und Wertesensitivitit von operational iiber functional mo-
rality hin zu responsible/full moral agency. Fiir konkrete praktische Zusammen-
hénge kommen bereits heute verschiedene Realisierungskonzepte in Frage. So
ist es denkbar, die Autonomie kiinstlicher Systeme einzuschrénken und diese als
moralische Ratgeber einzusetzen, die moralische Entscheidungen lediglich fiir
einen menschlichen Entscheidungstriger vorbereiten (vgl. Misselhorn, 2018b,
S.72-74). Alternativ konnten Maschinen zunachst als einfache moralische Ak-
teure fiir beschrinkte Einsatzbereiche konstruiert werden, sodass sie auf Basis
weniger Regeln nur Standardsituationen entscheiden miissen (vgl. Bendel, 2016,
S.65). Auf der Grundlage derartiger Ansitze lieflen sich kiinstliche Systeme
sodann unter begleitender Beriicksichtigung ethischer Aspekte schrittweise wei-
terentwickeln.

126

18.01.2026, 18:2013. Er—


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.1 Entscheidungsalgorithmen/Dilemma-Szenarien/vermeintl. Trolley-Analogien

Beispielszenario 1 >Grof3mutter versus Kind<«: Ein autonomes
Fahrzeug steuert unaufhaltsam auf eine Grofimutter und ihr En-
kelkind zu, die innerhalb der Bremsdistanz die Strafle iiberque-
ren. Linksseitiges Ausweichen wire gleichbedeutend mit einer
Kollision mit dem Kind, wobei die GrofSmutter unverletzt bliebe;
rechtsseitiges Ausweichen wiirde dagegen die Grofimutter verlet-
zen und das Kind verschonen. Ohne Ausweichmandver wiirden
beide durch den Frontalaufprall schwer verletzt (vgl. Lin, 2015,
S.70).

Beispielszenario 2 >Einzelperson versus Gruppe<: Ein autono-
mes Fahrzeug fahrt unaufhaltsam auf eine vierkopfige Gruppe
von Personen zu, die innerhalb der Bremsdistanz die Strafle tiber-
queren. Bei linksseitigem Ausweichen wiirde das Fahrzeug mit
nur einer der Personen kollidieren; bei Ausweichen nach rechts
wiirden dagegen die anderen drei Personen verletzt. Ohne Aus-
weichmanover wiirden alle Beteiligten durch den Frontalaufprall
schwer verletzt (vgl. ebd., S. 70).

Beispielszenario 3 >Rote Ampel«: Ein autonomes Fahrzeug steu-
ert auf eine Person zu, die eine Fufigingerampel bei Rot verkehrs-
widrig iiberquert. Durch eine abrupte Notbremsung bliebe die
Person unverletzt, jedoch wiirde ein nachfolgender Motorradfah-
rer durch den resultierenden Aufprall schwer verletzt (vgl. Coca-
Vila, 2018, S. 62).

Beispielszenario 4 »>Motorradfahrer mit/ohne Helm«: Ein auto-
nomes Fahrzeug befindet sich auf der rechten Fahrspur einer
Autobahn. Durch ein plétzlich auf der Fahrbahn auftauchendes
Hindernis kann ein Zusammenstof3 mit einem vor dem Fahrzeug
fahrenden Motorradfahrer, welcher keinen Helm trigt, nur durch
einen Wechsel in die benachbarte Spur vermieden werden, wo
sich ein zweiter Motorradfahrer befindet, der die vorgeschriebene
Schutzausriistung tragt. Wihrend eine Kollision fiir den voraus-
fahrenden Motorradfahrer ohne Helm tddlich enden wiirde, wiir-
de der zweite lediglich leicht verletzt werden (vgl. Coca-Vila, 2018,
S. 62-63; Goodall, 2014a, S. 62; Lin, 2014a, 2015, S. 73).

Beispielszenario 5 >Unbeteiligte auf Biirgersteig«: Aufgrund ei-
nes spontan auftretenden Bremsversagens steuert ein autonomes
Fahrzeug ungebremst auf eine Person zu, welche die Strafle an
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einem Fufgidngeriiberweg vorschriftsmafiig tiberquert. Die Per-
son kann nur gerettet werden, indem das Auto auf den Biirgersteig
ausweicht, wo sich eine unbeteiligte FufSgédngerin befindet.

Beispielszenario 6 >Tunnel«: Ein autonomes Fahrzeug ndhert
sich einem Tunnel, als das vorausfahrende Fahrzeug im gebunde-
nen Verkehr plétzlich abrupt abbremst. Eine Kollision kann nur
vermieden werden, indem das Fahrzeug ausweicht und in die
Tunnelwand steuert, wodurch die Insassen verletzt wiirden.

Beispielszenario 7 >Klippe<«: Ein autonomes Fahrzeug fahrt auf
einer schmalen Strafle entlang einer Klippe oder eines Grabens.
In einer uniibersichtlichen Kurve kommt ihm ein voll besetzter
Schulbus entgegen, der verkehrswidrig die Kurve schneidet. Ein
Frontalzusammenstof§ liefle sich nur vermeiden, indem das Fahr-
zeug in Richtung des steilen Abhangs ausweicht (vgl. Lin, 2013a,
2015, S.76).9

Beispielszenario 8 >Herannahender LKW«: An einer Kreuzung
wartet ein automatisiertes Fahrzeug an einer roten Fufigangeram-
pel. Die Sensoren des Fahrzeugs erkennen einen sich von hinten
ndhernden LKW, der mit ungebremster Geschwindigkeit auf die
Kreuzung zufdhrt. Die einzige Moglichkeit, einen Auffahrunfall
und damit einen erheblichen Schaden fiir die Insassen beider
Fahrzeuge zu vermeiden, besteht darin, dass das autonome Fahr-
zeug die rote Ampel Gberfihrt und in einem Ausweichmandver
nach rechts abbiegt, wobei es allerdings einige Kinder leicht ver-
letzen wiirde, die gerade die Strafe {iberqueren (vgl. Lin, 2015,
S.78).95

Wie aus dieser Zusammenstellung von Beispielen ersichtlich wird,
lassen sich Dilemma-Szenarien hinsichtlich der ethischen Problem-
stellungen, die sie jeweils tangieren, systematisieren und voneinan-
der abgrenzen. Die beiden zentralen Kategorien bilden dabei morali-
sche Quantifizierungs- und Qualifizierungsprobleme. Welche Rolle
spielt die Anzahl potenziell betroffener Personen bzw. die Hohe des
zu erwartenden Schadens fiir die Entscheidungsfindung (siehe Bei-

94 In ihrem Grundaufbau dhnliche, jedoch modifizierte Szenarien finden sich
u. a. bei Gogoll und Miiller (2017, S. 683), Goodall (20164, S. 810), Himmelreich
(2018, S. 669) und Marcus (2012, o. S.).

95 Geringfligig variierte Szenarien finden sich bei Goodall (2014a, S. 59, 2020, S. 3).
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spielszenario 2 >Einzelperson versus Gruppe<)? Wihrend sich Quan-
tifizierungsprobleme mit der simplen Formel Do numbers count?«
beschreiben lassen, konnen sich Qualifizierungsfragen auf verschie-
dene Aspekte der Szenarienkonstellation beziehen: Inwiefern sollen
personliche oder soziale Merkmale der Betroffenen, z. B. Alter, Ge-
schlecht oder sozialer Status, besondere Beriicksichtigung finden
(siehe Beispielszenario 1 >Grofimutter versus Kind<)? Qualifizieren
findet immer da statt, wo Lebenswerte gegeneinander abgewogen
werden. Im weiteren Sinne fallen in diese Kategorie zudem spezifi-
sche Szenarien, die thematisieren, inwiefern die Insassen des betref-
fenden autonomen Fahrzeugs besonders schutzwiirdig sind bzw. ob
sich diese in altruistischer Weise selbst opfern sollten, um andere
Parteien zu schiitzen (siehe Beispielszenario 6 >Tunnel<). Sollen Un-
fallalgorithmen egoistisch oder altruistisch eingestellt sein?

Neben klassischen Quantifizierungs- und Qualifizierungsproble-
men adressieren einige Szenarien eine weitere komplexe Fragestel-
lung, die sich auf den Grad moralisch notwendiger Intervention be-
zieht. Relevant ist hierbei vor allem die Unterscheidung von Hand-
lungen aktiven Tétens und passiven Sterbenlassens sowie die daraus
folgende Klassifizierung von Schaden als Handlungs- oder Unterlas-
sungsfolgen. Klassischer Anwendungsbereich der sogenannten Kil-
ling-versus-Letting-Die-Debatte, in der derartige Uberlegungen pri-
mar zum Tragen kommen, sind medizinethische Diskurse, beispiels-
weise um die ethische Beurteilung aktiver Euthanasie. Zunehmend
sind sie jedoch auch in nicht-medizinischen Handlungsbereichen
involviert. In dilemmatischen Fahrsituationen entfalten sie in Form
einer moglichen Unterscheidung zwischen beteiligten und unbetei-
ligten Personen und deren Rolle fiir ethisches Urteilen eine nicht
unerhebliche Bedeutung. Dabei ist auf der einen Seite relevant,
ob die potenziell Betroffenen an der Entstehung der Situation im
Sinne eines schuldhaften Verhaltens beteiligt sind. Dies wire etwa
dann der Fall, wenn sie grob fahrldssig handeln bzw. bewusst gegen
Verkehrsregeln verstofSen (siehe Beispielszenario 3 >Rote Ampels).
In diesem Zusammenhang wird héufig auch problematisiert, dass
unter gewissen Umstinden - insbesondere durch das Postulat der
Schadensminimierung - implizite Fehlanreize gesetzt werden, die
das Unterlassen von Schutzmafinahmen zur personlichen Risikomi-
nimierung motivieren, wie im Beispielszenario 4 >Motorradfahrer
mit/ohne Helm« (vgl. Motwani et al., 2021, S.53). Auf der anderen
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Seite wird in zahlreichen Forschungsbeitragen diskutiert, inwiefern
Unbeteiligten ein legitimes Eigeninteresse und ein daraus abgeleite-
tes Recht zugesprochen werden sollte, nicht ungerechtfertigt in eine
Unfallsituation verwickelt zu werden (siehe Beispielszenario 5 >Un-
beteiligte auf Biirgersteig).

Auf der Komplexitétsachse lassen sich Dilemma-Szenarien zudem
entsprechend ihrer moralphilosophischen Vielschichtigkeit verorten.
Triviale Szenarien wie die oben beschriebenen Beispiele 1 bis 6
zeichnen sich dadurch aus, dass sie stets eine spezifische Problem-
stellung in den Vordergrund riicken. So geht es in reinen Qualifi-
zierungsszenarien wie dem Beispielszenario 1 >GrofSmutter versus
Kind« um die Frage, wie sich Unterschiede bei personlichen oder
sozialen Merkmalen auf die Entscheidungsfindung auswirken, wih-
rend andere Aspekte wie die Anzahl der betroffenen Personen nicht
relevant sind bzw. im Sinne von Kontrollvariablen konstant gehal-
ten werden. Komplexere Szenarien dagegen integrieren mehrere
ethische Problemstellungen mit der Absicht, mogliche Hierarchien
zwischen Prinzipien bzw. Ansétzen zu untersuchen. Welchen ethi-
schen Aspekten soll bei der Entscheidungsfindung Prioritét einge-
rdumt werden? Soll das Fahrzeug im Konfliktfall vorranging quanti-
fizieren oder qualifizieren? Welche Rolle spielt die Beteiligung an
der Unfallentstehung? Ein Vergleich der beiden Szenarien >Tunnel«
und >Klippe« macht exemplarisch deutlich, welch erheblichen Ein-
fluss kleine Verdnderungen in der Konstellation der dilemmatischen
Situation auf die ethische Beurteilung haben konnen, beispielswei-
se eine Skalierung der Anzahl betroffener Personen, deren Alter
oder ein mogliches schuldhaftes Fehlverhalten. In dhnlicher Weise
stellt das Beispielszenario 8 >Herannahender LKW« die Frage zur
Diskussion, ob eine mdgliche leichte Verletzung der angefahrenen
Kinder einer mdglichen schweren Schiadigung der beiden Fahrzeug-
insassen vorzuziehen wire, also ob die Schwere der zu erwartenden
Personenschdaden im Rahmen der ethischen Entscheidungsfindung
beriicksichtigt werden sollte.

Nachdem geklirt ist, welche moralphilosophischen Problemati-
ken in Dilemma-Szenarien auftreten konnen, stellt sich nun die
Frage, welche Strategien sich aus ethischer Sicht zu deren Bewilti-
gung anbieten. Vor diesem Hintergrund wird nun in einem néchsten
Schritt das dominante Forschungsframework, das sich am berithm-
ten Trolley-Problem orientiert, eingefithrt und kritisch beleuchtet.
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4.14 Dilemma-Szenarien als angewandtes Trolley-Problem? Von
Diskrepanzen und Disanalogien

Den Beginn des ethischen Diskurses um Unfallalgorithmen markier-
te Mitte der 2010er-Jahre die Auseinandersetzung mit spezifischen
Dilemma-Szenarien vor dem Hintergrund des prominenten Trolley-
Problems. Dabei handelt es sich um ein philosophisches Gedanken-
experiment mit dem Ziel, moralische Intuitionen anhand von Ent-
scheidungen in konstruierten Szenarien mit unvermeidbaren negati-
ven Konsequenzen zu analysieren und Begriindungen fiir normative
Schlussfolgerungen darzulegen. In seiner klassischen Form geht das
Trolley-Problem auf die Philosophin Philippa Foot (1978) zuriick. Es
versetzt die Teilnehmer in die Situation eines Fahrers einer aufler
Kontrolle geratenen Straflenbahn, die mit hoher Geschwindigkeit
auf funf Personen zusteuert, welche auf den Gleisen arbeiten. Um
die Gleisarbeiter vor dem sicheren Tod zu retten, hat der Fahrer die
Option, die Straflenbahn auf ein anderes Gleis umzuleiten, auf dem
sich eine Person befindet, die ebenfalls durch den Aufprall getGtet
wiirde. Was soll der Fahrer tun?

Foots klassische Version wurde vielfach aufgegriffen, variiert und
fiir verschiedene Anwendungskontexte modifiziert. Eine prominente
Weiterentwicklung und heute zugleich die am héufigsten referenzier-
te Variante stammt von Judith Jarvis Thomson (1976, 1985b). Sie
ersetzt den Fahrer in seiner Funktion als Entscheidungstriger durch
einen ansonsten unbeteiligten Zuschauer, der durch einen Schalter
die Straffenbahn umleiten kann:

Let us begin by looking at a case that is in some ways like Mrs. Foot’s
story of the trolley driver. I will call her case Trolley Driver; let us now
consider a case I will call Bystander at the Switch. In that case you have
been strolling by the trolley track, and you can see the situation at a
glance: The driver saw the five on the track ahead, he stamped on the
brakes, the brakes failed, so he fainted. What to do? Well, here is the
switch, which you can throw, thereby turning the trolley yourself. Of
course you will kill one if you do. (Thomson, 1985b, S. 1397)

Ferner ergidnzt Thomson das Gedankenexperiment um eine weitere
Variante, die als »>Fetter-Mann-Problem« (fat man problem) bekannt
ist: Die handelnde Person befindet sich auf einer Bricke tiber den
Gleisen und erkennt, dass die StrafSenbahn nur aufgehalten werden
kann, wenn ein dicker Mann, der sich ebenfalls auf der Briicke
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befindet, auf diese Gleise gestofSen wird, um die Bahn auf diese
Weise zum Stehen zu bringen (vgl. Thomson, 1976, S. 207-208).

Der moralische Konflikt, der dem Gedankenexperiment zugrun-
de liegt, bewegt sich in zwei Dimensionen, die eng miteinander
zusammenhéngen und somit die Komplexitdt der Problemstellung
erhohen: Zum einen geht es um die Problematik des Aufwiegens
von Menschenleben, die sich in der Frage konkretisiert, ob der Tod
Weniger in Kauf genommen werden darf bzw. sollte, um Viele zu
retten. Zum anderen thematisiert das Trolley-Problem insbesondere
eine kritische Unterscheidung in Bezug auf ethische Entscheidungen
und deren zugrundeliegende Intentionen: Ist (aktives) Toten aus
moralischer Sicht schlechter als (passives) Sterbenlassen? Die Unter-
suchung unserer moralischen Intuition hinsichtlich einer méglichen
ethisch relevanten Unterscheidung zwischen Handlungen aktiven
Handelns einerseits und passiven Unterlassens andererseits steht
im Zentrum der sogenannten Doing-versus-Allowing-Problematik.”®
Wie empirische Studien nahelegen, bestehen Wechselwirkungen
zwischen beiden Dimensionen, sodass diese nicht ginzlich unab-
héngig voneinander betrachtet werden konnen (vgl. Greene, 2013).

Fir den Forschungsdiskurs um Unfallalgorithmen ist das Trol-
ley-Problem von grofier Bedeutung. Bisher wurde es in weiten Tei-
len der Forschungsliteratur als dominantes Framework verwendet,
um Dilemma-Szenarien des autonomen Fahrens zu adressieren. Ent-
sprechende, vermehrt kritische Auseinandersetzungen stellen noch
heute einen wesentlichen Anteil der einschldgigen Neupublikationen
zum Thema; es gibt kaum einen Artikel, der nicht in der einen oder
anderen Weise Bezug auf das Trolley-Problem nimmt (vgl. Santoni
de Sio, 2021, S.715).%7 Im Anschluss an Thomsons Modifikationen
wurden im Rahmen des Diskurses um Unfallalgorithmen verschie-
dene Varianten von Trolley-Fallen®® als pointierte Reprasentationen
dilemmatischer Unfallszenarien vorgeschlagen. Wie soll sich ein au-

96 Alternative Bezeichnungen des entsprechenden ethischen Diskurses sind >Kil-
ling versus Letting Die< bzw. >Intending versus Foreseeingx.

97 Eines der wenigen alternativen Gedankenexperimente entwerfen Kumfer und
Burgess (2015). Dabei werden Szenarien mittels eines MATLAB-Programms
simuliert, um die Implikationen verschiedener ethischer Theorien fiir Unfallal-
gorithmen zu untersuchen.

98 Zur begrifflichen Unterscheidung zwischen >Trolley-Problem« und >Trolley-Fl-
len«< sieche Himmelreich (2018, S. 669-670).
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tonomes Fahrzeug angesichts einer drohenden Kollision mit fiinf
Personen verhalten, die die Strafe iiberqueren? Soll es ausweichen
und stattdessen auf einen einzelnen Fuf3gdnger zusteuern, oder soll-
te es gar seine Insassen opfern, indem es z. B. auf ein schweres
Hindernis auffahrt? Diese und dhnliche Fragestellungen scheinen
auf den ersten Blick auf eine praxisnahe Reformulierung des Trolley-
Problems hinzudeuten. Deren spezifische Instanzen zeichnen sich
durch bestimmte Eigenschaften aus:

(1) the AV must choose one of two actions; (2) the AV knows what
the consequences of each action will be; (3) each action imposes a
distribution of benefits and burdens over at least two affected parties;
and (4) the interests of these parties are jointly unsatisfiable. (Keeling,
2020, S.294)

Im Zentrum des Interesses des urspriinglichen Trolley-Problems
steht der Versuch, Veranderungen in moralischen Intuitionen zwi-
schen verschiedenen Trolley-Fallen zu begriinden, die sich gering-
fiigig in moralisch relevanten Gesichtspunkten unterscheiden. Die
Debatte tiber Unfallalgorithmen bezieht sich dagegen nicht auf
das Gedankenexperiment in diesem engeren, klassischen Sinne, son-
dern versteht es als philosophische Methode, die idealisierte Falle
gebraucht, um moralisch relevante Merkmale zu identifizieren und
zu untersuchen. Unfallalgorithmen werden im Kern als Program-
mier- bzw. Designentscheidung maschineller Moral aufgefasst, die
die Ausgestaltung konkreter algorithmischer Steuerungsaktionen als
Antwort auf modifizierte Trolley-Szenarien betrifft. Dilemma-Szena-
rien lassen sich dabei als spezifische moralische Entscheidungspro-
bleme hinsichtlich der Frage beschreiben, welche ethischen Hand-
lungsprinzipien bzw. moralischen Werte in Notsituationen zur An-
wendung kommen sollen. Wie soll ein Fahrzeug in der jeweiligen
Situation agieren?%’

Obwohl ein auf Instanzen modifizierter Trolley-Falle basierender,
moralphilosophischer Zugang die Forschung zu Unfallalgorithmen
weitgehend dominiert, stehen viele Wissenschaftler, die sich mit der
Ethik autonomen Fahrens auseinandersetzen, dieser vermeintlichen

99 Einige Argumente, die sowohl fiir eine direkte als auch indirekte (normative)
Relevanz des Trolley-Problems fiir Unfallalgorithmen sprechen, werden von
Paulo (2023) skizziert.
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Analogie zunehmend kritisch gegeniiber. Sie merken an, dass es
sich bei Trolley-Fillen im Wesentlichen um theoretisch konstruierte
Szenarien handelt, die auf Annahmen beruhen, welche grundlegend
verschieden sind von moralischen Entscheidungen in real-lebens-
weltlichen Kontexten.%0 Wie Lawlor (2022, S.207-214) ausfiihrt, ist
das Trolley-Problem in seinem Zweck und Wesen innerhalb des
Forschungsdiskurses um Unfallalgorithmen vielfach fehlinterpretiert
worden. Tatsachlich dhnelt es eher einem Laborexperiment als einer
Modellvorlage fiir angewandte Probleme. So sind Trolley-Falle ge-
eignet, individuelle moralische Intuitionen durch die Konfrontation
mit Extremfillen zu offenbaren und kritisch zu hinterfragen sowie
einige der zentralen moralphilosophischen Problematiken der jewei-
ligen Entscheidungssituation aufzudecken. Als philosophisches Ge-
dankenexperiment ist das Trolley-Problem jedoch als isoliertes Ent-
scheidungsproblem konzipiert, das von jeglicher Kontexteinbettung
abstrahiert. Es >existiert« nur innerhalb der Experimentumgebung
und konstruiert Trolley-Fille als binédre Single-Choice-Entscheidun-
gen in einer vollstindig kontrollierbaren Umgebung (vgl. Goodall,
2014b, S.96, 2016a, S.812, 2017, S.496), die keine Abhéingigkeiten
zu externen Faktoren aufweist.!! Betroffene Personen werden weit-
gehend als unpersonliche Entitdten und Entscheidungstréger als Un-
beteiligte modelliert (vgl. Hilbner & White, 2018, S. 688; Liu, 2017,
S.202), Verantwortungsaspekte bleiben unberiicksichtigt.

Im Gegensatz dazu sind Unfallalgorithmen als praktisches Prob-
lem an real-lebensweltliche Kontexte gekniipft. Smilansky (2022,
S.118-122) erlautert, dass das binare »Entweder—-Oder«-Design para-
digmatischer Trolley-Falle die Vielfalt flexibler Handlungsmdoglich-
keiten, die sich autonomen Fahrsystemen bietet, nicht addquat wi-
derspiegelt. Entscheidungen in realen Kontexten sind nicht isoliert,
auch ein Vorher und ein Nachher entfalten moralische Relevanz.

100 Eine umfangreiche Diskussion der Unterschiede zwischen Trolley-Problem
einerseits und Entscheidungsdilemmata im Kontext des autonomen Fahrens
andererseits wurde bereits an anderer Stelle von der Autorin publiziert (vgl.
Schaffner, 2021). Weitere vertiefende Auseinandersetzungen und Systematisie-
rungen zur Thematik finden sich z. B. bei Bruers und Braeckman (2014), Fossa
(2023), Himmelreich (2018), Nyholm und Smids (2016), Wolkenstein (2018)
und Wu (2020).

101 Siehe auch Kap. 4.3.2 fiir weitere Kritikpunkte an einem trolley-basierten De-
sign experimenteller Studien.
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Vor allem was ihre Entstehung angeht, sind Unfalldilemmata in
hohem Mafle kontextualisiert; beispielsweise ist es fiir Haftungsfra-
gen hochst relevant, wie es zu einem entstandenen Schaden gekom-
men ist (vgl. Kauppinen, 2021, S. 630-631). Als Entscheidungstréiger
kénnen wir uns den Situationen, in denen unsere Entscheidungen
zum Tragen kommen, nicht entziehen: »Yet, ethical situations are
not snapshots frozen in time but uncertain and living movements.
We are not engaged with them as outside judges but as ethical
characters.« (JafariNaimi, 2018, S.309) Aspekte moralischer und
rechtlicher Verantwortung sind stets mit getroffenen Entscheidun-
gen verwoben (vgl. Nyholm & Smids, 2016, S.1283-1284; Santoni
de Sio, 2017, S. 420). Dies gilt umso mehr im Hinblick darauf, dass
tiir autonome Fahrsysteme keine Grundeinstellung hinsichtlich akti-
vierter Trajektorien festgelegt ist, sodass jede Aktion vom System
berechnet und daher als aktive Handlung gedeutet werden muss.
Weitere Diskrepanzen zwischen Trolley-Problem einerseits und Di-
lemma-Szenarien andererseits ergeben sich bei der Konzeption
des jeweils zugrundeliegenden Entscheidungsproblems. Trolley-Fille
fragen nach den moralischen Priferenzen bezogen auf eine konkrete
Situation; als moralphilosophische Entscheidungsprobleme werden
sie den gesellschaftlichen Effekten,!%2 die ein spezifisches Design von
Unfallalgorithmen mit sich bringt, nicht gerecht.!%?

Auch die eingeschrinkte Implementierbarkeit des Trolley-Pro-
blems in Algorithmen mittels Konzepten maschinellen Designs stellt
eine gravierende Limitation der Vorgehensweise dar, Dilemma-Sze-
narien auf Instanzen eines angewandten Trolley-Problems zu redu-
zieren (vgl. Himmelreich, 2018, S.675; Keeling, 2020, S.301). Die
spezifische Struktur des Gedankenexperiments erfordert Antworten
in Form expliziter ethischer Handlungen oder Handlungsprinzipien,
die aus technischer Sicht einem Top-Down-Ansatz entsprachen. Nun
stiitzt sich die technische Realisierung hochkomplexer autonomer
Systeme jedoch zu einem grofien Teil auf verhaltenssteuernde Kom-
ponenten, die auf Methoden maschinellen Lernens bzw. neuronaler
Netze basieren. Das Verhalten autonomer Fahrzeuge in Unfalldilem-

102 Dieser Aspekt wird im nachfolgenden Kap. 4.2 néaher ausgefiihrt.

103 Fiir eine argumentative Auseinandersetzung hierzu siehe Smith (2022, S. 286-
289), der die Rolle und Plausibilitit eines trolley-basierten Designs von Dilem-
ma-Szenarien vor dem Hintergrund eines institutionalistischen Verstindnisses
diskutiert.
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mata wird von Algorithmen bestimmt, die nicht von Ingenieuren
direkt programmiert werden, sondern die sich das System auf Basis
von Trainingsdaten selbst generiert hat. Diese erlauben es nicht,
die Reaktion autonomer Fahrzeuge in spezifischen Unfallszenarien
in stets konsistenter Weise vorherzubestimmen. Daraus folgern Beh-
rends und Basl (2022), dass das Design des Trolley-Problems als
Entscheidungsproblem mit klar definierten, eindeutigen Antworten
nicht geeignet ist, um direkte Implikationen fiir die technische Im-
plementierung von Unfallalgorithmen abzuleiten.

Um es kurz zu sagen: Im Gegensatz zum Trolley-Problem sind
Unfalldilemmata >mitten aus dem Leben gegriffen<; der Kontext,
in dem sie stehen, ist essenziell, um sie vollumféinglich begreifen
und bewiltigen zu kénnen. Das néchste Unterkapitel ist daher einer
ausfithrlichen Untersuchung des praktischen Problemkontextes ge-
widmet, der bedeutende Implikationen fiir die Konzeption des zu
entscheidenden Problems hat.

4.2 Praktische Kontexteinbettung: Politisch-soziale Dimension
und Entscheidungen unter Risiko

4.2.1 Die gesellschaftlich-soziale Dimension von Dilemma-Szenarien

Die Motivatoren, die hinter der anvisierten (Voll-)Automatisierung
des Verkehrs stehen, beziehen sich primar auf die Schwichen und
Probleme gegenwirtiger Mobilitdt im Hinblick auf Sicherheits- und
Effizienzdefizite sowie veranderte Mobilitatsbedirfnisse der Gesell-
schaft (siehe Kap. 2.1.2). Die Vision des autonomen Fahrens ist aller-
dings nicht nur eine Antwort auf bestehende Probleme; sie ist auch
disruptiv und bringt ihrerseits weitreichende Wirkungen auf gesell-
schaftlicher Ebene hervor, die eine mdgliche Mobilititsrevolution
nachhaltig mitbestimmen werden:

[...] the current vision of SDV technology [...] neglects a range of soci-
etal dimensions of technology. It fails to recognize interdependencies
between societal dimensions. It does not account for the broader picture
of why and how society uses technology in the first place, and how
technology continues to influence and shape societal structures and
relations. (Blyth et al., 2016, S. 48)
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Es ist festzustellen, dass die gesellschaftlich-soziale Dimension au-
tonomer Fahrsysteme im Forschungskontext bisher unzureichend
thematisiert worden ist. Dies ist zu einem grofien Teil darauf zuriick-
zufiihren, dass sich der dominante Forschungszugang auf trolley-
basierte Frameworks als Designgrundlage fiir Dilemma-Szenarien
fokussiert. Wie in Kap. 4.1.4 gezeigt, blendet das Trolley-Problem
entscheidungstheoretische Aspekte von erheblicher moralischer Re-
levanz fiir real-lebensweltliche Unfallsituationen aus, z. B. morali-
sche und rechtliche Verantwortung, (strategische) Interaktion oder
die Komplexitét des Entscheidungskontextes (vgl. Gogoll & Miiller,
2017, S. 690; JafariNaimi, 2018, S. 306; Nyholm, 2018b, S. 5). Ein hau-
fig zitiertes Paradoxon aus den prominenten Studien von Bonnefon
et al. (2015, 2016) liefert Hinweise darauf, dass insbesondere das
moralphilosophische Design des Trolley-Problems der tatséchlichen
Problemstruktur praktischer Unfalldilemmata nicht gerecht wird.
Im Rahmen der genannten Untersuchungen wird eine allgemeine
Priferenz fiir eine utilitaristische Programmierung autonomer Fahr-
zeuge konstatiert, welche sich am Prinzip der Schadensminimierung
orientiert. Zugleich wiirde aber die Mehrheit der Nutzer Fahrzeuge
bevorzugen, die sie selbst als Insassen im Notfall schiitzen (vgl.
Bonnefon et al., 2015, S. 5-8).

Diese auf den ersten Blick widerspriichlich anmutende Einstel-
lung wird dann plausibel, wenn man sich vergegenwirtigt, dass es
bei der Frage nach der Programmierung von Unfallalgorithmen -
anders als beim Trolley-Problem - nicht um ein individuelles Ent-
scheidungsproblem geht. Die Konzeption des klassischen Trolley-
Experiments erfordert eine individuelle Entscheidung, indem man
sich entweder in den Fahrer (in Foots Version) oder den Zuschauer
(in Thomsons Version) hineinversetzt. Die zugrundeliegende Fra-
gestellung impliziert ein moralphilosophisches Entscheidungspro-
blem; sie fragt danach, wie ein Individuum in der spezifischen Situa-
tion entscheiden wiirde bzw. soll. Aufgrund der grofien Resonanz,
die auf Instanzen modifizierter Trolley-Szenarien beruhende empiri-
sche Studien experimenteller Ethik in den wissenschaftlichen Unter-
suchungen zu Unfallalgorithmen kontinuierlich erfahren (siehe Kap.
4.3), werden Unfalldilemmata im Forschungsdiskurs mehrheitlich
als rein moralphilosophische Entscheidungsprobleme thematisiert.

Dies wird dem real-lebensweltlichen Kontext, in den die Proble-
matik eingebettet ist, allerdings nicht gerecht. Im praktischen Ein-
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satz sind autonome Systeme mit komplexen Situationen konfron-
tiert, die nicht nur von einzelnen Entscheidungstragern abhingen,
sondern mehrere miteinander verflochtene Ebenen sozialer und
strategischer Interaktion zwischen verschiedenen beteiligten Partei-
en beinhalten:

Technologies are not introduced in a vacuum [...] They exist within a
vast network of incentives among people, industries, lawmakers, and
so on. Harnessing emerging technologies for the benefit of humanity
requires a vivid and active imagination, for understanding where the
technology will fit into this network and disrupt its existing incentive
structure. (Jenkins, 2022, S. 143-144)

Die Verhaltenssteuerung autonomer Fahrzeuge kann nicht als iso-
liertes Problem betrachtet werden, sondern ist stets Teil eines Sys-
temkonzepts vernetzter Infrastruktur (vgl. Borenstein et al., 2019,
S.386-394; Lundgren, 2021, S.409) einerseits und gesamtgesell-
schaftlicher Wirkungen andererseits (vgl. Smith, 2022, S.279-286).
Als sozio-technische Systeme stehen selbstfahrende Fahrzeuge in
vielschichtigen gesellschaftlichen Zusammenhingen, in denen Stra-
tegien fiir real-lebensweltliche Entscheidungsdilemmata durch die
Implementierung in Algorithmen systemischen Charakter erhalten.
Programmierentscheidungen haben Auswirkungen nicht nur auf
eine individuelle Situation, sondern auf das Verhalten einer Viel-
zahl analog implementierter Fahrzeuge; Himmelreich (2018, S. 678)
spricht in diesem Zusammenhang von einem »large-scale problem«.
Algorithmen kdnnen auf einen kontinuierlichen Lésungsraum von
Trajektorien zuriickgreifen, der ihnen eine gréflere Handlungsflexi-
bilitat ermoglicht (vgl. Geisslinger et al., 2021, S.1035). Bei bestimm-
ten Situationskonstellationen kénnen so beispielsweise kumulative
Effekte hervorgerufen werden (vgl. Liu, 2017, S.202). Es bleibt un-
Klar, inwiefern sich moralische Entscheidungspriferenzen, die in
vereinfachten Szenarien erhoben werden, auf moralische Entschei-
dungen in komplexen Situationen iibertragen lassen (vgl. Lundgren,
2021, S. 408).

Wie das zitierte Paradoxon von Bonnefon et al. (2015, 2016)
zeigt, werden utilitaristische Autos zwar als das Mittel der Wahl
zur Forderung des Wohls der Allgemeinheit angesehen, jedoch hat
jeder Einzelne einen Anreiz, davon abzuweichen, solange er sich
durch egoistisches Verhalten besser stellen kann (vgl. Bonnefon et
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al., 2016, S. 1575).194 Dies offenbart ein klassisches soziales Dilemma:
Offensichtlich besteht eine Diskrepanz zwischen dem, was Individu-
en grundsitzlich im Rahmen ihrer personlichen Wertvorstellungen
in einer spezifischen Situation priferieren, und dem, was diese als
Grundlage der Programmierung autonomer Systeme im Hinblick
auf viele vergleichbare Situationen fiir sich selbst und andere als
wiinschenswert erachten. In diesem Sinne fithrt Cerny (2022) aus,
dass Entscheidungsstrategien fiir dilemmatische Situationen weder
in einem grundlegenden Widerspruch zu wichtigen moralischen
Intuitionen potenzieller Nutzer stehen noch die Grundwerte aufSer
Acht lassen diirfen, die auf der normativen Gleichheit aller Men-
schen beruhen. Unfalldilemmata stellen daher ein soziales Entschei-
dungsproblem von gesellschaftlicher Dimension dar. Individuelle
Priferenzen sind in diesem spezifischen Kontext zwar nicht irrele-
vant, als alleinige moralische Orientierung jedoch fragwiirdig, da
stets Entscheidungen anderer bzw. die Implikationen fiir andere mit-
beriicksichtigt werden miissen.!%> Vielmehr manifestiert sich die spe-
zifische Problematik von Unfallalgorithmen in einem Spannungsfeld
von drei potenziell inkompatiblen Zielsetzungen, denen adidquate
Entscheidungsstrategien ganzheitlich entsprechen miissen:

Not discouraging buyers is a commercial necessity—but it is also in
itself a moral imperative, given the social and safety benefits AVs pro-
vide over conventional cars. Meanwhile, avoiding public outrage, that is,
adopting moral algorithms that align with human moral attitudes, is key
to fostering public comfort with allowing the broad use of AVs in the
first place. However, to pursue these two objectives simultaneously may
lead to moral inconsistencies. (Bonnefon et al., 2015, S. 2)

Wie lassen sich Kompromisse bei zu erwartenden Zielkonflikten
finden? Im Folgenden werden Herausforderungen spezifischer regu-

104 Bonnefon et al. (2016, S.1575-1576) gehen davon aus, dass sich eine Regulie-
rung in dem Sinne, dass eine prinzipiell utilitaristische Programmierung ge-
setzlich vorgeschrieben wird, kontraproduktiv auswirken wiirde, da das gene-
relle Sicherheitspotenzial des autonomen Fahrens sich durch die verminderte
Kaufbereitschaft nur verzogert entfalten wiirde.

105 Diesen Aspekt konnen insbesondere Trolley-Szenarien als rein moralphiloso-
phisch konzipierte Entscheidungsprobleme nicht abbilden; sie sind »merely
the unrealistic discrete version of a very real dilemma that emerges at a statisti-
cal level.« (Bonnefon et al., 2019, S. 504)
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lativer Perspektiven unter Beachtung der pluralistischen Pragung
moderner Gesellschaften erdrtert.

4.2.2 Politische Regulierung: Unfallalgorithmen im Spannungsfeld
zwischen individuellen Préferenzen und pluralistischen
Wertvorstellungen

Aus dem Blickwinkel des gesellschaftlichen Kontextes, in den Un-
fallalgorithmen eingebettet sind, werden in unvermeidbaren Notsi-
tuationen grundrechtlich sensible Probleme aufgeworfen, die fun-
damentale Individualrechte als zentrale politische Werte tangieren.
Diese zu schiitzen, ist Aufgabe politischer Regulierung, nicht mo-
ralphilosophischer Uberlegungen. Technologische Innovationen re-
gulativ zu begleiten, ist ein anspruchsvoller Auftrag an politische
Instanzen, die verschiedene regulatorische und normative Systeme
umfassen:

All in all, the politics of self-driving cars thus concerns a total of five
different domains of an upgraded version of >practical reason«: politics
(in the narrow sense), ethics, law, economics, social norms, and technol-
ogy. These latter regulatory systems may either reinforce or undermine
one another, or even render the claims of another regulatory system
superfluous. Depending on how these normative systems interact with-
in a given domain of technological innovation, different observables
and variables of the analysis may result. In the field of AVs, existing
institutional initiatives and amendments to current AV laws have given
rise to four different categories of normative issues vis-a-vis the five
different domains of politics (in the broader sense). Such observables
of the analysis with their variables regard (1) the ethics of AVs; (2) law
and business; (3) the role of social norms; and (4) the governance of
technological innovation in the field of AVs. (Pagallo, 2022, S.163)

Im Rahmen von kollektiven Entscheidungen miissen die Interessen
unterschiedlicher Anspruchsgruppen bei der Programmierung von
Unfallalgorithmen Beriicksichtigung finden.'® Dabei erweist sich
als problematisch, dass liberale Gesellschaften von pluralistischen
Wertvorstellungen geprigt sind, die sich in einer weitreichenden

106 Millar et al. (2020) stellen in einem empirisch gestiitzten Entwurf mégliche
Anspruchsgruppen und deren Wertvorstellungen zusammen und bereiten die
Ergebnisse fiir ingenieurtechnische Designaufgaben auf.
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moralischen Uneinigkeit beziiglich akzeptierter moralischer Kriteri-
en widerspiegeln. Es gibt keine universale Vorstellung von Moral, die
sich in global akzeptierte Maschinenalgorithmen {ibersetzen liefle
(vgl. Maxmen, 2018, S. 469).

Die Anerkennung eines >verniinftigen Pluralismus< (reasonable
pluralism)'%7 und der daraus abgeleiteten Entscheidungsautonomie
des Einzelnen bildet den Ausgangspunkt der politischen Philoso-
phie. Vor deren Hintergrund wurden in den letzten Jahren verstérkt
alternative Ansitze gewdhlt, um Dilemma-Szenarien jenseits des
Trolley-Problems als Frage legitimierter politischer Regulierung zu
konzipieren. Die Problematik der Gestaltung von Unfallalgorithmen
bewegt sich als ethisches, aber zugleich auch politisches Entschei-
dungsproblem im Spannungsfeld von (individueller) Autonomie,
(sozialer) Akzeptanz und (moralischer) Akzeptabilitit, was den
Forschungsdiskurs vor komplexe Herausforderungen stellt. Bisher
gehen einige wenige Artikel explizit auf heuristische Ansétze ein,
die jeweils unterschiedliche Schwerpunkte bei der Priorisierung der
einzelnen Aspekte setzen. Zum gegenwirtigen Zeitpunkt sind diese
jedoch eher als Impulse fiir weitere Forschung denn als ausgearbeite-
te Konzepte zu werten.

Eine der am héufigsten referenzierten und zugleich umstrittensten
Heuristiken in diesem Kontext stellt eine mégliche Personalisierung
der ethischen Einstellungen selbstfahrender Fahrzeuge dar, welche
die Entscheidungsautonomie der Individuen in den Vordergrund
riickt. Dabei wird von einem etablierten Ansatz aus der politischen
Philosophie ausgegangen, der dem Problem normativer Inkonsisten-
zen begegnet, indem er auf eine universale Regelung verzichtet und
stattdessen den moralischen Entscheidungsraum aufteilt, sodass der
Einzelne die Moglichkeit erhdlt, nach seinen eigenen normativen
Standards zu handeln (vgl. Gogoll & Miiller, 2017, S. 687). Im Kon-
text von Unfallalgorithmen wiirde dies implizieren, dass jeder Nut-
zer selbst dariiber entscheiden kann, wie sich sein Fahrzeug in einer

107 Reasonable pluralism ist ein Begriff, den John Rawls (1993) in seinem spite-
ren Werk zum politischen Liberalismus geprédgt hat. Er erkennt an, dass es
fir Individuen gute Griinde gibt, unterschiedliche Meinungen und Werte zu
vertreten. Auf dieser Basis beschreibt er die Existenz und Persistenz einer
Diversitdt unvereinbarer, aber dennoch legitimer moralischer, religiéser oder
philosophischer Weltanschauungen als Merkmal moderner demokratischer
Gesellschaften.
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Notsituation verhalten soll. Das Design entsprechender autonomer
Fahrzeuge miisste dann iiber vorinstallierte Ethik-Module verfiigen,
die sich an verschiedenen ethischen Theorien bzw. Prinzipien orien-
tieren. Aus diesen konnen die jeweiligen Nutzer diejenige personali-
sierte Einstellung (personalized ethics setting, PES) wihlen, die ihren
personlichen moralischen Priferenzen am besten entspricht. In der
praktischen Umsetzung kénnte dies z. B. durch einen Fragenkatalog
erfolgen, um das gewiinschte Verhalten fiir Klassen von Szenarien
zu ermitteln (vgl. Fournier, 2016, S.44). Eine solche Frage konnte
lauten, ob die Person ihr eigenes Leben stets priorisieren oder ob sie
sich zugunsten einer bestimmten Anzahl an Betroffenen opfern wol-
len wiirde. Contissa et al. (2017, S. 371-375) beschreiben ein beispiel-
haftes mathematisches Modell zur Bestimmung der utilitaristisch
optimalen Handlungsoption, das den jeweils individuell gesetzten
relativen Wert des eigenen Lebens im Vergleich zu dem anderer
berticksichtigt.

Der zentrale Vorteil eines solchen PES ware, dass autonome Fahr-
zeuge mit individualisierbaren Einstellungen eine héhere Nutzerak-
zeptanz aufweisen (vgl. Siitfeld et al., 2019, S.8-9); Formosa (2022,
S. 181) bezeichnet dies als das »popularity argument«. Auf diese Wei-
se wiirde nicht nur paternalistischen Konstrukten eine Absage erteilt
(vgl. Millar, 2014c), sondern vielmehr die Entscheidungsautonomie
gewahrt und individuellen moralischen Priferenzen entsprochen
(vgl. Himmelreich, 2019, S.35). Wer, wenn nicht der Nutzer selbst,
kann und sollte {iber sein Leben und damit verbundene Risiken
entscheiden? Speziell im Kontext méglicher Selbstopferungshand-
lungen sind fremdbestimmte Entscheidungen problematisch (vgl.
Lin, 2013a). Autonome Fahrzeuge wiirden im Idealfall lediglich als
moralische Vertreter (moral proxies) fungieren (vgl. Millar, 2015,
S.53-54).108 Zudem stiinde ein solches Vorgehen in Einklang mit
den Grundwerten einer liberalen Gesellschaft (vgl. Gogoll & Miiller,
2017, S. 688).

108 Ferner zeigen Zhang et al. (2023) in einer empirischen Studie, dass moralische
Urteile iiber die Eignung KI-gestiitzter Systeme, in dilemmatischen Szenarien
moralische Entscheidungen zu treffen, eng mit den kognitiven und emotiona-
len Prozessen zusammenhéngen, die bei unterschiedlichen Szenarientypen im
menschlichen Gehirn aktiviert werden.
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Einen argumentativ anders begriindeten, in der praktischen Rea-
lisierung aber letztlich dhnlichen Ansatz entwickeln Shaw und
Schneble (2021). Aus der Feststellung, dass sich Stirken und Schwi-
chen von Mensch und Maschine jeweils komplementir ergidnzen,
folgern sie, dass eine gemeinsame Entscheidungsfindung eine op-
timale Strategie fiir unvermeidbare Unfallsituationen darstellt: Ma-
schinen besitzen hohere Kapazititen zur Datenverarbeitung und
haben bessere Reaktionszeiten, wohingegen Menschen prinzipiell
ethisch handlungsfihig sind. Nach dem Vorbild der im medizini-
schen Bereich etablierten Vorgehensweise der gesundheitlichen Ver-
sorgungsplanung (advance care planning)\%® pladieren sie dafiir, dass
Nutzer vorab ihre generellen Wertepraferenzen fiir mégliches Kolli-
sionsverhalten, insbesondere im Hinblick auf Selbstschutz, an das
Fahrzeug {ibermitteln und dieses dann in konkreten Situationen
darauf zuriickgreift.

Auch wenn Ansitze einer moglichen Personalisierung von Unfal-
lalgorithmen zunéchst vielversprechend klingen, gibt es diesbeziig-
lich viele kritische bzw. skeptische Stimmen. Entsprechende Argu-
mentationen lassen sich im Spannungsfeld eines sozialen Zielkon-
flikts zwischen Selbstbestimmung und Sicherheit verorten, mit dem
sich die Nutzer konfrontiert sehen. Das Argument, durch ein PES
wiirde die Entscheidungsautonomie der Nutzer gewahrt, lasst sich
auch anders interpretieren — namlich als das Verbot, anderen Per-
sonen Schaden zuzufiigen und auf diese Weise ihre Autonomie zu
beeintrachtigen (vgl. Formosa, 2022, S.181). Weiterhin lésst sich
bemingeln, dass das Verhalten autonomer Fahrzeuge weniger vor-
hersehbar wiirde, falls die individuelle Entscheidung iiber deren
Handlungsnormen von Nutzern getroffen wird (vgl. Birnbacher &
Birnbacher, 2016, S. 9), was in der Folge zu einer erhohten Unfallge-
fahr fithrt. Millar (2014c) weist auf weitere praktische Limitationen
einer vollstindigen Personalisierung von Unfallalgorithmen hin:

109 Die gesundheitliche Versorgungsplanung ist ein Beratungskonzept der Ge-
sundheitsvorsorge. Im Kontext des Ansatzes von Shaw und Schneble (2021)
dient es als Beispiel fiir eine gemeinsame Entscheidungsfindung zwischen
medizinischem Personal und Patienten. Dabei dokumentieren Patienten ihre
personlichen Werte, Lebensziele und Priferenzen hinsichtlich zukiinftiger me-
dizinischer Versorgung. Diese sollen als Orientierung herangezogen werden,
falls in zukiinftigen Situationen die Entscheidungsféahigkeit der Patienten nicht
mehr gegeben oder eingeschrankt ist.
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Yes, we must recognize the importance of letting drivers autonomously
express certain preferences. But we must also balance the need for
personal autonomy with the severity of the ethical problem posed by
the design decision. Asking for driver input in all scenarios would
create unreasonable barriers to design and would prevent society from
realizing the many other benefits posed by the technology, such as a
reduction in overall crashes. Some driver preferences will not be >seri-
ous«< enough to warrant their input. (Ebd., 0. S.)

Weiterhin bringt ein PES nicht unerhebliche Herausforderungen
fir die koordinierte Steuerung mit sich: Wenn fiir jedes Fahrzeug
separat eine personalisierte ethische Einstellung gewéhlt wird, kann
es zu ineffizienten Resultaten kommen; so ist unklar, wie eine opti-
mierte Koordination erfolgen kann, wenn beide Fahrzeugfiihrenden
altruistische Praferenzen haben. Lin (2014b) schliefilich bewertet
ein mogliches PES vor dem Hintergrund von Haftung und Verant-
wortung kritisch. Formosa (2022, S.182-183) stellt angesichts der
Komplexitdt moralischer Dilemma-Szenarien in Frage, ob im Fall ei-
nes PES stets von informierten Entscheidungen gesprochen werden
kann. Um zu vermeiden, dass die Hersteller fiir potenziell diskri-
minierende oder anderweitig moralisch fragwiirdige Einstellungen
der Nutzer haftbar gemacht werden, miisste sichergestellt werden,
dass diese nur innerhalb bestimmter, mit moralischen und rechtli-
chen Grundsitzen konformer Grenzen personalisierbar sind (vgl.
ebd., S.182; Millar, 2014b). Alternativ ware auch denkbar, stattdessen
die Nutzer selbst in die Verantwortung zu nehmen, was allerdings
eine erhebliche rechtliche und moralische Biirde fiir diese bedeuten
wiirde!? Oder sollte gar den Herstellern die Entscheidungshoheit
Uber individualisierte Algorithmen ihrer Produktserien tiberlassen
werden? Anhand einer empirischen Studie demonstrieren Inoue et

110 Hinsichtlich der Entscheidungssituation wiére ein PES vergleichbar mit der
Trolley-Variante von Foot, in dem der Straflenbahnfahrer als unmittelbar
involvierte Person die Entscheidung treffen muss. JafariNaimi (2018, S.307)
betont, dass die relationalen Bindungen, welche Entscheidungstrager mit der
Situation und den potenziellen Opfern verbinden, ein wichtiger Faktor bei
der Bestimmung der Entscheidungsumsténde sind: »There is a difference prac-
tically, emotionally, and intellectually to being in charge of the trolley and
knowing firsthand about the brakes, the tracks, the terrain, the number of the
passengers, and other specifics of the situation as opposed to being a bystander
who is making inferences about the situation from a distance.«
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al. (2022), dass Individuen dazu tendieren, von etablierten sozialen
Normen abzuweichen, wenn ihre Entscheidungen der Offentlichkeit
nicht zuginglich sind. Dies wiirde Herstellern einen Anreiz bieten,
egoistischen Tendenzen durch ihr Produktdesign zu entsprechen,
sofern die Gesetzeslage hier einen Spielraum ldsst.!!!

Gogoll und Miiller (2017) duflern zudem Zweifel, inwiefern ein
PES aus Sicht eines Individuums tiberhaupt erstrebenswert ist. Das
von Bonnefon et al. (2015, 2016) in utilitaristisch gepragten Nut-
zerpriferenzen aufgezeigte Paradoxon legt nahe, dass der Einzelne
bei einer schadensminimierenden Ausrichtung seine personliche Si-
cherheit durch die Wahl einer egoistischen Einstellung maximieren
kann, wenn alle anderen altruistische bzw. moralische Einstellungen
wihlen. Unter der Annahme rationaler Agenten ldsst sich dies je-
doch auf alle Individuen einer Gesellschaft ausweiten, sodass daraus
letztlich ein sozial unerwiinschtes Ergebnis resultiert: »[...] there
is good reason to believe that morality will become crowded out
in a world where people can choose their own ethics setting.« (Go-
goll & Miiller, 2017, S. 694) Mittels einer spieltheoretischen Analyse
zeigen sie, dass eine obligatorische ethische Einstellung (mandato-
ry ethics setting, MES), die ein egoistisches Abweichen unmdéglich
macht, tatsichlich nicht nur im Interesse der Gesamtgesellschaft,
sondern auch jedes Einzelnen ist (vgl. ebd., S.689-695).112 Sobald
Individuen zu dieser Erkenntnis gelangen, greift das »popularity
argument« nicht mehr zugunsten eines PES, sondern vielmehr ei-
nes MES (vgl. Formosa, 2022, S.181). Zuriickzufiihren ist dies vor
allem darauf, dass das Resultat einer Situation nicht allein von der
Aktion eines einzelnen Fahrzeugs abhidngt, sondern diese vielmehr
eingebettet ist in einen Kontext strategischer Interaktion. Besonders

111 Siehe hierzu auch den Beitrag von Martin (2017), der verschiedene Antworten
auf die Frage diskutiert, wer Beschliisse iiber die Programmierung autonomer
Systeme fiir moralische Entscheidungssituationen treffen sollte.

112 Dazu modellieren sie Entscheidungsdilemmata im Stil des bekannten Gefan-
genendilemmas. Thr zentrales Argument lautet, dass es nicht nur sozial uner-
wiinscht ist, wenn alle ein egoistisches Setting wihlen, sondern auch subopti-
mal fiir den Einzelnen, dessen erwarteter Nutzen umso héher ist, je weniger
Personen ein egoistisches Setting wihlen. Gogoll und Miiller (2017, S. 694
695) veranschaulichen sodann entlang vertragstheoretischer Argumentations-
linien, dass eine staatliche Regulierung in Form eines verpflichtenden MES
dem Problem begegnen kann, sofern es auf einer Maxime der Schadensmini-
mierung fiir alle Beteiligten basiert.
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bei Szenarien, in denen eine mdgliche Selbstopferung der Insassen
relevant wird, sind die strategischen Absichten anderer involvierter
Fahrzeuge mafSgeblich dafiir, ob eine altruistische oder egoistische
Einstellung gewahlt wird. Formosa (2022, S.183-187) schlédgt einen
hybriden Ansatz vor, der sowohl PES als auch MES integriert und
auf diese Weise die Vorteile beider Ansdtze bietet. Die Grundlage
ist die Implementierung einer Entscheidungsarchitektur, welche ein
tendenziell altruistisches MES als Standardeinstellung vorgibt. Diese
kann durch die Nutzer an individuelle, tendenziell egoistische Prife-
renzen angepasst werden. Von diesem spezifischen Design verspricht
man sich, dass zumindest einige die Standardeinstellung beibehalten
werden, sodass die von Gogoll und Miiller prophezeite Situation, in
der alle die egoistische Variante wihlen, vermieden wird.

Das stiarkste Argument zugunsten eines MES ergibt sich schlief3-
lich aus gerechtigkeitsethischen Uberlegungen:

The main argument in favor of an MES is the justice argument, which
says that serious calculated harms to others are collective political or
justice issues requiring mandated solutions, not personal ethical ones to
be left up to each individual to decide. (Ebd., S.183)

Angesichts dessen erscheint es hochst implausibel, potenzielle Nut-
zer selbst die ethische Ausrichtung der Unfallalgorithmen ihres
Fahrzeugs wihlen zu lassen. Vielmehr sollte dies Gegenstand eines
demokratischen Entscheidungsprozesses sein, der auf politischer -
und nicht individueller — Ebene gefiithrt wird:

We need government leadership and laws if we are to solve global
collective action problems, such as reducing carbon emissions, but also
if we are to introduce driverless cars. Humans have a tendency to free
ride on the sacrifices of others. We should not let the market decide.
If the public is less likely to buy a more ethical driverless car, they
can be incentivized or even coerced. Laws and policies are required to
prevent the tragedy of the commons and to ensure that risk of harm is
minimized to reasonable levels. (Savulescu et al., 2021, S. 656)

Doch wie kann bzw. soll dies praktisch vonstattengehen? Eine alter-
native, bisher noch unterreprisentierte Position verfolgt das Ziel
einer gesellschaftlichen Konsensfindung iiber allgemein akzeptier-
te Werte. Hierzu legt Himmelreich (2018, 2019) einen kontrovers
diskutierten Ansatz vor, indem er feststellt, dass Unfallalgorithmen
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weniger eine Frage der richtigen (individuellen) Entscheidung als
vielmehr eine Frage der richtigen Politik sind:

A major problem with such trolley cases and other such dilemmas is
that they look at these choices as if they were exclusively a moral prob-
lem even though they raise a distinctively political problem. Trolley cas-
es ask: What is the right thing to do? What would you do? What should
the car do? But instead we need to think more broadly about value
pluralism, individual agency, and political legitimacy when developing
self-driving cars. Self-driving cars—whether it is about trolley cases or
left turns—raise the question of how we get along as a community or
people. (Himmelreich, 2019, S. 35)

Vor diesem Hintergrund fordert Himmelreich, dass Unfallalgorith-
men primér als Frage einer politischen Regulierung anerkannt wer-
den sollten, die nicht notwendigerweise auf moralische Antworten
angewiesen ist.!3

A trolley case prompts us to make an individual choice when what we in
fact face is a social choice. What seems needed is a kind of compromise
to overcome disagreements over issues of value. Insofar as we value the
moral diversity of our political community, it should be recognized that
autonomous vehicles pose primarily a political problem, not a moral
one. (Himmelreich, 2018, S. 676)

Eine Gegenposition hierzu bezieht Keeling (2020). An Himmel-
reichs Argumentation kritisiert er, dass soziale Akzeptanz zwar eine
notwendige, aber nicht hinreichende Bedingung fiir eine begriindete
und akzeptable Bewiltigung von Dilemma-Situationen ist. Stattdes-
sen geben normethische Argumente letztlich den entscheidenden
Ausschlag; z. B. sollten unmoralische Prinzipien nicht implementiert
werden, nur weil sie akzeptiert sind:

113 Auch Rodriguez-Alcazar et al. (2021, S.814) bemingeln, dass bisherige Be-
trachtungen es versiumen, die politische Dimension der Problemstellung
anzuerkennen: »[...] although there is room for an ethics of AVs (and even
for the discussion of trolley cases within it) which is related not only to the
individual decisions of all the relevant actors (software engineers, consumers,
lawmakers, carmakers, and others) but also to the elucidation of people’s
moral intuitions to make them compatible with AVs behavior, the question of
the values that ought to guide the design of AVs algorithms and the question
of how to adjudicate the unavoidable tradeoffs among them are political ques-
tions that are better addressed using political instead of moral criteria.«
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Himmelreich claims that broad societal acceptance is a necessary condi-
tion for a successful answer to the moral design problem. This might
be true. But it does not follow that our problem is essentially one of
aggregating individual tastes, preferences or values. This is true only if
broad societal acceptance is both a necessary and sufficient condition
for a successful answer to the problem. And there are reasons to accept
or reject solutions to the moral design problem which do not pertain
to social choice. On one hand, if a collective judgement holds that AVs
should act in accordance with immoral principles, then there is a moral
reason to reject that solution to the moral design problem. On the other
hand, if there is a moral difference between, for example, killing and
letting die, then there is a pro tanto reason for this distinction to be
reflected in AV decision-making algorithms. This reason has genuine
weight irrespective of whether the killing and letting die distinction is
reflected in the values of society taken as a whole. (Ebd., S.304)

Einen vielversprechenden Mittelweg bzw. Kompromiss zwischen
den zuvor beschriebenen Standpunkten erarbeiten Brindle und
Schmidt (2021). Sie gehen in ihrer Argumentation davon aus, dass
normethische Begriindbarkeit und gesellschaftliche Akzeptanz nicht
als trennscharfe Prozesse zu verstehen sind, sondern vielmehr in
einer Weise zusammenwirken, die einer offentlichen Vernunft (pu-
blic reason)™ entspricht. Der einschldgige Diskurs, welcher sich mit
Unfallalgorithmen aus Sicht der politischen Philosophie beschaftigt,
stiitzt sich vor allem auf die Uberlegungen von John Rawls (1971),15
der zu den fithrenden zeitgendssischen Theoretikern der offentli-
chen Vernunft zéhlt. Unter Bezugnahme auf dessen Konzepte argu-
mentieren Briandle und Schmidt u. a., dass Entscheidungsstrategien
innerhalb der offentlichen Vernunft als begriindet gelten kénnen,
wenn sie Teil eines iibergreifenden Konsenses moralischer Zuge-
stindnisse sind, die bereits in der politischen Sphére etabliert und
akzeptiert sind:

114 Die offentliche Vernunft stellt in der politischen Philosophie ein moralisches
Ideal dar, welches verlangt, dass politische Entscheidungen aus der Sicht jedes
Einzelnen verniinftig zu rechtfertigen bzw. zu akzeptieren sind. Sie versteht
sich als Versuch, angesichts eines bestehenden reasonable pluralism einen
gemeinsamen Rahmen fiir eine legitimierte politische Regulierung zu entwi-
ckeln.

115 Zur Diskussion thematisch einschldgiger Fragestellungen sozialer und distribu-
tiver Gerechtigkeit auf der Grundlage von Rawls’ politischer Philosophie siche
auch Dubljevic und Bauer (2022) sowie Smith (2022).
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Rather, the political justification begins with shared moral (and non-
moral) commitments — commitments that are already accepted in the
political sphere by all reasonable citizens. Of course, this is only the
starting point of the justificatory process, as these commitments still
require systematization — only if a given commitment (e.g., a principle
of justice or a solution to an AD challenge) is publicly shown to be part
of the most plausible system of shared moral commitments is it shown
to be justified. This presupposes that there are certain justified political
propositions that form a subset of justified moral propositions, namely,
shared and coherently systematized moral commitments concerning
issues of justice. Solutions to AD challenges, then, must be justified by
showing that they belong to this set of justified moral commitments
that are shared as such by the members of a specific democratic society.
In Rawlsian terms: solutions to AD challenges must be justified within
the scope of public reason by showing that they are part of the set
of considered judgements that form a full reflective equilibrium based
on an overlapping consensus of a specific liberal society. We contend
that this means the justification for the solution to AD challenges has
been shown to be appealing and acceptable to every reasonable citizen.
(Brandle & Schmidt, 2021, S. 1480)

Ebenso wie menschliche Lebensformen an sich unterliegen auch
moralische Praktiken und Priferenzen einer kulturellen und zeitli-
chen Dynamik, wodurch sie im Laufe der Zeit kontinuierlichen
Verdnderungen unterworfen sind (vgl. Bergmann et al., 2018, S. 4).
Deshalb kénnen angewandte Problemstellungen profitieren, wenn
der Prozess iterativer Reflexion mit empirischen Daten gestiitzt wird.
Zur Bewiltigung normativer Probleme ist weniger relevant, was (so-
ziologisch) akzeptiert, sondern was (ethisch) akzeptabel ist. Daher
erscheint es notwendig, gut begriindete Positionen auf der Grund-
lage plausibler Argumentationen zu entwickeln und Intuitionen in
einer Weise an neue Umstdnde anzupassen, die diese mit sozio-po-
litischen Normen und validen ethischen Prinzipien in Einklang
bringt (vgl. ebd., S.2). Eine empirisch informierte, kritische Ausein-
andersetzung mit moralischen Wertvorstellungen erscheint geeignet,
um den Diskurs allgemein akzeptierter Kriterien fiir die Bewalti-
gung von Dilemma-Szenarien effektiv voranzubringen. Einen ent-
sprechenden Ansatz prisentieren Awad et al. (2020) mit ihrem ent-
wickelten Framework; es integriert die Beteiligung der Offentlichkeit
an Strategien zur Entscheidung moralischer Konflikte im Kontext
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der politischen Regulierung von Maschinenalgorithmen als gleich-
wertiges Instrument neben fundierten Expertenanalysen.

Eine traditionelle, in diesem Kontext relevante Methode aus der
politischen Philosophie ist das prominente und zugleich umstrittene
Rawls’sche Uberlegungsgleichgewicht (reflective equilibrium). Dieses
besagt, dass intuitive moralische Urteile entweder iiber allgemeine
moralische Moralprinzipien oder bestimmte relevante Fille so lange
reflektiert und {iberarbeitet werden, bis sich systematische Prinzipi-
en ergeben, die sich fiir die Praxis als moralisch giiltige Begriindun-
gen erweisen. In diesem Gleichgewichtszustand werden die abgelei-
teten Urteile schliefSlich als stabil und konfliktfrei betrachtet und
bieten eine konsistente praktische Orientierung:

When a person is presented with an intuitively appealing account of
his sense of justice (one, say, which embodies various reasonable and
natural presumptions), he may well revise his judgments to conform to
its principles even though the theory does not fit his existing judgments
exactly. He is especially likely to do this if he can find an explanation
for the deviations which undermines his confidence in his original
judgments and if the conception presented yields a judgment which
he finds he can now accept. From the standpoint of moral philosophy,
the best account of a person’s sense of justice is not the one which
fits his judgments prior to his examining any conception of justice, but
rather the one which matches his judgments in reflective equilibrium.
As we have seen, this state is one reached after a person has weighed
various proposed conceptions and he has either revised his judgments
to accord with one of them or held fast to his initial convictions (and the
corresponding conception). (Rawls, 1971, S. 48)

Allerdings wird Rawls’ Konzept primir als >Rezept« fiir eine indivi-
duelle Entscheidungsfindung interpretiert (vgl. Daniels, 1979), das
im Hinblick auf praktische Anwendungsprobleme mit sozialer Di-
mension erweiterungsbediirftig ist. Savulescu et al. (2021) demons-
trieren, dass der Kern des Rawls’schen Ansatzes fiir Unfallalgorith-
men fruchtbar gemacht werden kann, wenn empirische Daten iiber
offentliche Préferenzen anstelle individueller Intuitionen als Aus-
gangspunkt dienen. Sie entwerfen einen adaptierten Prozess, den sie
»Collective Reflective Equilibrium in Practice« nennen und der eine
politische Regulierungsentscheidung ermdglicht, die sowohl ethisch
vertretbar als auch politisch legitimiert ist.

Der Versuch, die Komplexitit real-lebensweltlicher Situationen
auf isolierte Entscheidungsprobleme zu reduzieren, welche unter
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experimentellen Laborbedingungen kontrollierbar sind, stellt eine
fragwiirdige Idealisierung dar. Dies gilt nicht nur — wie zuvor gezeigt
- in Hinsicht auf den gesellschaftlich-sozialen Kontext, in den das
praktische Problem eingebettet ist, sondern auch in Bezug auf episte-
mische Aspekte der Probleminterpretation selbst. Diese werden nun
im Folgenden naher untersucht.

4.2.3 Epistemische Diskrepanzen: Sicherheit, Unsicherheit und Risiko
im Kontext von Unfallszenarien

Eine der essenziellsten Fehlinterpretationen, die dominanten For-
schungszugingen aufgrund ihrer Fokussierung auf das Trolley-Prob-
lem zugrunde liegen, besteht in der Annahme sicherer Handlungs-
konsequenzen beziiglich des Eintretens bestimmter Umweltzustan-
de. Wihrend das Trolley-Problem auf einem deterministischen Ent-
scheidungsmodell beruht, bei dem die Folgen der jeweiligen Hand-
lungsoptionen als sicher gelten oder es zumindest suggerieren (vgl.
Goodall, 2014b, S. 96; JafariNaimi, 2018, S.306-307), kann dies im
Fall von Dilemma-Szenarien hingegen nicht angenommen werden.
Zum Zeitpunkt der softwaretechnischen Implementierung besteht
Unsicherheit hinsichtlich der zu erwartenden Folgen, die aus einem
spezifischen Design der Entscheidungsalgorithmen in der realen Le-
benswelt potenziell resultieren werden. Diese Unsicherheit entsteht
dabei nicht aus der zeitlichen Entkoppelung von Entscheidungsfin-
dung und spéterer Manifestation, denn die Zukunft ist immer unsi-
cher. Vielmehr sind es Unsicherheitsfaktoren des spezifischen Kon-
textes von Unfallalgorithmen, die in der Design- und Implementie-
rungsphase mittels Wahrscheinlichkeitsprognosen und Schatzungen
von erwarteten Schadenshdhen antizipiert werden.

Die Abschitzung wird dabei durch diverse Faktoren erschwert.
Zum einen operieren autonome Fahrzeuge in einer dynamischen
Umgebung, die durch schwer antizipierbares Verhalten anderer Ver-
kehrsteilnehmer und variable Umweltzustinde bestimmt wird. Bo-
renstein et al. (2019, S.387-390) merken an, dass sich lediglich das
Verhalten autonomer Fahrzeuge durch Vernetzungsmechanismen
bis zu einem gewissen Grade koordinieren ldsst. Im Mischverkehr
dagegen hiangt das Ergebnis einer Situation wesentlich von der Inter-
aktion zwischen verschiedenen Verkehrsteilnehmern ab. In diesem
Sinne verweisen Dilich et al. (2002, S. 245) auf eine iltere Studie von
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Lechner und Malaterre (1991), die zu dem Schluss kommen, dass das
Ergebnis einer Situation vor allem in Notsituationen vollig ungewiss
ist und das Verhalten der zu schiitzenden Verkehrsteilnehmer die
Konsequenzen erheblich mitbeeinflusst. Extreme Witterungsbedin-
gungen konnen zusitzlich die Qualitit und Zuverldssigkeit generier-
ter Sensordaten einschrianken.

Zum anderen sind aus technischer Sicht schlichtweg Grenzen
hinsichtlich der Berechenbarkeit moglicher Handlungsfolgen ge-
setzt. Eine niemals vollstindig eliminierbare Fehleranfalligkeit des
technischen Systems des Fahrzeugs und eventuelle Programmierfeh-
ler stellen potenzielle Unsicherheitsfaktoren dar. Keeling (2019, S. 51)
weist dariiber hinaus auf qualitative Méingel in der Objekterkennung
gegenwirtig verfligbarer Systeme hin. Sie fithren dazu, dass auto-
nome Systeme bislang weder Objekte eindeutig klassifizieren noch
die Anzahl involvierter Personen, z. B. der Insassen eines Unfall-
fahrzeugs, zuverldssig bestimmen konnen. Aufgrund von qualitativ
unzureichenden Perzeptionstechnologien verfiigen autonome Fahr-
systeme nicht nur iiber unvollstindige Informationen hinsichtlich
moglicher Folgen, sondern auch in Bezug auf die Situation selbst,
in der sie eine bestimmte Aktion ausfithren sollen (vgl. Keeling,
2020, S.300). Aus technischer Sicht kommt es bei der Klassifizie-
rung erfasster Objekte zu einer Abwagung moralisch relevanter Zie-
le hinsichtlich Sicherheit einerseits und Zeiteffizienz andererseits.
Nur wenn das System ein erkanntes Objekt mit hinreichender Wahr-
scheinlichkeit z. B. als Fufiginger klassifiziert, ist die Priorisierung
von Sicherheits- tiber Effizienzaspekte und damit eine Notbremsung
im Hinblick auf den Zielkonflikt moralisch gerechtfertigt.

Unklar ist jedoch, was aus moralischer Sicht als hinreichend
wahrscheinlich gelten kann (vgl. Keeling, 2022, S. 47-53). In dieser
Hinsicht unausgereifte technische Komponenten waren beispiels-
weise mitverantwortlich fiir den tragischen Unfall im Marz 2018
in Arizona, als das System die todlich verungliickte Elaine Herzberg
zundchst falsch klassifizierte und deshalb zu spat eine Notbremsung
einleitete. Unsicherheiten in der korrekten Interpretation von Umge-
bungsobjekten sind moralisch signifikant, wenn es darum geht, die
Folgen gewihlter Trajektorien zu bewerten. Auch Wahrscheinlich-
keiten und die Schwere der zu erwartenden physischen Schéden las-
sen sich unter Bezugnahme auf sensorisch erfasste Situationsmerk-
male nicht zuverldssig berechnen:

152

18.01.2026, 18:2013. Er—


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4.2 Praktische Kontexteinbettung

AVs have fallible sensors. From the AV’s point of view, there are differ-
ent ways the world might be, and the outcome of a collision depends on
both the AV’s action and the true state of the world. For example, the
AV might be uncertain about the behaviors of pedestrians or it might be
uncertain about morally relevant characteristics of the affected parties
such as age and physical condition. (Keeling et al., 2019, S. 50)

Grundsitzlich sind dabei sowohl Entscheidungen unter Risiko''
(bekannte Eintrittswahrscheinlichkeiten) als auch unter Ungewiss-
heit (unbekannte Eintrittswahrscheinlichkeiten) denkbar. Gegen-
wirtige technische Systeme ermdglichen es, Szenarien mittels proba-
bilistischer Bewertungsmethoden und stochastischer Entscheidungs-
modelle in Simulationsumgebungen zu erproben. Daher wird im
Forschungsdiskurs mehrheitlich davon ausgegangen, dass die Ein-
trittswahrscheinlichkeiten grob bestimmbar sind; Programmierent-
scheidungen tiber Unfallalgorithmen lassen sich somit als risiko-
behaftet klassifizieren. In der Folge kann berechtigterweise davon
ausgegangen werden, dass Entscheidungen in Dilemma-Situationen
stets unter Bedingungen unvollstindiger Information und Unsicher-
heit getroffen werden (vgl. Goodall, 2016a, S.813; Wolkenstein,
2018, S.168). Diese Feststellung hat bedeutende Implikationen fiir
die Auseinandersetzung mit der ethischen Thematik rund um Un-
fallalgorithmen: Unsicherheiten beziiglich des Eintretens moglicher
Umweltzustinde bzw. konkreter Handlungsfolgen sind moralisch
relevante entscheidungstheoretische Charakteristika, die nicht aus-
geblendet werden diirfen.

Mit Unsicherheiten behaftete Entscheidungsprobleme sind aus
normativer Sicht grundsitzlich anders zu bewerten als solche, die
von sicheren Handlungsfolgen ausgehen; es besteht ein kategori-
scher Unterschied in der normativen Betrachtung entsprechender
Situationen:

[...] the moral reasoning that somebody facing a trolley case uses is
not about risks and how to respond to different risks. Nor is it about
how to make decisions in the face of uncertainty. This is a categorical
difference between trolley-ethics and the ethics of accident-algorithms
for selfdriving cars. Reasoning about risks and uncertainty is categori-
cally different from reasoning about known facts and certain outcomes.
The key concepts used differ drastically in what inferences they warrant.

116 Auf den Begriff des Risikos wird in Kap. 6.2.1 ndher eingegangen.
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And what we pick out using these concepts are things within different
metaphysical categories, with different modal status (e.g. risks of harm,
on one side, versus actual harms, on the other). (Nyholm & Smids,
2016, S.1286)

Empirische Studien stiitzen diese These. So stellen Meder et al.
(2019) fest, dass Studienteilnehmer tendenziell ein standardisiertes
Verhalten wie eine Notbremsung bei gleichzeitigem Spurhalten be-
vorzugen, welches mit geltenden Verkehrsregeln konform ist, wenn
Unsicherheiten iiber mégliche Folgen bestehen. Dies gilt auch, wenn
alternative Trajektorien einen geringeren Schaden versprechen. Me-
lo et al. (2020) heben hervor, dass Verletzungsrisiken sowohl fir
Fahrzeuginsassen als auch fiir externe Personen eine grofie Rolle
fiir die jeweiligen moralischen Praferenzen spielen. Auch individuel-
le Einstellungen zur Risikoaffinitdt bzw. Risikoaversion flieflen ein.
Daraus ldsst sich fiir die zu untersuchende Problemstellung folgern,
dass die ethische Bewertung von risikobehafteten Entscheidungen
nicht auf idealisierte, unter Annahme von Sicherheiten konzipierte
Beispielfille reduziert werden darf, wie sie Instanzen des Trolley-
Problems darstellen:

Of the various moral principles that have emerged from the now four-
decades-long preoccupation with trolley problems, none can handle
the problem of garden-variety risk. As a result, trolleyology is at best
engaged in what amounts to a moral sideshow. (Fried, 2012, S. 506)

Hinzu kommt ein bekanntes und oftmals kritisiertes Problem der
Angewandten Ethik als solche: Die moralische Relevanz von Risiko
und Unsicherheit findet in der klassischen Ethik und Moralphilo-
sophie keine systematische Beriicksichtigung; durch Handlungen
kausal verursachte Folgen und Umweltzustinde werden vielmehr
als vollstandig bekannt und eindeutig angesehen. Streng genommen
sind jedoch real-lebensweltliche Entscheidungen immer mit Unsi-
cherheiten beziiglich ihrer Folgen behaftet.!”” Bei Problemstellungen,
bei denen Risiken und Unsicherheiten eine zentrale ethische Rele-
vanz besitzen — wie bei der Erprobung innovativer, risikobehafte-
ter Technologien — stoflen etablierte Moraltheorien jedoch an ihre
Grenzen; es ist unklar, ob und wie sich traditionelle normative An-

117 Ein weiterer Aspekt in diesem Kontext ist, dass zukiinftige Ereignisse selbst
dann nicht zwangslaufig fiir Akteure zu erkennen sind, wenn sie bereits als
eindeutig (kausal) festgelegt betrachtet werden.
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satze auf unsichere bzw. risikobehaftete Entscheidungen iibertragen
lassen (vgl. Himmelreich, 2018, S. 677; Lundgren, 2021, S.406-407;
Nyholm & Smids, 2016, S.1284-1286). »Uncertainty is a ubiquitous
feature of life. Decisions that are easy to make under certainty can
become much more difficult and morally fraught under uncertain-
ty«, konstatieren Bjorndahl et al. (2017, S.2). Ein prominenter und
auch im Kontext von Unfallalgorithmen haufig herangezogener An-
kerpunkt ist hierbei Sven Ove Hanssons Kritik an der Standardmo-
ralphilosophie, die unfahig ist, mit den Risiken und Unwigbarkei-
ten vieler ethischer Fragen der Lebenswelt angemessen umzugehen.
Hansson bemingelt in diesem Zusammenhang u. a. die defizitdre
Konzeption menschlichen Handelns (vgl. 2013, Kap. 3) und deren
deterministische Annahmen (vgl. 2003, S. 291-292, 2013, Kap. 2). Die
daraus erwachsenden Schwichen traditioneller Moraltheorien sind
im Hinblick auf praktische Anwendungsfragen gravierend:

To someone whose focus is set on the moral problems served at the
philosophy department’s seminar table, the inability of common moral
theories to deal with risk and uncertainty may seem like one of the
many small failures that keep the philosophical discussion alive and
well. Unfortunately it is much worse than that. Outside of the seminar
room, uncertainty about the effects of one’s actions is a ubiquitous and
often dominant element in the moral problems that we face in both
private and public life. In order to make moral theory practically useful,
we need to develop workable methods to analyse the ethical aspects of
decisions under risk and uncertainty. (Hansson, 2013, S. 43)

Vor diesem Hintergrund erscheint es héchst fragwiirdig, die Pro-
grammierung von Unfallalgorithmen unreflektiert mittels spezifi-
scher, fiir Entscheidungen unter Sicherheit konzipierter Entschei-
dungsansitze vorzunehmen, wie es im Rahmen von trolley-basierten
Frameworks regelmafig geschieht.

An dieser Stelle sind die Determinanten des Kontextes, in dem
das Anwendungsproblem steht, nun hinreichend expliziert worden.
Im Rahmen der folgenden beiden Unterkapitel werden sodann An-
satze kritisch reflektiert, die unter bisher dominanten Forschungszu-
gingen vorgelegt worden sind. Dabei werden zunéchst deskriptive
Ansitze in den Blick genommen.
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4.3 Deskriptive Ansatze: Perspektiven aus der Moralpsychologie

4.3.1 Moralische Préferenzen der Offentlichkeit im Fokus einer
experimentellen Ethik

Die Reaktionen autonomer Fahrzeuge, die in dilemmatischen Un-
fallsituationen aktiviert werden, stehen im Zusammenhang mit einer
technologischen Innovation, die in ausweichlichen Unfallsituationen
eine situativ-menschliche durch eine algorithmische Entscheidung
ersetzt. Von grofler Bedeutung fiir die Entwicklung und Einfiih-
rung dieser Technologie ist die Akzeptanz, die potenzielle Nutzer
ihr entgegenbringen (vgl. Karnouskos, 2020). Um diesem Umstand
Rechnung zu tragen, wurden Dilemma-Szenarien des autonomen
Fahrens in den letzten Jahren verstarkt mittels deskriptiver Ansatze
aus dem Bereich der Moralpsychologie, insbesondere Methoden ex-
perimenteller Ethik, untersucht. Zweck dieser Vorgehensweise ist es,
moralische Intuitionen, Urteile und Verhaltensweisen im Kontext
von Unfallalgorithmen empirisch zu erforschen. Mithilfe der auf die-
se Weise ermittelten moralischen Priferenzen der Studienteilnehmer
sollen Riickschliisse tiber das offentlich akzeptierte und erwiinschte
Verhalten autonomer Fahrzeuge gezogen werden, um deren Akzep-
tanz nachhaltig zu erh6hen.

Die Autoren einschligiger Studien sind der Uberzeugung, dass
eine experimentelle Ethik relevante Erkenntnisse fiir die Program-
mierung von Unfallalgorithmen liefern kann. So betonen Awad et
al. (2018, S.59), dass datengestiitzte experimentelle Methoden geeig-
net sind, die moralischen Priferenzen der Offentlichkeit im Sinne
eines partizipatorischen Paradigmas zu erfassen. Thnen kommt eine
wichtige Rolle fiir die gesellschaftliche Akzeptanz von Innovationen
zu, denn im Grunde werden alle Biirger von den Implikationen
der Verkehrsautomatisierung betroffen sein, ob als Passagiere oder
potenziell gefahrdete Verkehrsteilnehmer (vgl. Kriigel & Uhl, 2022,
S.2).

Zu den meistzitierten Forschungsartikeln des einschldgigen Dis-
kurses zahlen empirische Studien aus statistischen Laborexperimen-
ten, die hypothetische Dilemma-Szenarien als Instanzen eines modi-
fizierten, angewandten Trolley-Problems konstruieren. Thr Ziel ist
es, individuelle moralische Praferenzen bei Fahrentscheidungen in
verschiedenen Szenarien mittels datengestiitzter Ansitze zu analy-
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sieren.'® Der Aufbau des klassischen Trolley-Problems wird dabei
auf stochastische Szenarien {ibertragen, die dem Aspekt Rechnung
tragen, dass es sich bei real-lebensweltlichen Unfallsituationen um
Entscheidungen unter Risiko handelt. Die bis dato einflussreichsten
Arbeiten auf diesem Gebiet wurden von einer Forschergruppe beste-
hend aus Psychologen und Verhaltenskonomen renommierter Uni-
versitdten initiiert.!” Sehr prominent ist das sogenannte Moral Ma-
chine Experiment (vgl. Awad et al., 2018), eine Online-Experimental-
plattform zur Erfassung umfangreicher Daten {iber moralische Pra-
ferenzen in spezifischen Dilemma-Szenarien, mittels derer bis zur
Auswertung mehr als 40 Millionen Antworten registriert wurden.
Im Stil philosophischer Narrative wurden den Teilnehmern nach-
einander verschiedene modifizierte Trolley-Szenarien mit jeweils
zwel moglichen Ausgingen prdsentiert. Die untersuchten Szenari-
en thematisieren eines oder mehrere der folgenden neun Entschei-
dungsprobleme: praferierte Schonung von Menschen (gegeniiber
Tieren), Insassen (gegeniiber Fuf3gingern), hoherer Anzahl von Le-
ben (gegeniiber geringerer), Frauen (gegeniiber Médnnern), Jiinge-
ren (gegeniiber Alteren), Gesiinderen (gegeniiber Ungesiinderen),
Menschen von héherem sozialen Status (gegeniiber niedrigerem),
Fuflgingern mit regelkonformem Verhalten (gegentiber regelwidri-
gem Verhalten) sowie Spurhalten (gegeniiber Ausweichen). Ziel des
Experiments ist es einerseits, die relative Haufigkeit von moralischen
Priferenzen hinsichtlich dieser Problemfelder zu bestimmen, und
andererseits mogliche Zusammenhénge mit spezifischen personli-
chen Charakteristika der Teilnehmenden zu untersuchen. Als wich-
tigstes Ergebnis sind drei Aspekte festzuhalten, zu denen die stérks-
ten Préferenzen vorlagen: der Schutz von Menschen gegeniiber Tie-
ren, der hoheren Anzahl von Leben gegeniiber der geringeren und

118 Die einschlagigen empirischen Studien beziehen sich beinahe ausschlieSlich
auf das Geschehen vor einer unabwendbaren Kollision. Dass auch das Verhal-
ten autonomer Fahrzeuge unmittelbar nach einem Unfall eine ethische Dimen-
sion hat, erldutern z. B. Kriigel et al. (2021), indem sie auf eine bestehende
Regulierungsliicke diesbeziiglich verweisen.

119 Die Studien schlieffen sich an die Pionierarbeit von Joshua Greene auf dem
Gebiet der Neuroethik an, der die Hirnaktivitdt von Entscheidungstragern in
moralischen Dilemma-Situationen erstmals um die Jahrtausendwende unter-
suchte (vgl. Greene, 2013).
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junger Menschen (insbesondere von Kindern) gegeniiber alteren.!20
Diese ermittelten Tendenzen sollten, so die Empfehlung der Auto-
ren, zentrale Bausteine fiir Unfallalgorithmen darstellen (vgl. Awad
etal., 2018, S. 60).

In einer anderen Studie weisen Frank et al. (2019) nach, dass nor-
menkonformes Verhalten eine gewichtige Rolle bei der moralischen
Bewertung von Dilemma-Szenarien spielt; so werden >Regelbrecher«
als deutlich weniger schutzwiirdig angesehen als andere Gruppen.
Altay et al. (2023) identifizieren den sozialen Status als wichtigste
Determinante moralischer Entscheidungen, wohingegen dem Ge-
schlecht potenzieller Betroffener die geringste Bedeutung zukommt.
Der Fokus des Studiendesigns von Lucifora et al. (2021) liegt darauf,
den Einfluss zeitlicher Restriktionen auf die Entscheidungsfindung
in Dilemma-Szenarien zu analysieren. Thre Auswertungen offenba-
ren, dass bei schnellen Entscheidungen vor allem risikoanalytische
Methoden die besten Ergebnisse erzielen, wohingegen bei bewuss-
ten Entscheidungen moralische Beurteilungen Vorrang haben. Auch
eine Studie von Stitfeld et al. (2017), die verschiedene Verhaltensmo-
delle aus psychologischer Perspektive testet, legt nahe, dass ethische
Entscheidungen sowohl derselben Person als auch im interpersonel-
len Vergleich mit zunehmendem Zeitdruck inkonsistent werden.

Zu den Schwerpunkten weiterer relevanter experimenteller Studi-
en zahlt die Untersuchung der altruistischen Bereitschaft der Insas-
sen autonomer Fahrzeuge, sich im Notfall selbst zu opfern. Friihere
Studien der prominenten Forschergruppe um Jean-Frangois Bon-
nefon, Azim Shariff und Iyad Rahwan (2015, 2016) widmen sich
der moralischen Beurteilung von Akten der Selbstopferung sowie
Erwartungen und Kaufbereitschaft im Hinblick auf eine mdgliche
gesetzliche Verankerung derselben. Um die Dilemma-Szenarien fiir

120 Zudem wurden mittels einer anhand demografischer, geografischer und kultu-
reller Merkmale durchgefiihrten Clusteranalyse drei >moralische Cluster< mit
homogenen Vektoren moralischer Priferenzen gebildet: ein westlicher Cluster
bestehend aus Nordamerika und christlich gepragten europdischen Landern,
ein Ostlicher Cluster mit Landern des konfuzianistischen Kulturkreises wie
Japan und Taiwan sowie islamischen Lindern wie Indonesien, Pakistan und
Saudi-Arabien, und ein siidlicher Cluster mit lateinamerikanischen Léndern
Siid- und Mittelamerikas sowie ehemaligen franzosischen Herrschaftsgebieten.
Ferner wurde untersucht, inwiefern moralische Préferenzen mit spezifischen
kulturellen und 6konomischen Faktoren in den jeweiligen Clustern korrelieren
(vgl. Awad et al., 2018, S. 61-63).
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die Befragten realistisch erfahrbar zu machen, bedienen sich neuere
einschldgige Studien immersiver Technologien. Frison et al. (2016)
untersuchen anhand eines Studiendesigns mit physischem Fahrsi-
mulator spezifische Einflussfaktoren auf die individuelle Bereitschaft
zur Selbstopferung. Bedeutsamstes Ergebnis ihrer Studie ist die Er-
kenntnis, dass einerseits die Haufigkeit altruistischer Handlungen
steigt, je hoher die eigene Uberlebenswahrscheinlichkeit ist, je mehr
Betroffene es gibt und je jiinger diese sind, wihrend es andererseits
unerheblich ist, ob es sich bei den Betroffenen um enge Freunde
oder Fremde handelt.

Im Rahmen eines durch Virtual-Reality-Technologien realisierten
Fahrsimulationsexperiments erforschen Bergmann et al. (2018) so-
wie Faulhaber et al. (2019), welchen Einfluss moralisch relevante
Faktoren auf die Entscheidungsfindung der Befragten haben, z. B.
das Alter potenzieller Opfer, die Bereitschaft zur Selbstopferung oder
der Grad der Beteiligung am Unfallgeschehen. Auf Basis der ausge-
werteten Daten folgern sie, dass die Befragten tendenziell auch dann
altruistisch im Sinne eines quantitativen Gemeinwohls entscheiden,
wenn dies der eigenen Selbsterhaltung entgegensteht (vgl. Bergmann
et al., 2018, S. 6-7; Faulhaber et al., 2019, S. 407-413). Dies ist konsis-
tent mit den Ergebnissen von Wintersberger et al. (2017), die zeigen,
dass viele Teilnehmende grundsitzlich die Bereitschaft haben, sich
selbst zugunsten unbeteiligter Fufiginger zu opfern. Eine Studie von
Bruno et al. (2023a) belegt, dass eine Zuriickweisung der Selbstop-
ferung verbunden mit dem Erlangen eines persénlichen Nutzens
selbst dann als unmoralisch empfunden wird, wenn dies im Sinne
einer utilitaristischen Ausrichtung von Unfallalgorithmen das >best-
mogliche Ergebnis«< darstellt.

4.3.2 Zur Relevanz deskriptiver Methoden: Eine Kritik

Trotz ihrer erheblichen Bedeutung fiir den Forschungsdiskurs ste-
hen die verwendeten Ansétze experimenteller Ethik immer 6fter in
der Kritik - zum einen aus methodologischer Sicht, zum anderen
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aufgrund ihrer zunehmend normativen Ausrichtung.!”! Insbesonde-
re am Moral Machine Experiment, welches bis heute bereits mehr
als eintausend Mal zitiert wurde, entziindet sich eine kontroverse
Debatte, inwiefern eine solche Methodik tatsichlich einen Beitrag
zur Gestaltung von Unfallalgorithmen leisten kann (vgl. z. B. Harris,
2020). Die von Kritikern aufgefithrten Argumente beziehen sich auf
zwei zentrale Schwichen, die experimentellen Ansdtzen zugrunde
liegen. Die erste betriftt das methodische Vorgehen, Entscheidungs-
strategien fiir normative Probleme auf der Grundlage empirisch
ermittelter moralischer Préferenzen zu begriinden. Empirische Me-
thoden sind im Kern deskriptiv; sie spiegeln falsifizierbare sozio-
logische Tatsachen wider, die sich jedoch nicht ohne Weiteres in
wahrheitsfihige moralische Urteile oder Normen iiberfithren lassen.
Letztere aus beobachteten Fakten zu folgern, kdime einem naturalisti-
schen Fehlschluss gleich: Aus dem Sein folgt kein Sollen. Die Frage,
was die meisten von uns in einer bestimmten Situation intuitiv tun
wiirden, ist unabhingig davon, was wir richtigerweise tun sollten;
nur Letzteres ist Gegenstand der Ethik. Soziale Akzeptabilitat ist
kein genuin ethisches Kriterium und sollte nicht als (alleinige) Legi-
timationsgrundlage fiir die Programmierung von Unfallalgorithmen
herangezogen werden (vgl. LaCroix, 2022, S.4-5) - auch wenn ex-
perimentell ermittelte Praferenzen falschlicherweise als Ausdruck
einer 6ffentlichen Moral aufgefasst werden, wie es im Moral Machine
Experiment der Fall ist:

Majorities are not necessarily right; neither science nor ethics is pro-
duced by casting votes for particular >answers¢; happy though such a
possibility might seem to some! The Moral Machinists are proposing
the moral equivalent of deciding whether the world is flat by finding out
what people would prefer the answer to be. (Harris, 2020, S. 74)

Der Technikphilosoph Armin Grunwald, Mitglied der ehemaligen
Ethik-Kommission und seit 2021 des Deutschen Ethikrats, schluss-
folgert in dhnlicher Weise:

Weder aus Spielen noch aus Umfragen kann etwas iiber die ethische
Zulissigkeit von Normen gelernt werden. Ansonsten konnte nach jedem
schweren Verbrechen eine Umfrage gemacht werden, die mit ziemlicher

121 Fiir einen Uberblick iiber relevante Kritik am Moral Machine Experiment und
an vergleichbaren Experimenten aus methodologischer und normativer Sicht
siehe z. B. Paulo et al. (2023, S. 293-302).
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Sicherheit fiir die Einfithrung der Todesstrafe ausgehen wiirde. Ethik
und Recht bediirfen anderer Quellen der Rechtfertigung, wie zum Bei-
spiel einem gehaltvollen Menschenbild. (Science Media Center Germa-
ny, 2018)

Weiterhin neigen empirisch ermittelte moralische Intuitionen dazu,
inkonsistent und weniger ethischen als vielmehr moralpsychologi-
schen Ursprungs zu sein (vgl. Bruers & Braeckman, 2014, S.266-
267). Robinson et al. (2022, S. 444-445) verweisen auf eine Diskre-
panz zwischen »what we say and what we do, die die Verlasslichkeit
von in hypothetischen Szenarien dokumentierten Préferenzen in
Frage stellt. Diverse Forschungsarbeiten bestitigen, dass moralisch
irrelevante Faktoren die Antworten von Studienteilnehmern verzer-
ren konnen, beispielsweise spezifische Stimmungslagen oder affek-
tive Einflisse (vgl. Cao et al., 2017; Pastétter et al., 2013). Auch
das spezifische Design der Experimente kann die Glaubwiirdigkeit
der Ergebnisse erschiittern: Spielt die Reihenfolge, in der die Sze-
narien prasentiert werden, eine (psychologische) Rolle? Oder die
Perspektive, welche die Befragten einnehmen??? Sind moralische
Priferenzen, etwa die Bevorzugung von Kindern aufgrund ihres jun-
gen Alters, in jeder Situation unabhingig vom notwendigen Grad
des Intervenierens?

Smith (2019, S.120-122) stellt fest, dass Personlichkeitsmerkmale
bzw. Eigenschaften der Handelnden einerseits sowie deren ethische
Einstellungen andererseits die individuellen Vorstellungen dahinge-
hend maf3geblich beeinflussen, wie autonome Fahrzeuge in kriti-
schen Situationen agieren sollten. Eine entscheidende Rolle spielt
ebenfalls der Faktor >Unsicherheit<; Sensibilitit gegeniiber spezifi-
schen Schadenswahrscheinlichkeiten und personliche Risikoeinstel-
lungen kénnen moralische Priferenzen in nicht unerheblichem Ma-
e beeinflussen (vgl. Schuessler, 2024). Ein Studiendesign, das dem
Trolley-Paradigma folgt, zeugt ferner von naiven Annahmen {iber
das Wesen der Moralitdt, die Aspekte wie den Charakter oder die

122 Die Zuganglichkeit verschiedener Perspektiven (perspective-taking accessibili-
ty) stellt einen wichtigen Faktor bei der Beeinflussung moralischer Urteile
dar, der auch im Kontext von Unfallszenarien eine nicht-triviale Rolle spielt
(vgl. Bruno et al., 2023b; Kallioinen et al., 2019; Mayer et al., 2021; Othman,
2023). Operationalisiert wurde dies vor allem anhand von experimentellen
Studienkonzepten, die auf dem Rawls’schen Schleier des Nichtwissens basieren
(siehe auch Kap. 7.3.3.3).
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Intentionen der Handelnden aufler Acht lassen: »Binary choice
models are well-suited for experimentation since they enable the
cut-and-dry variation of a variable. However, trolley-like dilemmas
only permit deontic or utilitarian evaluations, failing to consider
other important factors influencing moral judgment.« (Cecchini et
al,, 2023, S. 4)

Empirisch gewonnene Erkenntnisse lassen sich daher nur be-
grenzt auf real-lebensweltliche Kontexte iibertragen (vgl. Siegel &
Pappas, 2023, S.224);!23 Cecchini et al. (2023) sprechen in diesem
Zusammenhang von einer begrenzten 6kologischen Validitat:

Another critical limitation of the trolley paradigm (and the MME par-
ticularly) is its lack of ecological validity, namely the extent to which
some experimental results can be generalized to explain a wide range
of real-life situations. In particular, [..] experiments based on trolley
cases do not have sufficient experimental, mundane, and psychological
realism. (Ebd., S. 4, Hervorh. i. Orig.)

Schlussendlich kénnen normative Schlussfolgerungen nicht allein
auf der Grundlage deskriptiver Argumente gezogenn werden, son-
dern diese nur unterstiitzen:

Normative conclusions must be supplied by ethical theories. The empir-
ical investigation only yields which of these theories is more aligned
with society’s practices and people’s intuitions, or more specifically
which factors are recognized by people in making moral decision. The
empirical investigation may yield certain insights about which theory
is preferable, but the normative significance is mainly derived from the
theories themselves. (Bergmann et al., 2018, S. 4)

Einen weiteren hier einschldgigen Aspekt, der mit den strukturel-
len Unstimmigkeiten zwischen Trolley-Problem und Dilemma-Sze-
narien zusammenhdangt, beschreibt Lundgren (2021, S. 407-409) als

123 Es ist umstritten, inwiefern Moral in virtuellen Umgebungen, wie sie im Rah-
men der oben beschriebenen Experimente und Studien eingesetzt wurden, mit
der Moral in der physischen Realitét vergleichbar ist. Kenwright (2018, S.21)
merkt hier an, dass traditionelle moralische Verantwortungsmodelle sich nicht
immer auf die digitale Welt iibertragen lassen. Fiir weitere Untersuchungen zu
diesem Themenfeld siehe z. B. Dunn (2012), McMillan und King (2017) sowie
Ramirez und LaBarge (2018). Cecchini et al. (2023) schlagen ein alternatives
experimentelles Studiendesign vor, das realistische Entscheidungssituationen
durch Virtual-Reality-Umgebungen simuliert und das sogenannte agent-deed-
consequences (ADC)-Modell als moralpsychologisches Framework integriert.
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Inkongruenz zwischen Mensch und Maschine. Im Anschluss an ma-
schinenethische Uberlegungen (siche Kap. 4.1.2) kénnen Entschei-
dungsprozesse kiinstlicher Systeme nicht als analog zu menschlichen
angesehen werden:

Simply put, it is not evident that human preferences can be translated
into rules for a machine. This is because choice-descriptions from a
human and a machine perspective differs [sic] and may be incongruent.
Indeed, the machines may both lack information humans have and vice
versa, or the machine descriptions may be incompatible with human
descriptions of reality, possibly making a translation impossible. Thus,
it is not obvious that we can construct machines [sic] rules that satisfy
the surveyed preferences, which potentially would provide a problem
for policies based on such preferences. (Ebd., S. 407)

Zusammenfassend ldsst sich festhalten, dass deskriptive Ansitze fiir
die kollektive moralische Problemstellung des Designs von Unfallal-
gorithmen nur begrenzt hilfreich sind. Um direkte Implikationen fiir
die Programmierung entsprechender Algorithmen abzuleiten, sind
empirische Studien demnach nicht geeignet — insbesondere dann
nicht, wenn sie dem Trolley-Problem nachempfunden sind:

Philosophers use stylized tasks to analyse the complex and uncertain
situations in which moral choices are actually made. Dilemmas have
no meaning outside such discourse. Although survey responses might
stimulate enquiry, taking them literally is an antithesis to philosophical
practice. (Dewitt et al., 2019, S. 31)

Empirische Erkenntnisse iiber moralische Werturteile konnen ledig-
lich als informierte Orientierungshilfe fungieren, um weiterfithrende
Ansitze fiir die Gestaltung von Entscheidungsstrategien auf den Weg
zu bringen. So konnen Methoden experimenteller Ethik fiir die
Debatte iiber Unfallalgorithmen fruchtbar gemacht werden, indem
sie in deskriptiver Weise die individuellen moralischen Priferenzen
potenzieller Nutzer und damit auch die Erwartungen an autonome
Fahrsysteme herausarbeiten. In dieser Hinsicht leisten sie einen
wertvollen Beitrag zum Forschungsdiskurs, denn ganzlich ignoriert
werden diirfen offentliche Moralvorstellungen ebenfalls nicht (vgl.
Savulescu et al., 2021, S. 655-656). Jedoch konnen sie aufgrund des
bestehenden Wertepluralismus moderner Demokratien nicht unmit-
telbar in normative Richtlinien bzw. eine finale Legitimierung politi-
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scher Entscheidungen iibertragen werden (vgl. Brandle & Schmidt,
2021, S. 1491):

As far as surveys of moral judgment are concerned, we admit that their
outcomes can be also interesting, provided that we do not ask them
for what they cannot deliver. They are not going to solve any moral
dilemma by providing the correct answer (remember the is/ought falla-
cy); nor will they provide direct guidance for congresspersons. But they
can provide useful information about the moral values and opinions of
the members of the community that, together with further information
concerning other social facts, may be considered by lawmakers when
regulating AVs. [...] The empirical knowledge that surveys can provide
on these specific topics can be relevant not for the specification of
the political ends but for designing the best means to achieve them.
(Rodriguez-Alcdzar et al., 2021, S. 829)

Insgesamt betrachtet legen die Ergebnisse der kritischen Reflexi-
on deskriptiver Ansitze nahe, dass das Anwendungsproblem eine
starker normativ orientierte Herangehensweise erfordert. Mit der
Verwendung des Trolley-Problems als dominantes Framework geht
als zentrale Fragestellung des (normativen) Designproblems einher,
welche ethischen Prinzipien der Entscheidung fiir eine der Hand-
lungsoptionen zugrunde gelegt und als Teil des algorithmischen
Entscheidungsprozederes implementiert werden sollen. Im Folgen-
den werden Begriindungsversuche aus Sicht verschiedener ethischer
Denkschulen zusammengetragen und im Hinblick auf ihre Eignung
fir das Anwendungsproblem kritisch gepriift.

4.4 Normative Ansatze: Begriindungsversuche der
philosophischen Ethik

Den wohl populdrsten Ansatz zur Gestaltung von Unfallalgorith-
men stellt das Prinzip der Schadensminimierung dar, welches als
iibergeordnete Zielvorgabe fordert, die Auswirkungen unvermeidba-
rer Unfille so gering wie moglich zu halten bzw. im Zweifelsfall
jeweils das >geringere Ubel< zu wihlen. Als Problematik, die in
einen praktischen Kontext der Lebenswelt eingebettet ist, miissen
Unfallalgorithmen neben ihrer theoretischen Diskussion auch aus
praktischer Perspektive vor dem Hintergrund des geltenden Rechts-
rahmens bzw. dessen kritischer Betrachtung erértert werden. In der
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einschldgigen Forschungsliteratur werden diesbeziiglich verschiede-
ne Entscheidungsstrategien diskutiert, die sowohl ethisch-morali-
sche als auch rechtsphilosophische Uberlegungen, meist aus prag-
matischer Perspektive, einbeziehen. Das Entscheidungskriterium der
Schadensminimierung scheint auf den ersten Blick konsequentialis-
tischen Denkstrukturen zu folgen; jedoch regen einige Autoren eine
Debatte dariiber an, inwiefern sich ein entsprechendes Design von
Algorithmen auch aus der Sichtweise anderer ethischer Theorien
normativ verteidigen ldsst. Klassische Trolley-Szenarien sind in der
philosophischen Tradition tiblicherweise mit einer Gegentiberstel-
lung von konsequentialistischen und deontologischen, insbesondere
kantianischen, Prinzipien assoziiert worden; diese ethischen Denk-
schulen bilden auch die Basis des Diskurses moralischer Unfalldi-
lemmata. Gleichzeitig wurden vereinzelt auch alternative ethische
Theoriekonzepte vorgeschlagen, die sich an tugendethischen, kon-
traktualistischen oder rechtsphilosophischen Argumentationen ori-
entieren.!?*

In den folgenden Unterkapiteln wird der umfangreiche normative
Diskurs kursorisch rekonstruiert, zunédchst ohne Argumente und
Positionen im Einzelnen hinsichtlich ihrer Plausibilitat zu bewerten.
Zu den thematisierten Aspekten zdhlen die moralische Rechtferti-
gung spezifischer ethischer Werte bzw. Theorien, ihre Konformitat
mit geltenden Gesetzgebungen, ihre praktische Implementierbarkeit
sowie ihre Vereinbarkeit mit gesellschaftlichen Erwartungen. Wah-
rend einige der dargestellten Argumente im Hinblick auf eine Ethik
fiir KI- Anwendungen im Allgemeinen gelten, beziehen sich andere
auf die praktische Operationalisierbarkeit im spezifischen Kontext
eines automatisierten Verkehrs. Ziel ist es deutlich zu machen, dass
die bisher im Diskurs vorgeschlagenen ethischen Handlungsprinzi-
pien in nicht-trivialer Weise an ihre Grenzen stof3en.

124 Einen aktuellen, strukturierten Uberblick {iber den einschligigen Diskurs pri-
sentieren Poszler et al. (2023).
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4.4.1 Klassische philosophische Ansdtze zur moralischen Relevanz des
Intervenierens

Wie bereits gezeigt, ist es fragwiirdig, zu weitreichende Analogien
zwischen Trolley-Fillen und Dilemma-Szenarien im Kontext des
autonomen Fahrens zu ziehen. Dennoch ist zumindest die klassische
philosophische Beschiftigung mit dem Trolley-Problem durchaus
von Bedeutung fiir eine Auseinandersetzung mit Unfallalgorithmen,
insbesondere in Bezug auf essenzielle deontologische Unterschei-
dungen.’?> Ausgelost durch Foots Untersuchung (1978) wird die
zeitgendssische Debatte {iber das Trolley-Problem vielfach mit der
Kontrastierung von doing und allowing in Verbindung gebracht.
Besteht ein moralisch relevanter Unterschied zwischen Handlungen,
die anderen aktiv Schaden zufiigen, und solchen, die entsprechen-
de Schadigungen lediglich zulassen? Im Kern liefern die von Foot
und Thomson vorgelegten Gedankengénge unterschiedliche Ansétze
zur Begriindung der moralischen Intuition, dass (aktives) T6ten aus
moralischer Sicht schlechter ist als (passives) Sterbenlassen. Foots
Ansatz fithrt dabei iiber das ethische Prinzip der Doppelwirkung
(doctrine of the double effect).’?® Dessen zentrale These ist es, dass
ein moralisch relevanter Unterschied zwischen den Folgen einer
Handlung, die beabsichtigt sind, und solchen, die lediglich als Ne-
benfolgen vorausgesehen werden, besteht.””” Demnach kann eine
Handlung als moralisch gerechtfertigt angesehen werden, wenn ihre
negativen Folgen lediglich unbeabsichtigte Nebeneffekte darstellen:

[...] sometimes it makes a difference to the permissibility of an action
involving harm to others that this harm, although foreseen, is not part

125 Woollard (2022, S. 50) definiert deontologische Unterscheidungen wie fol-
gt: »A deontological distinction is a distinction between how agents, victims,
and harms are related, which appears to matter morally even though it does
not affect the severity or type of harm suffered.«

126 Fiir eine Ubersicht zur Verwendung des Prinzips der Doppelwirkung im ethi-
schen Diskurs siehe z. B. Quinn (1989).

127 Foot (1978, S.20) beschreibt den zugrundeliegenden Gedankengang wie fol-
gt: »The doctrine of the double effect is based on a distinction between what
a man foresees as a result of his voluntary action and what, in the strict sense,
he intends. He intends in the strictest sense both those things that he aims
at as ends and those that he aims at as means to his ends. The latter may be
regretted in themselves but nevertheless desired for the sake of the end, as we
may intend to keep dangerous lunatics confined for the sake of our safety.«
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of the agent's direct intention. An end such as earning one's living is
clearly not such as to justify either the direct or oblique intention of the
death of innocent people, but in certain cases one is justified in bringing
about knowingly what one could not directly intend. (Ebd., S.22)

Zu den wichtigsten Implikationen des Prinzips der Doppelwirkung
zéhlt der Umstand, dass instrumentalisierende Handlungen als
moralisch besonders fragwiirdig bewertet werden: »The doctrine of
double effect offers us a way out of the difficulty, insisting that
it is one thing to steer towards someone foreseeing that you will
kill him and another to aim at his death as part of your plan.«
(Ebd., S.23) Fiir den Fall des klassischen Trolley-Problems fiihrt
das Prinzip damit zu keiner Entscheidung, da es beide Optionen
gleichermafien verbietet. Foot legt daher einen alternativen Ansatz
vor, der auf die Unterscheidung zwischen positiven und negativen
Rechten bzw. Pflichten zuriickgreift. Positive Rechte gehen mit posi-
tiven Pflichten einher, welche darin bestehen, dass eine bestimmte
Handlung ausgefiihrt werden soll. Dem gegeniiber stehen negative
Rechte bzw. Pflichten, die ein Unterlassen einer bestimmten Hand-
lung einfordern. Diese haben Vorrang vor positiven Pflichten fiir
den Fall, dass verschiedene Pflichten miteinander in Konflikt gera-
ten. So berwiegt gemafs Foot im klassischen Trolley-Problem das
negative Recht des einzelnen Gleisarbeiters, nicht zum Zweck der
Schadensminimierung und zugunsten der anderen fiinf geopfert zu
werden. Das Umleiten der Straflenbahn wire unzuldssig, weil so der
Tod des einzelnen Gleisarbeiters nicht nur vorhersehbar, sondern
als Teil des verfolgten Handlungsziels beabsichtigt wire (vgl. ebd.,
S.26-29).

Foots Ansatz erscheint intuitiv plausibel, jedoch in seiner konkre-
ten Anwendung, besonders fiir komplexere Varianten wie das >Fet-
ter-Mann-Problems, beschridnkt. Thomson kritisiert vor allem die
implizierten Forderungen von Foots Konzeption: Negative Rechte
miissten allen Beteiligten zugesprochen werden, sodass eine Hierar-
chiebildung unmdglich ist und alle Aktionen in Trolley-Dilemmas
gleichermafien verboten seien. Thomson riickt stattdessen die spezi-
fischen, kontextabhingigen moralischen Anspriiche in den Vorder-
grund, welche Betroffene gegeneinander haben: Besitzt eine Partei
einen legitimen hoheren Anspruch gegeniiber anderen, so sind ihre
Interessen zu bevorzugen (vgl. Thomson, 1976, S.208-211). Entspre-
chende Anspruchshierarchien konnen sich auf verschiedene Aspekte
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beziehen wie Eigentumsrechte, mogliche Kompensationen fiir Ri-
siken, Fahrléssigkeit, Versprechen oder besondere Verpflichtungen
(vgl. Hitbner & White, 2018, S. 693). In einer spateren, im weiteren
Verlauf der Debatte kontrovers diskutierten Auseinandersetzung mit
dem Trolley-Problem widmet Thomson (2008) sich der Rolle des
Fahrers: Hat dieser die Moglichkeit, sich anstelle eines Unbeteiligten
selbst zu opfern, so sollte er dies tun.1?

Welche Relevanz hat all dies nun fiir den Kontext autonomer
Fahrzeuge? Auch wenn in mehr als fiinfzig Jahren philosophi-
scher Auseinandersetzung mit dem Trolley-Problem keine eindeu-
tige Entscheidungsstrategie vorgelegt werden konnte, kénnen die
entwickelten Gedankenginge fiir angewandte Probleme in gewis-
ser Hinsicht fruchtbar gemacht werden. Mit der Situation ethi-
scher Entscheidungstrager in Unfalldilemmata ldsst sich am ehesten
Thomsons Bystander-Variante vergleichen. Daraus ergeben sich Im-
plikationen fiir eines der zentralen Postulate im Hinblick auf die
Programmierung von Dilemma-Szenarien: die Unterscheidung zwi-
schen Beteiligten und Unbeteiligten. Die Ethik-Kommission stellt
zwar kurz und biindig fest, dass die »an der Erzeugung von Mobili-
tatsrisiken Beteiligten [...] Unbeteiligte nicht opfern« (Di Fabio et
al,, 2017, S.11, Regel 9) diirfen, liefert jedoch keine Argumentation,
auf die sich die Legitimitdt der besonderen Schutzwiirdigkeit Unbe-
teiligter zurtickfithren liele. Um diese Begriindungsliicke zu schlie-
3en, konnen die Argumente und Impulse von Foot und Thomson in
modifizierter Form hilfreich sein, wenngleich sie auch keine finale
Rechtfertigung fiir eine spezifische Programmierung von Unfallalgo-
rithmen darstellen.

Das Entscheidungsverhalten autonomer Fahrzeuge kennt auf-
grund seines algorithmischen Charakters keine standardisierten
Trajektorien, sodass nicht in unmittelbarem Sinne zwischen passi-
vem Ansteuern und aktivem Ausweichen differenziert werden kann.
Hiibner und White (2018, S. 694-695) fithren aus, dass die Begrift-
lichkeiten >beteiligt« und >unbeteiligt< auf zwei verschiedene Lesar-
ten interpretiert werden koénnen. Im Rahmen einer rechtebasierten

128 Thomson hat sich tiber einen Zeitraum von mehr als dreiftig Jahren im-
mer wieder neu mit dem Trolley-Problem auseinandergesetzt. In dieser For-
schungsarbeit wird lediglich auf ihre fritheren Werke Bezug genommen, um
die Darstellung auf die fiir das Anwendungsproblem wesentlichen Aspekte zu
beschréanken.
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Lesart, wie sie Foot entwirft, erhalten die Begriffe handlungstheore-
tische Bedeutung. Hier lasst sich mit negativen Pflichten plausibel
argumentieren, dass autonomen Fahrzeugen das Ausweichen in Be-
reiche, die nicht unmittelbar mit der Verkehrssituation in Zusam-
menhang stehen, untersagt ist, z. B. in benachbarte Fahrspuren, auf
Biirgersteige etc. Im Beispielszenario 5 >Unbeteiligte auf Biirgersteig«
kann die Fufigingerin auf dem Biirgersteig deshalb als unbeteiligt
gelten, weil ihr nichts passieren wiirde, wenn das Fahrzeug nicht
aktiv in ihre Richtung ausweichen wiirde. Mit Foot hitte sie folglich
ein negatives Recht, nicht in die Situation involviert zu werden. Im
Gegensatz dazu besitzen unmittelbar Beteiligte des Szenarios ledig-
lich ein positives Recht, vor Schaden bewahrt zu werden. Da jedoch
das negative Recht stirker wiegt, darf die Fufigdngerin nicht geop-
fert werden. Auch in anderer Weise lasst sich die Unterscheidung
zwischen doing und allowing auf den Kontext eines automatisierten
Verkehrs iibertragen: Sollte ein autonomes Fahrzeug, das ohne Pas-
sagiere unterwegs ist — beispielsweise wenn es als Taxi zu einem
Abholort fahrt - eingreifen, wenn es z. B. durch das Blockieren des
Fahrtwegs eines anderen Fahrzeugs Schaden von Personen abwen-
den kann (vgl. Woollard, 2022, S. 58-60)?

Wenn wir im Gegensatz dazu davon ausgehen, dass Personen
im Sinne Thomsons iiber bestimmte Anspriiche verfiigen, dann ver-
wenden wir die Begriffe in einer situativ-kontextuellen Bedeutung.
Als Unbeteiligte wéren all diejenigen Personen zu betrachten, die
am Verkehrsgeschehen nicht teilnehmen und daher einen héheren
Anspruch auf Sicherheit haben, sich also beispielsweise in verkehrs-
beruhigten Bereichen wie Straflencafés aufhalten. Gemafl Thomson
ist entscheidend, dass sich die Fufigingerin aus dem Beispielszena-
rio 5 >Unbeteiligte auf Biirgersteigc im sicheren Fuflgingerbereich
aufhilt und dadurch bewusst dem (motorisierten) Verkehrsgesche-
hen entzieht. Sie hat daher z. B. gegeniiber jenen einen stirkeren
Anspruch, die als Fahrzeugpassagiere in den Genuss der Vorteile des
komfortablen autonomen Transports kommen (vgl. Hiibner & Whi-
te, 2018, S.693-695). Der Fufigingerin diirfen nicht zugunsten der
Insassen des autonomen Unfallfahrzeugs Nachteile auferlegt werden.

Ist in Anbetracht dessen eine mdgliche Priorisierung des Insassen-
schutzes grundsétzlich noch zu rechtfertigen? Sowohl fiir Passagiere
als auch fiir Fulgénger kann plausiblerweise angenommen werden,
dass ein gewisser Grad an Eigenhaftung moralisch relevant ist; die-
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ser steigt durch individuelles Fehlverhalten, etwa wenn regelwidrig
die Strafle iberquert wird (vgl. Kamm, 2020, S. 94-98). Einen dhnli-
chen Gedankengang legt Lawlor (2022) zugrunde, der fiir die Prio-
risierung von bestimmten geschiitzten Rdumen wie Biirgersteigen
eintritt, in denen an Verkehrssituationen unbeteiligte Personen einen
gewissen grundsitzlichen Schutz genieflen:

In any case in which driving onto the pavement would impose a risk
of harm onto someone who is on the pavement, there should be a very
weighty consideration against doing so, and this is the case even if those
in the road are not responsible for being there. (Ebd., S. 198)

Fir Hevelke und Nida-Riimelin (2015a, S.222-224) hingegen ist
weniger die Verantwortung als die Vorhersehbarkeit des Verhaltens
im Straflenverkehr die ausschlaggebende Komponente, mittels derer
sich die Priorisierung des Schutzes Unbeteiligter begriinden lasst.
Sie betonen, dass fiir ein funktionierendes Verkehrsgeschehen eine
»starke[...] prima-facie-Pflicht zu regelkonformen [sic] oder [...]
zumindest absehbarem Verhalten« (ebd., S.222) zugrunde gelegt
werden muss, aus der sich wechselseitige moralische Anspriiche ab-
leiten. Nicht-regelkonformes Verhalten anderer Personen, wie das
regelwidrige Uberqueren einer Strafe wie in Beispielszenario 3 >Rote
Ampel¢, kann unerwartete Ausweichmandver verursachen, die die
Anspriiche der >Verursacher« tangieren. Problematisch wird es auch
dann, wenn regelkonformes Verhalten zu schlechteren Ergebnissen
fuhrt als ein Abweichen von dem, was erwartbar ist. Eine Priori-
sierung des Schutzes Unbeteiligter kann daher nicht als generelles
Prinzip gelten, sondern muss im Einzelfall einer Abwégung unterzo-
gen werden (vgl. Hevelke & Nida-Riimelin, 2017, S. 202-204).

4.4.2 Utilitaristische Ansdtze

Eine Optimierung des Unfallverhaltens autonomer Fahrzeuge, die
der Zielsetzung einer Minimierung resultierender Schidden folgt,
legt eine Orientierung an konsequentialistischen Moralprinzipien
nahe. Als prominenteste Form konsequentialistischer Ethik geht der
Utilitarismus in seiner klassischen, systematisch entwickelten Vari-
ante auf Jeremy Bentham (1789; 1970) und John Stuart Mill (1861;
1963-91) zuriick. Er bestimmt den ethischen Wert einer Handlung
oder Norm allein auf der Grundlage ihrer (vorhersehbaren) Folgen
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im Hinblick auf den erwarteten Gesamtnutzen (vgl. Bartneck et
al,, 2019, S.26-27). In den Augen seiner Begriinder macht das so-
genannte Greatest Happiness Principle das Kernelement utilitaristi-
scher Theorien aus, welches die Maximierung positiver Zielgrofien
wie Gliick, Wohlstand oder Nutzen forciert:

The creed which accepts as the foundation of morals, Utility, or the
Greatest Happiness Principle, holds that actions are right in proportion
as they tend to promote happiness, wrong as they tend to produce the
reverse of happiness. By happiness is intended pleasure, and the absence
of pain; by unhappiness, pain, and the privation of pleasure. (Mill, 1861,
S.9-10)

Ausgehend von dieser klassischen Form hat sich der utilitaristische
Grundgedanke im Laufe der Zeit ausdifferenziert und in verschie-
denen Varianten ausgeprigt. Analog zum Literaturdiskurs finden
diese im Folgenden jedoch nur in geringem Maf3e Beriicksichtigung;
sofern nicht explizit vermerkt, beziehen sich die beschriebenen Ar-
gumente auf den klassischen Utilitarismus.!?” Dieser befiirwortet im
Rahmen des obigen Handlungsprinzips nach Mill explizit das Op-
fern von Personen, um eine grofSere Anzahl zu retten. Bezogen auf
das Beispielszenario 2 >Einzelperson versus Gruppe« wiirde er dieje-
nige Trajektorie bevorzugen, bei der nur eine Person verletzt wird,
wihrend die anderen drei verschont blieben. Die Nutzensumme der
utilitaristischen Grundformel bemisst sich jedoch nicht nur an der
Anzahl betroffener Personen, sondern auch an der Schwere entspre-
chender Schéadigungen. So wire im Beispielszenario 4 >Motorradfah-
rer mit/ohne Helm« die Kollision mit demjenigen zu bevorzugen,
fiir den aufgrund seiner Schutzausriistung geringere Verletzungen zu
erwarten sind. Konsequent zu Ende gedacht fordert eine utilitaris-
tische Ausrichtung von Unfallalgorithmen auch die Selbstopferung
Einzelner fiir das Gesamtwohl. Dies wiirde im Beispielszenario 7
>Klippe« das Ausweichen des Fahrzeugs implizieren, wobei sich die
Insassen zugunsten der Schulkinder opfern.

Gewissermaflen unklar ist, wie aus utilitaristischer Sicht entschie-
den werden soll, wenn Anzahl und Schadensausmafd der betroffe-
nen Personen bei allen Handlungsoptionen entweder gleichermafien

129 Mit konsequentialistischen Perspektiven auf ethische Fragen autonomer Fahr-
systeme hat sich die Autorin bereits an anderer Stelle auseinandergesetzt (vgl.
Schaffner 2018, 2020a).
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oder kategorial unterschiedlich schlecht sind. In diesen Fillen gibt
der Utilitarismus keine klare Préferenz vor. Haben die Optionen
vollig gleiche Konsequenzen, wiren beide erlaubt; eine Handlungs-
entscheidung kann beispielsweise durch einen Miinzwurf erfolgen.
Problematischer gestaltet es sich, wenn voéllig unterschiedliche, mit-
einander unvergleichbare Optionen vorliegen. Kommensurabilitat
ist eine zwingende Voraussetzung fiir jegliche utilitaristische Erwé-
gung. Nutzenwerte konnen zwar auch bei kategorial unterschiedlich
schlechten Konsequenzen zugewiesen werden, jedoch miissten diese
ethisch erst einmal begriindet werden: Wiegt der erwartete Tod
einer Person stirker oder die schweren Verletzungen einer ganzen
Gruppe?

Ein utilitaristischer Ansatz setzt prinzipiell eine Quantifizierung
des erwarteten Schadens im Sinne negativen Nutzens voraus, auf
deren Basis dann diejenige Handlungsoption gewihlt wird, die den
geringsten Gesamtschaden verursacht bzw. das allgemeine Wohl
maximiert. Den gingigsten Ansatz zur Integration des Aspekts un-
sicherer Handlungsfolgen in utilitaristische Frameworks stellt die
entscheidungstheoretische Standardmethode der Risikoanalyse fiir
die Entscheidungsfindung unter Risiko dar, welche auf der Maximie-
rung des Erwartungsnutzens beruht (siehe Kap. 6.3). Als Optimie-
rungsproblem mit relativ schematischer Grundformel liefSe sich dies
generell mittels mathematischer Kostenfunktionen in Algorithmen
implementieren (vgl. Thornton et al., 2017, S. 1431-1437).

Doch obwohl der utilitaristische Ansatz zu den meistdiskutierten
ethischen Prinzipien im Kontext von Unfallalgorithmen gehort, be-
fiirworten ihn nur wenige. Utilitaristische Positionen werden insbe-
sondere im Kontext eines Verrechnungsverbots menschlicher Leben
und sich daraus ergebender, moralisch fragwiirdiger Ergebnisse kon-
trovers thematisiert. Der Kritik liegt dabei eine pragmatische Per-
spektive auf die Problemstellung zugrunde. Diese betrachtet mog-
liche Entscheidungsstrategien nicht nur theoretisch, sondern stets
mit Blick auf situative Gegebenheiten und zur Verfiigung stehende
praktische Handlungsmdéglichkeiten. Dies schlief3t vor allem den gel-
tenden Rechtsrahmen sowie gesellschaftlich akzeptierte Grundwerte
mit ein. Einschldgige Argumentationen stiitzen sich deshalb sowohl
auf moralische als auch rechtsethische Aspekte und nehmen Bezug
auf zentrale Kritikpunkte an einem ethischen Konsequentialismus
(vgl. Nida-Riimelin et al., 2012, S.130-133): Erstens beriicksichtigen
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utilitaristische Ansdtze durch ihre Fokussierung auf eine intersubjek-
tive, aggregierte Nutzensumme weder Interessen noch Motive der
Einzelnen und lassen so Verteilungs- und Gerechtigkeitsaspekte un-
beachtet. Da sich aus utilitaristischer Sicht jeder noch so grofie Nut-
zenverlust durch hinreichend viele kleine Nutzengewinne moralisch
kompensieren lésst, ignoriert er insbesondere die im Rahmen von
Rawls’ Gerechtigkeitstheorie begriindete Separatheit von Personen
(separateness of persons):13°

This [utilitarian] view of social cooperation is the consequence of ex-
tending to society the principle of choice for one man, and then, to
make this extension work, conflating all persons into one through the
imaginative acts of the impartial sympathetic spectator. Utilitarianism
does not take seriously the distinction between persons. (Rawls, 1971,
S.27)

Gerechtigkeitsnormen lassen sich nicht konsequentialistisch begriin-
den; normativ relevante Wertefunktionen in konsequentialistischen
Theorien sind stets auflermoralisch zu bestimmen. Der aggregative
Charakter der Erwartungsnutzensumme, die den Interessen der Ein-
zelnen kein spezifisches Gewicht beimisst, verscharft die Missach-
tung von Verteilungsfragen gegeniiber dem Standardutilitarismus,
indem durch die Wahrscheinlichkeitskomponente eine komplexere
Verteilung von Nachteilen zwischen Personen erméoglicht wird.3!
Zweitens werden im Zuge der Abwigung von Einzelinteressen
zum Zweck der Gesamtnutzenoptimierung die individuellen Rechte

130 An dieser Stelle sei angemerkt, dass die nachfolgende Analyse die in der
Literatur vorherrschende kritische Einstellung gegeniiber einer ausschliefilich
utilitaristischen Orientierung von Unfallalgorithmen widerspiegelt. Uber eine
theoretische Eignung utilitaristischer Entwiirfe ist damit noch nichts gesagt.
Es sei ausdriicklich auf den Variantenreichtum utilitaristischer Ansétze sowie
deren kontroverse Beurteilung verwiesen; dabei wird eingerdumt, dass spezi-
fische utilitaristische Entwiirfe beispielsweise im Hinblick auf Verteilungsas-
pekte und individuelle Interessen aus theoretisch-analytischer Sicht weniger
problematisch sind als andere. Jedoch erscheint die Grundausrichtung des uti-
litaristischen Kerns als (alleinige) Grundlage fiir eine pragmatisch orientierte
Programmierung von Unfallalgorithmen zumindest fragwiirdig.

131 Als Alternative zur Maximierung des Erwartungsnutzens erwdhnt Hansson
(2013, S. 24-26) noch den Ansatz des Actual Consequence Utilitarianism (»The
utility of a mixture of potential outcomes is equal to the utility of the outcome
that actually materializes.«), attestiert ihm aber ebenfalls eine mangelnde Eig-
nung fiir praktische Fragen.
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und die Autonomie derjenigen missachtet, die potenziell fiir das
Allgemeinwohl geopfert wiirden. »In conglomerating the sufferings
and enjoyments of all people, utilitarianism fails to recognize the im-
portance of individual identity«, konstatiert Grau (2006, S.54). Die
Instrumentalisierung von Individuen zugunsten des Gesamtwohls ist
ethisch unzuldssig. So beméngelt u. a. Hansson (2013, S.26-28) aus
normativer Sicht, dass eine Orientierung am Erwartungsnutzen kei-
nen Raum fiir risikoaverse Einstellungen lasst. Wahrscheinlichkeiten
und moralische Dimension der Auswirkungen einer Handlung ver-
halten sich nicht unbedingt proportional zueinander - beispielswei-
se dann nicht, wenn Wirkungen katastrophalen Ausmafles mit einer
sehr geringen Wahrscheinlichkeit zu erwarten sind. Drittens kommt
es aufgrund einer konsequentialistischen Nutzenorientierung zur
Missachtung individueller Integritdt, wenn Personen ihre eigenen
Projekte um anderer willen aufgeben miissen.

Im Zusammenhang mit einer ethischen Konsequentialismuskritik
werden grundsitzliche moralische Fragen nach dem Wert menschli-
chen Lebens aufgeworfen: Wie liefie sich der Wert eines Menschen-
lebens iiberhaupt objektiv bestimmen - und sind fiinf Leben auto-
matisch mehr wert als eines (vgl. Hevelke & Nida-Riimelin, 2017,
S.197-198; Santoni de Sio, 2017, S. 418)?132 Der utilitaristische Ansatz
bietet Anreize, Personen beispielsweise nach ihrem Nutzen (oder
ihrer Belastung) fiir die Gesellschaft zu bewerten. Eine jiingere Per-
son wiirde hoher bewertet als eine dltere, ein prominenter Forscher
hoher als ein LKW-Fahrer (vgl. Liu, 2016, S.168). In diesem Sinne
wiren unter utilitaristischen Gesichtspunkten auch Kollisionen mit
schwereren bzw. leichteren Fahrzeugen im Hinblick auf den Gesamt-
schaden zu bevorzugen (vgl. Goodall, 2014b, S.97; Lin, 2014a).133

132 In den Sozialwissenschaften ist beispielsweise der Indikator disability-adjusted
life years (DALY) populér, der Schaden als die Anzahl der verlorenen Jahre
eines gesunden Lebens beziffert (vgl. Murray, 1994).

133 Ein dhnliches Argument verwendet Bennett (2022, S. 198-203), um zu begriin-
den, dass es aus utilitaristischer Sicht vertretbar wére, wenn Unfallalgorithmen
stets die Sicherheit der Fahrzeuginsassen priorisierten. Dabei zieht er statisti-
sche Daten heran, die zeigen, dass Insassen bei Unfillen héufiger todlich ver-
letzt werden als andere Gruppen von Verkehrsteilnehmern, welche hingegen
eine héhere Zahl an Krankenhausaufenthalten infolge von Verkehrsunfallen
aufweisen. Im Sinne eines utilitaristischen Kalkiils liefe sich das Gesamtwohl
erh6hen, wenn die Risiken fiir todliche Unfille reduziert, also die Fahrzeug-
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Damit gehen verschiedene praktische Probleme einher. Unter Be-
zugnahme auf Harris” Survival Lottery (1975)* und Singers (1977)
Antwort darauf erldutert Bennett (2022, S.195-198), dass streng utili-
taristische Algorithmen Anreize fiir egoistisches Verhalten schaffen:
Individuen kdnnten sich die angestrebte Zielgrofie der Maximierung
des Gesamtwohls in manipulativer Weise zunutze machen, indem
sie sich z. B. bewusst riicksichtslos verhalten und damit die Opfe-
rung besser geschiitzter Personengruppen, etwa Fahrzeuginsassen,
forcieren.

Dennoch bedeutet jegliche Form der Aufrechnung eine Verlet-
zung der moralischen Pflicht zur Achtung der individuellen Wiirde
und ist damit auf grundrechtlicher Ebene mindestens fragwiirdig.
Aufgrund seiner Orientierung am Gesamterwartungsnutzen ist der
utilitaristische Ansatz prinzipiell indifferent gegeniiber moralisch
relevanten Unterscheidungen zwischen Handlungen und deren Hin-
tergriinden. Wie in Kap. 4.4.1 dargestellt, ist die Differenzierung zwi-
schen aktivem und passivem Schidigen einerseits sowie zwischen
Beteiligten und Unbeteiligten andererseits von grofler Bedeutung
fiir den Anwendungskontext. Aus utilitaristischer Sicht konnen diese
Aspekte nicht beriicksichtigt werden. Problematisch ist das insbe-
sondere aufgrund der Tatsache, dass autonome Fahrsysteme Indivi-

insassen besonders geschiitzt wiirden. Ein weiterer Effekt, der das Potenzial
besitzt, die kollektive Wohlfahrt weiter zu steigern, besteht darin, dass andere
Verkehrsteilnehmer bei derart programmierten Algorithmen iiber keinerlei
Anreize fiir riicksichtsloses Verhalten verfiigen; mehr Vorsicht und Riicksicht-
nahme wiirden die Unfallzahlen potenziell weiter senken. Nicht zuletzt wiir-
den bei einer Priorisierung des Insassenschutzes auch Kaufanreize geschaffen,
die wiederum geeignet sind, die positiven Effekte der automatisierten Mobilitat
als solche zu befordern.

134 Die Survival Lottery ist ein von John Harris konzipiertes Gedankenexperi-
ment. Es basiert auf der Idee, dass durch Organspenden mehr Leben zu retten
sind als durch den Tod der Spender verloren gehen. Sobald mindestens zwei
Mitglieder einer Gesellschaft ein Spenderorgan benétigen, wird per Los ein
anderes, gesundes Individuum gezogen, von dem erwartet wird, sein Leben
zugunsten der Kranken zu opfern. Die Argumentationsgrundlage dieses Expe-
riments ist im Kern utilitaristisch, da sie stets das Wohlergehen der grofiten
Zahl priorisiert. Harris’ Experiment wurde vielfach (kritisch) rezipiert und auf
verschiedene Anwendungsfragen {ibertragen, vor allem solche, die im Kontext
von Killing-versus-Letting-Die-Problematiken stehen.
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duen hohe Anreize fiir Missbrauch®®> und opportunistisches Verhal-
ten bieten. Als direkte Folge unzureichender Regulierung entsteht
Raum fiir bdsartig manipulatives Verhalten immer da, wo ein be-
stimmter Umgang mit Technologie impliziert ist, wo Individuen sich
an Technologien anpassen miissen und nicht umgekehrt:!3

[...] whenever we expect human behavior to change to adapt to AVs,
instead of vice-versa, we raise the possibility that unscrupulous, abusive
humans will find new ways to change their behavior, with a resulting
arms race. The Prisoner’s Dilemmas raised by new technology will re-
ward those who ingeniously defect to cause harm. (Abney, 2022, S. 261-
262)

Als Beispiel fiir eine Situation, in der manipulatives Verhalten
zu moralisch fragwiirdigen Ergebnissen fiihrt, gilt das sogenannte
»Chicken Problem« (vgl. Abney, 2022, S. 259-260): Wenn autonome
Fahrzeuge generell so programmiert wiirden, dass sie tendenziell
einer Kollision ausweichen, um hohen Schaden zu vermeiden, wire
es anderen Verkehrsteilnehmern mdoglich, absichtlich eine Kollision
zu provozieren, um das Fahrzeug zum Ausweichen zu zwingen. Ne-
ben der Vorhersehbarkeit des utilitaristischen Ansatzes an sich wird
dabei zusitzlich die (generell gewiinschte) Transparenz algorithmi-
scher Entscheidungssysteme ausgenutzt: »[...] predictability opens
the possibility to manipulation.« (Osério & Pinto, 2019, S. 41) Derar-
tige Situationen sind weder unrealistisch noch einfach zu regulieren,
ohne Nachteile hinsichtlich Kontrolle und Vorhersehbarkeit hinneh-
men zu miissen:'¥’

135 Abney (2022, S.258) definiert Missbrauch in diesem Kontext folgender-
maflen: »[...] to count as abuse, the use case must have a purpose that directly
attacks or undermines the primary purpose, which [...] for AVs I define as
transporting people from one location to another by road in a safe, reliable,
comfortable, and timely manner.«

136 Dies gilt nicht ausschliefSlich fiir utilitaristisch programmierte Fahrzeuge, ist
aber in deren Kontext am offensichtlichsten.

137 Um die Anreize fiir manipulatives Verhalten zu verringern, miisste eine gewisse
Unsicherheit hinsichtlich des Entscheidungsprozesses bestehen. Osério und
Pinto (2019, S. 43) erklaren, dass dies u. a. zulasten der Qualitit des Entschei-
dungsprozesses geht, und stellen Ansdtze interner und externer Unsicherheit
gegeniiber: »[...] in order to remove the incentives to manipulate and to solve
the malicious pedestrian problem, individuals with bad intentions must hold
some uncertainty about the decision and evaluation processes of the autono-
mous vehicle system. Noise or observation difficulties reduce the incentives to
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[...] if we want to solve the chicken problem, it seems we need to
forego perfect predictability and control of how an AV will react to an
abusive human—we may need some amount of unpredictability, a lack
of knowledge of what the AV will choose; that is, we need a certain lack
of control. (Abney, 2022, S. 264)

Auch aus empirischer Sicht spricht wenig fiir eine rein utilitaristisch
basierte Ausrichtung von Unfallalgorithmen. Zwar legen die Ergeb-
nisse einschldgiger empirischer Studien nahe, dass die moralischen
Priferenzen potenzieller Nutzer autonomer Fahrzeuge tendenziell
utilitaristische Ziige aufweisen bzw. dass Entscheidungsfaktoren als
moralisch relevant erachtet werden, welche der Maximierung eines
quantitativen Gemeinwohls entsprechen (vgl. Bergmann et al., 2018,
S.11; Faulhaber et al., 2019, S.407-413). Allerdings ist umstritten,
inwiefern diese ermittelten Resultate den spezifischen Umstinden
der Experimentumgebung geschuldet sind. So vertritt Kauppinen
(2021, S.632-633) die Auffassung, dass die vernunftgemédfle Moral
(commonsense morality) keineswegs utilitaristisch ist, insbesondere
dann nicht, wenn Beeintrichtigungen individueller Rechte und Au-
tonomie drohen. Anhand von Simulationsanalysen argumentieren
Samuel et al. (2020, S.3-5), dass in virtuellen Szenarien zwar hau-
fig utilitaristisch entschieden wird, in realen Dilemma-Situationen
mit zeitlichen Restriktionen hingegen kaum. Wie Lacroix (2018)
und Edmonds (2018) darlegen, offenbart bereits das klassische Trol-
ley-Problem, dass die meisten Personen keine strengen Utilitaristen
sind. Vielmehr verfiigen wir iiber >kantianische Instinkte< — wir
lehnen es intuitiv ab, Menschen fiir hohere Ziele zu instrumentali-
sieren und sind bereit, ab und an eine deontologische Regel zu
akzeptieren, sofern diese das Gemeinwohl fordert.’® Eine andere
Perspektive auf die moralische Problematik utilitaristischer Folgen-
orientierung présentieren Bodenschatz et al. (2021). Anhand dreier
empirischer Studien demonstrieren sie, dass Studienteilnehmer es in
Bezug auf Dilemmata durchaus als moralisch valide betrachten, iiber
Handlungsoptionen zu randomisieren. Diese Praferenzen bestehen

misbehave. However, uncertainty may also reduce the quality of the decision
process.«

138 Bruers und Braeckman (2014, S. 251-252) betonen, dass in radikaler Form we-
der utilitaristische noch deontologische Moralprinzipien unserer moralischen
Intuition entsprechen.
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vor allem dann, wenn keine eindeutige utilitaristische Alternative
offensichtlich ist.1®

Neben genuin moralischen Gesichtspunkten ergeben sich weitere
Schwierigkeiten bei der konkreten Operationalisierung des utilitaris-
tischen Moralprinzips. Hierbei sind zunachst Herausforderungen im
Umfeld der Bestimmung von Nutzenwerten relevant. Es ist unklar,
wie ein entstehender Personenschaden iiberhaupt quantifiziert wer-
den soll, sowohl in kurz- als auch langfristiger Perspektive (vgl. Goo-
dall, 2014b, S.99). Metriken zum interpersonellen Nutzenvergleich
sind zum gegenwirtigen Stand der Technik ebenso wenig verfiig-
bar wie Verfahren zur Approximation von Wahrscheinlichkeiten in
solcher Genauigkeit, wie sie das mathematische Optimierungspro-
blem erfordert.!“? Dariiber hinaus bestehen Hiirden, was eine mdog-
liche Implementierung angeht. Selbst wenn Nutzenwerte und Wahr-
scheinlichkeiten hinreichend prazise bestimmt werden koénnten,
wiirde ein Algorithmus, der die Konsequenzen einer Handlung in
Zeit und Raum umfassend einbezieht, sehr viel Rechenkapazitit und
-zeit bendtigen, um alle relevanten Informationen zu verarbeiten.!
Es wire notwendig, dem System hinsichtlich der einzubeziehenden

139 An dieser Stelle sei darauf hingewiesen, dass Zufallsentscheidungen hinsicht-
lich ihrer ethischen Akzeptabilitat stark umstritten sind, siehe z. B. Broome
(1984) oder Misselhorn (2018b, S.196-198).

140 Diese Probleme sind in der ethischen Tradition wohlbekannt. Jedoch sind
bisher keine Losungen entwickelt worden, die im Kontext von Algorithmen
operationalisierbar wiren. So weisen Geisslinger et al. (2021, S.1045-1046)
darauf hin, dass sich aus technischer Sicht die Schwere eines Unfalls grund-
satzlich nur zu einem gewissen Grade prizise voraussagen lasst. Mit hinrei-
chender Sicherheit bestimmt werden kénnen nur drei Charakteristika: die
Masse des potenziellen Kollisionsobjekts (durch Identifizierung des Typs des
Verkehrsteilnehmers), die Differenzgeschwindigkeit der Unfallbeteiligten und
der Aufprallwinkel. Aus diesen ldsst sich die kinetische Energie berechnen, die
bei einer Kollision freigesetzt wird. Die Schwere einer physischen Verletzung
steigt dabei proportional zur aufgewendeten kinetischen Energie.

141 Dies gilt analog auch fiir die Implementierung deontologischer Systeme. Um
die technischen Schwierigkeiten zu tiberwinden, schligt Klincewicz (2017,
S.252-254) die Verwendung einer hybriden Systemarchitektur vor, welche
auf dem Zusammenspiel deduktiver und induktiver Komponenten beruht.
Symbolische Algorithmen, die spezifische ethische Prinzipien implementieren,
generieren dabei eine Datenbasis paradigmatischer, moralisch eindeutiger
Standardfille. Diese werden sodann von einer separaten Systemkomponente
bearbeitet und durch analoges Schlussfolgern auf Spezialfille wie Dilemmata
angewandt.
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Parameter Grenzen zu setzen; doch auf welcher (moralischen) Basis
sollen diese festgelegt werden (vgl. Allen et al., 2005, S.151)? Ebenso
stellt die Bestimmung einer konkreten utilitaristischen Nutzenfunk-
tion eine anspruchsvolle Herausforderung dar:

[...] it is notoriously difficult to calculate a utility function for everyone
involved and promote the outcome with the highest net utility, as clas-
sical utilitarianism would have it. There are just too many factors to
take into account for a regular autonomous car in such a situation:
how many persons are how likely to be how seriously injured with how
much potential quality of life left, thus creating how much grief in how
many relatives, just to name a few factors. (Loh & Loh, 2017, S. 44)

4.4.3 Deontologische Ansdtze

Moralische Pflichten und grundlegende ethische Prinzipien wie die
Achtung der Menschenwiirde oder Gerechtigkeit stehen im Zentrum
deontologischer Moralentwiirfe. Im Gegensatz zu konsequentialisti-
schen Theorien richten sie den Blick nicht nur auf die Folgen des
Handelns, sondern auch auf dessen Merkmale und Voraussetzun-
gen. Das kann die Absicht sein, mit der eine Handlung ausgefiihrt
wird, oder die Kompatibilitat mit einem formalen Prinzip bzw. einer
Handlungsregel (vgl. Bartneck et al., 2019, S. 25). Letztere sind geeig-
net, bestimmte Typen von Handlungen als grundsitzlich moralisch
unzuldssig auszuweisen und auf diese Weise unverhandelbare Gren-
zen festzulegen. Zentraler Bestandteil einer deontologischen Ethik in
der Tradition Kants ist der kategorische Imperativ als oberste Maxi-
me - als Regel, die unser Handeln und Wollen bestimmt: »Handle
nur nach derjenigen Maxime, durch die du zugleich wollen kannst,
dafl sie ein allgemeines Gesetz werde.« (Kant, 1900ff., GMS, AA
04: 421.07-08) Wie im Folgenden gezeigt wird, sind deontologische
Ansitze fiir die Programmierung von Unfallalgorithmen ebenfalls
nur beschrinkt hilfreich. Zwar beriicksichtigen sie die unter der
utilitaristischen Perspektive vernachldssigten Postulate normativer
Gleichheit und individueller Wiirde, stoflen aber hinsichtlich ihrer
praktischen Operationalisierung sowohl an strukturelle als auch
technisch-formale Grenzen.

Im relevanten Forschungsdiskurs finden deontologische Elemente
in vielfiltiger Weise Beachtung. Es wird beispielsweise ergriindet, in-
wiefern spezielle moralische Pflichten gegeniiber besonders schutz-
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wiirdigen Gruppen, z. B. Kindern, Vorrang vor anderen ethischen
Erwidgungen haben. Da solche Ansitze jedoch eine qualifizierende
Beurteilung der Betroffenen vornehmen, sind sie in direkter Form
fir die Praxis untauglich. Unter Berufung auf eine kantianisch ge-
pragte ethische Tradition verbietet die Ethik-Kommission in ihren
ethischen Leitlinien ausdriicklich, Menschenleben anhand personli-
cher Merkmale gegeneinander aufzuwiegen (vgl. Di Fabio et al,
2017, S.11). Personen zugunsten anderer zu opfern degradiert diese
zu bloflen Objekten, mittels derer ein hoheres Ziel erreicht werden
soll. Handlungen, die Einzelne fiir einen derartigen Zweck instru-
mentalisieren, stellen einen Verstof3 gegen die Selbstzweckhaftigkeit
eines jeden Individuums dar, die in der Fahigkeit zum autonomen
Handeln und dem Setzen eigener Ziele gegriindet ist:

Nun sage ich: der Mensch und iiberhaupt jedes verniinftige Wesen
existirt als Zweck an sich selbst, nicht blof3 als Mittel zum beliebigen
Gebrauche fiir diesen oder jenen Willen, sondern muf3 in allen seinen
sowohl auf sich selbst, als auch auf andere verniinftige Wesen gerichte-
ten Handlungen jederzeit zugleich als Zweck betrachtet werden. (Kant,
1900ff., GMS, AA 04: 428.07-11)

Gemafl der prominenten Selbstzweckformel von Immanuel Kant
besteht jedoch nicht nur eine Pflicht gegeniiber anderen, sondern
auch gegen sich selbst, die es verbietet, sich bzw. die eigene Selbst-
zerstorung fiir ein hoheres Ziel als Mittel zu gebrauchen (vgl. ebd.,
S.428-429). Auch Kauppinen (2021) erldutert, dass die aus der
menschlichen Wiirde abgeleiteten Individualrechte eine gewisserma-
8en unverfiigbare Grenze markieren, die eine Opferung Unschuldi-
ger zugunsten anderer grundsétzlich untersagt:

[...] as long as people have rights, there are also possible situations in
which it is not permissible to minimize harm. In the cases that are
pertinent here, this is because someone has an intact right not to be
harmed, and the only way to avoid violating it causes (or risks) greater
or equal harm to someone who has lost their right not to be harmed
that way. For example, if three robbers are trying to kill one innocent
person to steal her wallet, it is morally permissible to kill all of them
if necessary to save the one (even if they would afterwards become up-
right citizens), because they have forfeited their right not to be harmed,
while the innocent person hasn’t. (Ebd., S. 633)

Auf den ersten Blick erscheint eine Programmierung auf Schadens-
minimierung somit grundsdtzlich unvereinbar mit deontologischen
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Grundprinzipien. Jedoch wird diese Position im Kontext von Unfal-
lalgorithmen durchaus kontrovers bewertet. Eines der haufigsten
Argumente, die fiir die generelle Zulédssigkeit einer Opferung Un-
beteiligter auch aus deontologischer Perspektive sprechen, besagt,
dass die Identitit potenzieller Opfer zum Zeitpunkt der Program-
mierung, i. e. der vorgelagerten Entscheidungsfindung, noch nicht
feststeht und deren Rechte deshalb nicht beeintrichtigt seien. Vor
diesem Hintergrund kann die Empfehlung der Ethik-Kommission
verstanden werden, die im Rahmen einer vorliufigen Bewertung
eine Schadensminimierung fiir solche Fille zuldssig erklért, in denen
es darum geht, eine moglichst grofle Zahl an Unbeteiligten zu retten.
Als Voraussetzung soll hier gelten, dass alle potenziell Betroffenen
von dem implementierten Algorithmus in der Form profitieren, dass
dieser das Risiko fiir alle in gleichem Mafle reduziert:

In der Konstellation einer vorweg programmierbaren Schadensminde-
rung innerhalb der Klasse von Personenschéden liegt der Fall anders
als der des Luftsicherheitsgesetzes oder der Weichensteller-Falle. Hier ist
ndmlich eine Wahrscheinlichkeitsprognose aus der Situation zu treffen,
bei der die Identitat der Verletzten oder Getdteten (im Gegensatz zu
den Trolley-Fallen) noch nicht feststeht. Eine Programmierung auf die
Minimierung der Opfer (Sachschidden vor Personenschiden, Verletzung
von Personen vor Tétung, geringstmdgliche Zahl von Verletzten oder
Getoteten) konnte insoweit jedenfalls ohne Verstof$ gegen Art.1 Abs. 1
GG gerechtfertigt werden, wenn die Programmierung das Risiko eines
jeden einzelnen Verkehrsteilnehmers in gleichem Mafle reduziert. So-
lange ndmlich die vorherige Programmierung fiir alle die Risiken in
gleicher Weise minimiert, war sie auch im Interesse der Geopferten,
bevor sie situativ als solche identifizierbar waren. (Di Fabio et al., 2017,
S.18)

In eine dhnliche Richtung zielen auch Hevelke und Nida-Riimelin
(2015¢, S.11-12): Wenn man davon ausgeht, dass eine Programmie-
rung auf Schadensminimierung im Interesse jedes Einzelnen liegt,
wird der scheinbare Widerspruch zum kantianischen Instrumenta-
lisierungsverbot aufgeldst, denn wenn alle von der Regelung profi-
tieren, ist jeder zugleich Zweck, nicht nur Mittel. Dies wird insbe-
sondere deutlich, wenn man das autonome Fahren als Technologie
betrachtet, die die Sicherheit jedes Einzelnen erhoht, und eine Pro-
grammierung, die die Tétung Unschuldiger beinhaltet, ihrerseits
individuelle Freiheit und Selbstbestimmung befordert (vgl. Missel-
horn, 2018b, S.192).
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Die Grundannahmen derartiger Argumente stoflen innerhalb des
Forschungsdiskurses jedoch auf Kritik. So kann angesichts einer
allgemeinen Skepsis gegeniiber den allzu optimistischen Erwartun-
gen an autonome Fahrzeuge zunichst bezweifelt werden, inwiefern
diese tatsdchlich férderlich fiir eine selbstbestimmte Lebensfithrung
sind. Schranken sie nicht vielmehr die individuelle Freiheit ein, bei-
spielsweise durch die Notwendigkeit, personenbezogene Daten fiir
die vernetzte Kommunikationsinfrastruktur preisgeben zu miissen
(vgl. ebd., S.199-200)? Weiterhin ist die Annahme, dass die Unbe-
stimmtheit der Identitit potenzieller Opfer eine moralische Relevanz
besitzt, zumindest fragwiirdig:

Moralisch und rechtlich gesehen bedeutet es nach den bisher akzeptier-
ten Standards fiir die Unrechtsbewertung einer Tat [...] keinen wesentli-
chen Unterschied, ob man das Opfer schon personlich identifiziert hat
oder ob die Identitdt des Opfers vom Zufall abhdngt bzw. von Umstan-
den, die z. Z. der Totungshandlung noch nicht bekannt waren. Wer
eine Drohne losschickt, die den nédchstbesten Menschen tétet, handelt
genauso unmoralisch und rechtswidrig wie derjenige, der die Drohne
auf eine bestimmte, ihm bekannte Person zum Zweck ihrer Tétung
hinsteuert. Auch im Dilemma-Fall ist bereits bei der Programmierung
bekannt, dass ein Mensch geopfert werden wird; nur seine Identitét
steht noch nicht fest. Das Unrecht der Tat liegt in der Opferung des
Menschen (als solchem), auf irgendwelche Identitdtsmerkmale kommt
es nicht an. (Hilgendorf, 2018a, S. 693)

Auch die Annahme, eine die Opferung Unschuldiger implizierende
Programmierung sei im Interesse des Einzelnen, ist diskussionswiir-
dig. Ein solches Interesse kann nur im Rahmen von Entwiirfen
angenommen werden, die auf einer unparteilichen Ausgangslage
basieren, wie sie beispielsweise in John Rawls’ (1971, S.136-142)
berithmtem Schleier des Nichtwissens (veil of ignorance) besteht.4?
Dieser ist zentraler Bestandteil der Beschreibung eines spezifischen
Zustands der Menschen in einer fiktiven Entscheidungssituation;
angewandt auf Unfalldilemmata wiirde er implizieren, dass nur
dann von einem gleichen Interesse aller gesprochen werden kann,
wenn alle Individuen gleichermafien fiirchten miissen, in Notsitua-
tionen geopfert zu werden. Tatsdchlich erscheint es im gegebenen
Kontext jedoch unplausibel davon auszugehen, dass entsprechende

142 Dies wird in Kap. 4.4.4.2 niher ausgefiihrt.
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Risiken fiir alle gleichermafien minimiert werden kénnen. Relevan-
te Verkehrsrisiken sind naturgemdfl unterschiedlich; sie sind u. a.
abhingig von der Fortbewegungsform bzw. der Haufigkeit ihrer Nut-
zung oder auch von der individuellen Bereitschaft bzw. vorhandenen
Anreizen zu unvorsichtigem Verhalten. So konnen Fufiginger gene-
rell als gefdhrdeter gelten als durch Karosserie geschiitzte Personen
in Fahrzeugen.'3 Jedoch gilt auch: Wer héufiger zu Fuf geht, dessen
Risiko steigt gegeniiber denjenigen, die meistens das Auto nehmen.
Und wer zudem dazu neigt, ab und zu eine Regel zu missachten,
dessen Risiko steigt weiter. Eine prinzipielle, systematische Opferung
der Interessen bestimmter Personen zugunsten anderer setzt ferner
Fehlanreize fiir unsoziales Verhalten (vgl. Hevelke & Nida-Riimelin,
2017, S. 200-201). Schliefilich kann es auch andere, z. B. altruistische,
Interessen als das egoistische Uberlebensinteresse geben, die hier
jedoch nicht beriicksichtigt werden.

Jenseits dieser komplexen Schwierigkeiten bei der inhaltlichen
Gestaltung eines Handelns aus Pflicht erweisen sich auch technisch-
formale Aspekte deontologischer Ansitze als Herausforderung bei
moglichen Implementierungen. Ein haufiger Kritikpunkt an deonto-
logischen Entwiirfen wie dem kantianischen lautet, dass die vollstan-
dige Konsistenz von Normensystemen ein unrealistisches Ziel dar-
stellt. Aufgrund ihrer kategorischen Natur sind formale Prinzipien
héufig zu unspezifisch, mehrdeutig und interpretationsbediirftig, als
dass sie in komplexen lebensweltlichen Entscheidungssituationen
Orientierung geben konnten (vgl. Misselhorn, 2019, S. 50). Dies ist im
Kontext algorithmischer Entscheidungen, wo die menschliche Inter-
pretationsfihigkeit sowie die Fahigkeit zu kontextsensitivem Handeln
durch kiinstliche Akteure ersetzt werden, besonders problematisch.!44

In der wissenschaftlichen Literatur existieren einige wenige kon-
krete Ansitze zur Implementierung moralischen Entscheidungsver-
haltens fiir den Kontext autonomer Fahrzeuge. Der héufigste Imple-
mentierungsansatz besteht darin, deontologische Entwiirfe fiir eine
algorithmische Entscheidungsfindung als hierarchisch organisierte
Regelsysteme zu konzipieren. Ein prominenter Bezugspunkt sind
hier die von Isaac Asimov (1942) entwickelten Robotergesetze, die

143 Dieser Gedankengang wird in Kap. 7.3.3.2 prazisiert.

144 Siehe hierzu auch den Beitrag von Prakken (2017), der Herausforderungen
hinsichtlich der Programmierung verkehrskonformen Verhaltens anhand einer
Fallstudie zum niederldndischen Verkehrsrecht erértert.
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in zahlreichen Anwendungskontexten adaptiert wurden, so auch
fir das autonome Fahren (vgl. Misselhorn, 2018b, S.189-190). Die
Gesetze lauten im Einzelnen:

1. A robot may not harm a human being, or, through inaction, allow a
human being to come to harm. 2. A robot must obey the orders given to it
by human beings except where such orders would conflict with the First
Law. 3. A robot must protect its own existence, as long as such protection
does not conflict with the First or Second Law. (Grau, 2006, S. 53)

Inwiefern derart hierarchische Gesetzessysteme fiir eine prakti-
sche Anwendung brauchbar sind, bleibt allerdings fragwiirdig (vgl.
Trappl, 2015, S. 6).

Konkretere Ansitze reichen iiber die Ubersetzung ethischer Kon-
strukte in mathematische Aquivalente aus der Kontrolltheorie hin
zur Bestimmung optimalen Verhaltens mittels Kosten- oder Wohl-
fahrtsfunktionen (vgl. Gerdes & Thornton, 2015; Kinjo & Ebina,
2017; Thornton et al., 2017) und die Identifizierung besonders
schutzwiirdiger Gruppen iiber externe Hardwarekomponenten (vgl.
Liu, 2018, S.162-168). Fiir den (allgemeineren) Kontext kiinstlicher
Systeme sind zudem verschiedene Ansitze auf deontologischer Basis
entwickelt worden, die eher auf die Programmierung von Algorith-
men zugeschnitten sind als die traditionelle Deontologie, z. B. indem
sie Abstufungen von Pflichten hinsichtlich ihrer normativen Ver-
bindlichkeit vornehmen. So legt Powers (2006) den Entwurf einer
>kantianischen Maschine« vor, die normative Anspriiche gemafd der
Kategorien >verboten - erlaubt - geboten’ clustert. Zu erwihnen
sind in diesem Zusammenhang auch die auf William David Ross
(1930) zuriickgehenden Prima-Facie-Pflichten!®>, die zwar giiltig
sind, aber in bestimmten Faillen durch andere iiberschrieben wer-
den kénnen. Mithilfe von Rawls’ Konstrukt des Uberlegungsgleich-
gewichts (reflective equilibrium) sind diese prinzipiell in ethische
Algorithmen implementierbar (vgl. Anderson et al., 2005, S.2-4).
So sind sie auf der Grundlage der Prinzipienethik von Beauchamp

145 Ross schligt insgesamt sieben Prima-Facie-Pflichten vor: Treue (fidelity),
Wiedergutmachung (reparation), Dankbarkeit (gratitude), Gerechtigkeit (justi-
ce), Fursorge (beneficence), Nichtschadigung (nonmaleficence), Selbstvervoll-
kommnung (self-improvement).
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und Childress (1994)4¢ bereits fiir den Kontext medizinethischer
Anwendungen in Form des Prototypen MedEthEx realisiert worden
(vgl. Anderson et al., 2006). In jiingeren Publikationen werden zu-
nehmend MPC (model-predictive-control)-Frameworks verwendet,
um moralische Werte und Normen in Softwareldsungen zu integrie-
ren (vgl. Németh, 2023; Pan et al., 2016).

Als Grundlage fiir Steuerungsalgorithmen bergen sogenannte
commandment models diverse Probleme. So bend&tigen autonome
Systeme aufgrund ihrer Softwarearchitektur als deterministische Au-
tomaten fiir alle Félle klare Handlungsvorgaben, um von einem Zu-
stand in den nachfolgenden gelangen zu konnen. Jedes Regelsystem
stofit angesichts der Komplexitdt real-lebensweltlicher Situationen
irgendwann an seine Grenzen (vgl. Goodall, 2014a, S.62), sodass
Unklarheiten auf verschiedene Weisen entstehen kénnen. Einerseits
konnen formale Prinzipien zu spezifisch sein, sodass sie in bestimm-
ten Fillen nicht anwendbar sind. Je expliziter die Kriterien sind,
desto schwieriger ist es, sie in einer Weise zu formalisieren, die
von Maschinen verstanden wird (vgl. Goodall, 2014b, S.98). An-
dererseits konnen Regeln aber auch zu allgemein sein, sodass sie
der Komplexitdt der Entscheidungssituationen nicht gerecht, unter
gewissen Voraussetzungen aufler Kraft gesetzt oder gar unerfiillbar
werden (vgl. Misselhorn, 2018b, S.190, 2019, S.50). So wiirden so-
wohl der Kategorische Imperativ als auch das erste Asimov'sche
Gesetz ein autonomes Fahrsystem praktisch handlungsunfihig ma-
chen, indem sie grundsitzlich untersagen, dass einer Person durch
eine Aktion eines Fahrroboters Schaden zugefiigt wird. Jegliche
Form eines probabilistischen Absolutismus, der alle Handlungen mit
positiver Schadenswahrscheinlichkeit verbietet, erscheint in prakti-
scher Hinsicht unplausibel. Wie Hansson (2013, S.28-34) erldutert,
trifft dies ebenfalls auf Vorgehensweisen zu, die auf einer Gewich-
tung von Pflichten proportional zur Eintrittswahrscheinlichkeit der
korrespondierenden Ereignisse beruhen. Demnach sollen absolute
Regeln nur in Fallen gelten, die oberhalb einer definierten Wahr-
scheinlichkeitsgrenze liegen. Im Grunde stellen sich dabei dieselben

146 Die Arbeiten von Beauchamp und Childress (1994) beziehen sich urspriinglich
auf den Kontext der Medizinethik, lassen sich aber teilweise verallgemeinern.
Sie benennen vier grundlegende Prinzipien, die prima facie gelten und bei
Konflikten abgewogen werden miissen: Autonomie, Nichtschadigung, Fiirsor-
ge, Gerechtigkeit.
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Probleme, die auch jedes utilitaristische Kalkiil aufwirft: Was ist als
hohe Wahrscheinlichkeit zu bewerten und was nicht? Wie konnen
Vorteile, die eventuell durch eingegangene Risiken entstehen, einbe-
zogen werden?

Zudem kann auch bei hierarchischen Ansétzen nicht ausgeschlos-
sen werden, dass Konflikte zwischen einzelnen Regeln auf hoher
Komplexititsebene auftreten (vgl. Allen et al., 2005, S.150). Ent-
scheidungsdilemmata zeichnen sich im Speziellen dadurch aus, dass
nicht verschiedene, sondern ein und dieselbe Regel zu widerspriich-
lichen Handlungsempfehlungen fiihrt:

From the mathematical perspective, dilemma situations represent cases
that are mathematically infeasible. In other words, there is no choice
of control inputs that can satisfy all of the constraints placed on the
vehicle motion. The more constraints that are layered on the vehicle
motion, the greater the possibility of encountering a dilemma situation
where some constraint must be violated. Clearly, the vehicle must be
programmed to do something in these situations beyond merely deter-
mining that no ideal action exists. (Gerdes & Thornton, 2015, S. 94)

In derartigen Situationen sind deontologische Gewichtungen wenig
hilfreich. Vielmehr miisste das System iiber die festgeschriebenen
Regeln hinausgehen und spezifische Fille individuell evaluieren. Ab-
wiagungen, die sich an deontologischen Pflichten orientieren, sind
hochst situativ, interpretationsbediirftig und kaum generalisierbar.
Uber entsprechende Fihigkeiten verfiigen jedoch nur Menschen; fiir
Maschinen erscheint es hochst problematisch, deontologische Im-
plementierungen korrekt zu interpretieren und in wiinschenswerte
Aktionen umzusetzen: »These undesirable outcomes result from the
inherent literalness of computers and from the inability of humans
to articulate their own morals.« (Goodall, 2014a, S. 62)

4.4.4 Alternative Anséitze und pluralistische Frameworks

4.4.4.1 Tugendethische Ansitze

Tugendethische Konzepte befinden sich im digitalen Zeitalter wie
nie auf dem Vormarsch (vgl. Ess, 2009; Spiekermann, 2015; Vallor,
2016). Im ethischen Kontext meist assoziiert mit den Schriften von
Aristoteles, legen Tugenden keine konkreten Handlungsregeln fest,
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sondern stellen den Charakter der handelnden Person in den Mit-
telpunkt. Dessen tugendhafte Konstitution strebt die Kultivierung
eines guten Lebens an, das durch eine innere moralische Orientie-
rung motiviert wird und in der Herausbildung moralischer Weisheit
(phronesis) mindet. Tugenden konnen als ein tugendhaftes Leben
beférdernde, qualitative Merkmale des Charakters und dessen Fa-
higkeiten beschrieben werden, welche nicht gelehrt, sondern sich
nur durch (Lebens-)Erfahrung angeeignet werden kénnen (vgl.
Hursthouse & Pettigrove, 2023). Individuelle Entscheidungen in
spezifischen Situationen werden nicht durch normative Vorgaben
geleitet, sondern dem Urteilsvermdgen tugendhafter Personen iiber-
lassen: »A virtuous act is thus a rational act based on a wise, pur-
poseful assessment of the factual situation, chosen for a pure motive
and consistent with a steady disposition of the actor’s character.«
(Whetstone, 2001, S. 104)

Fiir den Kontext von Unfallalgorithmen erscheinen tugendethi-
sche Ansitze durchaus ansprechend, indem sie die dominanten
konsequentialistischen und deontologischen Theorien komplemen-
tieren. Sie ermdglichen konsistente und kontextsensitive Entschei-
dungen, welche die zugrundeliegende Motivation der Handelnden
hinterfragen und praktische Weisheit férdern (vgl. Gerdes, 2020,
S.110-111; Kumfer & Burgess, 2015, S.133). Jedoch sind die Implika-
tionen tugendethischer Entwiirfe fiir konkrete Implementierungen
(noch) unklar. Wie genau lassen sich ethische Tugenden in einem
Maschinencode abbilden? Welche Rolle kann die Tugendethik in
Design- und Gestaltungprozessen von Softwaresystemen spielen?
In der Forschung existieren zwar einige grundsitzliche Ideen, die
aber bisher nicht ausreichend konkretisiert wurden. Prinzipiell sind
zwei Optionen vielversprechend: Erstens konnten tugendethische
Entwiirfe im weiteren Kontext von Systemen wirken, indem sie die
Handlungen involvierter Personen wihrend der Entwicklung und
Nutzung der Systeme in einer Weise prégen, die resultierenden Scha-
den moglichst gering hilt. Interpretiert als Paradigma der Techniket-
hik wiirde die Tugendethik vorgeben, iiber welche Eigenschaften
bzw. Tugenden ein guter Ingenieur verfiigen sollte, z. B. Verantwor-
tungsbewusstsein oder Aufrichtigkeit (vgl. Weber & Zoglauer, 2019,
S.149). Zusitzlich konnten Anwender durch ein spezifisches ethi-
sches Design dazu motiviert werden, gewisse Tugenden auszubilden,
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z. B. indem sie sich bei der Nutzung selbstfahrender Fahrzeuge
vorsichtig und verantwortlich zeigen (vgl. Nyholm, 2018b, S. 6-7).

Zweitens ist auch denkbar, dass tugendethische Elemente direkt
in den Softwarecode einflieflen. Als mogliche >Eigenschaftenc< eines
tugendhaften Fahrsystems sind in der Literatur u. a. Fairness, Re-
spekt gegeniiber Autoritdten im Sinne von Gesetzen bzw. Regeln,
Verantwortungsbewusstsein, Riicksichtnahme und Sorge um andere
sowie Mut genannt worden (vgl. Gerdes, 2020, S.111-113; Nyholm,
2018b, S.6-7; Pan et al,, 2016, S.3-5). Tugenden lassen sich dabei
als Resultat maschinellen Lernens generieren, indem das System
aus einer Datenbasis {iber tugendhaftes Verhalten in Form einer
>Belohnungsfunktion« entsprechende Handlungsprinzipien erlernt.
Vielversprechend ist auch die Idee, utilitaristisch oder deontologisch
basierte Systeme um tugendethische Elemente zu ergdnzen. So
konnten Tugenden in Form relativer Gewichtungen fiir implemen-
tierte Kostenfunktionen oder Einschrinkungen realisiert werden,
die die Zielfunktionen autonomer Fahrsysteme dahingehend verdn-
dern, dass diese tugendhaftes Verhalten widerspiegeln (vgl. Gerdes
& Thornton, 2015, S.92). Auf diese Weise lieSen sich unterschiedli-
che Instanzen einer Rollenmoral implementieren, die verschiedenen
Typen von Fahrzeugen (private Personenbeforderung, Taxis, Kran-
kenwagen, etc.) in spezifischen Verkehrssituationen besondere Zuge-
stindnisse macht (vgl. Wang et al., 2022, S. 11). Fahrzeugen wiirde im
Hinblick auf ihre spezifische soziale Rolle im iibertragenen Sinne ein
mit entsprechenden Tugenden ausgestatteter Charakter verliehen
(vgl. Thornton et al., 2017, S.1436-1437). Allerdings ist die Anwen-
dung von Methoden maschinellen Lernens im Kontext ethischer
Entscheidungsprobleme generell fragwiirdig (siche Kap. 4.1.2). Eine
der grofiten Herausforderungen fiir tugendethisch basierte Ansatze
besteht in der mangelnden Erklarbarkeit der zugrundeliegenden
Entscheidungslogik, woraus sich insbesondere Schwierigkeiten bei
der Zuschreibung von Verantwortung ergeben kénnen (vgl. Geiss-
linger et al., 2021, S. 1040).

4.4.4.2 Vertragstheoretische Ansétze

Kontraktualistischen Ethikentwiirfen liegt die Idee zugrunde, die
Vertretbarkeit moralischer Grundsitze durch einen hypothetischen,
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zwischen freien und gleichen Individuen geschlossenen Vertrag zu
begriinden. Normativ giiltig ist das, was allgemein zustimmungsfa-
hig ist. Bis dato versuchen einige wenige Beitrdge, dem Prinzip der
Schadensminimierung im Kontext von Unfallalgorithmen eine ver-
tragstheoretische Grundlage zu geben, indem sie sich entweder auf
John Rawls’ (1971) politische Moral- und Gerechtigkeitstheorie im
Sinne eines Gesellschaftsvertrags (social contract) oder die ethische
Theorie von Thomas Scanlon (1998) beziehen. Auch wenn es nicht
immer explizit deutlich gemacht wird, greifen entsprechende Argu-
mentationen im einschldgigen Forschungsdiskurs zumeist auf eine
heuristische Variante von Rawls’ Schleier des Nichtwissens zuriick.
Dieser setzt Individuen im Rahmen der Entscheidungsfindung tiber
einen Wertekonsens in Unkenntnis ihrer Rolle im gesellschaftlichen
Gefiige und damit auch des Ausmafles, in dem diese von den Folgen
der getroffenen Entscheidung betroffen sein werden. Unter dieser
Voraussetzung kann davon ausgegangen werden, dass sie als rationa-
le Individuen einer Regelung zustimmen wiirden, welche die Interes-
sen aller gleichermafien mitbedenkt:

[...] I assume that the parties are situated behind a veil of ignorance.
They do not know how the various alternatives will affect their own
particular case and they are obliged to evaluate principles solely on
the basis of general considerations. [...] It is assumed, then, that the
parties do not know certain kinds of particular facts. First of all, no one
knows his place in society, his class position or social status; nor does
he know his fortune in the distribution of natural assets and abilities,
his intelligence and strength, and the like. Nor, again, does anyone know
his conception of the good, the particulars of his rational plan of life, or
even the special features of his psychology such as his aversion to risk or
liability to optimism or pessimism. (Rawls, 1971, S.136-137)

Im Rahmen einer spieltheoretischen Analyse modellieren Gogoll
und Miiller (2017) Entscheidungsdilemmata als Problem strategi-
scher Interaktion. Sie zeigen, dass die Minimierung des Schadens
nicht nur fiir die Gesamtgesellschaft, sondern auch fiir am Eigenin-
teresse orientierte Individuen optimal ist. Den bisher einzigen expli-
zit kontraktualistisch argumentierenden Ansatz legt Leben (2017)
vor. Unter Verwendung entscheidungstheoretischer Konzepte ent-
wirft er einen formalen Algorithmus nach dem Vorbild von Rawls’
Gerechtigkeitstheorie. Dessen Grundidee ist es, die vom Fahrzeug
geschitzte Uberlebenswahrscheinlichkeit fiir jede Partei bei jeder
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moglichen Aktion zu erfassen und zu berechnen, welcher dieser
Aktionen jeder Einzelne zustimmen wiirde, wenn er sich in einer
urspriinglichen Verhandlungsposition der Fairness befinde. Unter
der Annahme eigenniitziger Akteure wiirde dies derjenigen Alterna-
tive entsprechen, die im schlechtesten denkbaren Fall den geringsten
Schaden fiir das am schlechtesten gestellte bzw. schwéchste Individu-
um bedeutet.'¥” Leben versteht seinen Ansatz als Antwort auf die
Probleme, denen sich utilitaristische und deontologische Prinzipien
gegeniibersehen:

The chief advantage of a Rawlsian algorithm is its respect for persons
as equals, and its unwillingness to sacrifice the interests of one person
for the interests of others. Certainly, this can produce surprising results,
but ones that any Rawlsian believes the foundations of morality must
inevitably lead one towards. (Ebd., S. 114)

Auch traditionelle vertragstheoretische Ansitze sind jedoch nur be-
dingt geeignet, um Dilemma-Szenarien zu entscheiden. Eine von
Hansson (2013, S.37-42) vorgelegte Kritik richtet sich im Allgemei-
nen gegen die Schwierigkeiten, die sich fiir kontraktualistische An-
sitze insbesondere hinsichtlich Risiko und Unsicherheit ergeben.
Die Zuléssigkeit von schddigenden Handlungen konnte demnach le-
diglich tiber (hypothetische) Zustimmung gerechtfertigt werden, fir
welche allerdings die nétigen Voraussetzungen im lebensweltlichen
Kontext nicht gegeben sind."*® Eine spezifischere, kritische Ausein-
andersetzung mit Lebens Entwurf liefert Keeling (2018a). Er beman-
gelt, dass zwischen der urspriinglichen Rawls’'schen Argumentation
und ihrer Verwendung in Lebens Ansatz Unstimmigkeiten bestehen,
beispielsweise in Bezug auf Lebens Annahmen zur Anwendung der
Maximin-Regel. Der von Leben entworfene Algorithmus beinhaltet
Implikationen, die in gewissen Szenarien-Konstellationen problema-
tisch sein konnen; diese sollten durch ein unabhingiges Argument
begriindet werden.!¥

Hiibner und White (2018) wenden sich ebenfalls gegen eine kon-
traktualistische Grundausrichtung bei der Programmierung von Un-

147 Neben Leben (2017) folgen auch Dogan et al. (2020) einer Argumentation
zugunsten des am schlechtesten gestellten Individuums.

148 Eine intensive Auseinandersetzung mit dem risikoethischen Kriterium der
Zustimmung erfolgt in Kap. 7.2.3.2 und Kap. 7.2.3.3.

149 Siehe auch Kap. 7.3.3.3 fiir eine detaillierte Darstellung relevanter Kritikpunkte.
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fallalgorithmen. Ausgehend von Foot und unter Bezugnahme auf
Harris’ (1975) Gedankenexperiment der Survival Lottery, welche die
Verteilung von Spenderorganen an utilitaristischen Zielgroflen be-
misst, beziehen sie Stellung gegen die Eignung eines kontraktualisti-
schen Entwurfs, vor allem wenn dieser auf Schadensminimierung
abzielt. Dabei substanziieren sie ihre Kritik mit der mangelnden
Unterscheidung zwischen positiven und negativen Rechten, die eine
zentrale Herausforderung fiir Unfallalgorithmen darstellt, jedoch im
Rahmen einer auf rationalem Eigeninteresse beruhenden Optimie-
rungsentscheidung nicht beriicksichtigt wird.

4.4.4.3 Rechtsphilosophische Ansitze

Neben dezidiert ethischen Untersuchungen sind im Diskurs auch
rechtsphilosophische Ansitze wiederzufinden, die normative Prinzi-
pien fiir Notsituationen in anderen Anwendungskontexten erértern.
Vor dem Hintergrund der deutschen Rechtsprechung stellt Hilgen-
dorf (2018a, S.683-690) einen kontroversen Ansatz vor, um Scha-
densminimierung und deontologische Prinzipien in Einklang zu
bringen. Dabei greift er auf Wertungen tradierter Dilemma-Falle
zuriick, die in der deutschen Jurisprudenz bereits existieren und
sich grundsitzlich auf das Prinzip des geringsten Ubels stiitzen bzw.
dieses zur Anwendung bringen. Steht jedoch Leben gegen Leben,
sind die Prinzipien der Menschenwiirde, der Menschenrechte und
der Rechtsstaatlichkeit héher zu priorisieren als das reine Abwégen
von Ubeln. Auch Gasser (2015, S.558) schreibt: »Eine Abwigung
mit dem gleichwertigen und im Fall des Lebens als verfassungsrecht-
licher >Hochstwert« geschiitztes [...] Grundrecht anderer Grund-
rechtstrager hat zu unterbleiben und ist unzuléssig.«

Ein prominentes einschlagiges Beispiel aus neuerer Zeit ist das Ur-
teil des Bundesverfassungsgerichts zum Luftsicherheitsgesetz, dem
zufolge die Opferung unbeteiligter Menschen durch den Abschuss
einer entfithrten Passagiermaschine grundsitzlich als rechtswidrig
einzustufen ist. Dies gilt auch dann, wenn auf diese Weise eine
groflere Zahl von Menschenleben gerettet werden konnte (vgl.
BVerfG, 2006). Dieses Urteil ldsst sich aufgrund seiner situativen
Merkmale prinzipiell auf Entscheidungsdilemmata im autonomen
Fahren tibertragen. Jedoch weist Hilgendorf (2019, S.368-370) da-
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rauf hin, dass im Fall von Unfallalgorithmen eine juristisch relevante
Unterscheidung zwischen symmetrischer und asymmetrischer Ge-
fahrenlage bedeutsam wiirde, die folgende Implikationen hat: Das
zuvor begriindete Quantifizierungs- und Abwagungsverbot ist nicht
absolut giiltig, sondern lediglich in Fallen, in denen eine Aufopfe-
rungspflicht Unbeteiligter ausgeschlossen ist. Wahrend eine quanti-
tative Abwigung im Sinne des Prinzips des geringsten Ubels nur
zuldssig ist, sofern alle Beteiligten von Anfang an gleichermaflen
gefahrdet sind, bleibt das Opfern zunéchst Unbeteiligter zugunsten
anderer prinzipiell unzuldssig. Begriinden liefle sich dies sowohl
rechtsethisch als auch verfassungsrechtlich; eine Verpflichtung zur
Selbstopferung existiert fiir Insassen auch aus juristischer Sicht
nicht:%0

Auch im Notstand diirfen Menschenleben daher nicht gegeneinander
»aufgerechnet< werden. Nach dieser Position ist das Individuum als
»sakrosankt« anzusehen; dem Einzelnen diirfen keine Solidarpflichten
auferlegt werden, sich fiir andere aufzuopfern, auch dann nicht, wenn
nur so andere Menschen gerettet werden konnen. (Di Fabio et al., 2017,
S.18)

Auch wenn diese Aspekte grundsitzlich plausibel erscheinen, lasst
sich damit eine Programmierung auf Schadensminimierung letzt-
lich nicht rechtfertigen. Hilgendorf (2018a, S.692) halt fest: »Aus
der Tatsache, dass ein Umsteuern des Wagens als rechtswidrig ein-
zustufen ist, folgt nicht, dass ein Weiterfahren rechtmafSig wire.
Es handelt sich vielmehr um eine tragische Situation, in der jede
mogliche Geschehensvariante Unrecht verwirklicht.« Wie soll ein
Fahrzeug nun agieren, wenn es aus rechtlicher Sicht keine >richti-
ge« Option gibt? Sind nicht das Existieren und zugleich die Mog-
lichkeit einer straffreien, rechtstreuen Alternative Voraussetzungen
dafiir, wie eine Handlung juristisch zu bewerten ist? Aus der dilem-
matischen Struktur der betrachteten Entscheidungssituationen folgt
analog zur ethischen Perspektive, dass ausgehend von der heutigen
Grundrechtsdogmatik keine der Alternativen juristisch >korrekt« ist.
Hinzu kommt, dass Fahrroboter nicht den juristischen — und mora-

150 Ob eine Handlung aus juristischer Sicht als rechtswidrig einzustufen ist, ist zu-
néchst unabhéngig von der Frage, wie diese zu bestrafen ist. Daher wiirde eine
primér strafrechtliche Begriindung des Verbots der Opferung Unbeteiligter an
dieser Stelle zu kurz greifen.
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lischen - Status menschlicher Akteure besitzen. Somit ist die Proble-
matik strafrechtlicher Bewertungen in ihrem Fall besonders komplex
und eng verkniipft mit Fragen der zivil- und strafrechtlichen Pro-
dukthaftung.

Ungeachtet der juristischen Bewertung besteht fiir Hilgendorf
dennoch eine moralische Pflicht, so viele unschuldige Leben wie
moglich zu retten. Was bedeutet dies in Hinsicht auf das Aufrech-
nungsverbot? Eine differenzierte kritische Antwort auf Hilgendorf
findet sich bei Misselhorn (2018b, S.193-195), die sich der Proble-
matik {iber eine Auseinandersetzung mit den Grundideen der kan-
tianischen Ethik ndhert. Sie stellt die Frage nach der moralischen
Zulassigkeit einer Schadensminimierung in den Zusammenhang der
Universalisierbarkeit von Normen: Diirfen Personen geopfert wer-
den, oder sollten sie es? Misselhorn veranschaulicht ihre Argumenta-
tion, indem sie auf Kants Unterscheidung zwischen verschiedenen
Graden der Verbindlichkeit moralischer Pflichten zuriickgreift, wel-
che dieser in seiner Grundlegung zur Metaphysik der Sitten (1900ft.,
GMS, AA 04) anhand verschiedener deontischer Kategorien vor-
nimmt. Wéhrend vollkommene Pflichten rechtlich bindend sind,
bleiben unvollkommene Pflichten eher vage und unbestimmt in der
Art und Weise, wie sie zu erfiillen sind. An Hilgendorfs Argumen-
tation kritisiert Misselhorn nun, dass dieser die Zuldssigkeit der
Opferung Unschuldiger unter gewissen Umstinden im Sinne einer
vollkommenen Pflicht interpretiert, was die Tétung Unschuldiger
zum moralischen Gebot erhebt. Im Hinblick auf Kants vollkomme-
ne Pflicht, unschuldige Personen unter keinen Umstdnden zu téten,
kann dies jedoch unméglich geboten sein — unabhingig davon, ob es
sich bei Schadensminimierung um eine vollkommene oder unvoll-
kommene Pflicht handelt. Auch Schlussfolgerungen iiber ein grund-
satzliches Erlaubt-Sein derartiger Handlungen, wie sie Hilgendorf
im Rahmen seiner Unterscheidung zwischen »zunéchst Unbeteilig-
ten« und »von Anfang an Beteiligten« zieht, sind an dieser Stelle
inaddquat und konnen die Tétung Unschuldiger nicht rechtfertigen.

Weitere rechtsphilosophische Auseinandersetzungen beziehen
sich auf spezifische Elemente der Rechtsprechung. Eine kritische
Rekonstruktion der Prinzipien und Rechtsnormen, die der vor allem
in der anglo-amerikanischen Jurisprudenz verankerten Notwendig-
keitslehre (doctrine of necessity) zugrunde liegen, préasentiert Santo-
ni de Sio (2017). Er analysiert, inwiefern juristische Konzepte wie
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Notwehr auf den Kontext von Unfallalgorithmen anwendbar sind
und welche Implikationen sich daraus fiir eine Programmierung
auf Schadensminimierung nach utilitaristischer Lesart ergeben. Da-
bei geht er insbesondere auf das Problem der Inkommensurabilitat
ein, die aus rechtlicher Sicht das zentrale Hindernis fiir ein rein
utilitaristisches Kalkiil darstellt. Er diskutiert im weiteren Sinne auch
anwendungsorientierte vertragstheoretische Komponenten wie bei-
spielsweise vertragliche Ubereinkiinfte durch spezifische Versiche-
rungspolicen, die er aber aus praktischen Griinden fiir ungeeignet
befindet. Als kritische Antwort auf Santoni de Sio formuliert Kee-
ling (2018b) eine alternative Interpretation der Notwendigkeitslehre.
Zentrales Element ist ein eingeschranktes Pareto-Prinzip, das sich
- im Gegensatz zu Santoni de Sios Enwurf - aus utilitaristischer, de-
ontologischer und kontraktualistischer Sicht gleichermaflen verteidi-
gen lasst. Auf dieser Grundlage erarbeitet Keeling einen Vorschlag,
der sich auf bestimmte, ausgewdhlte Dilemma-Szenarien anwenden
lasst.

Coca-Vila (2018) wiederum greift die Problematik von Dilemma-
Situationen aus der Perspektive des Strafrechts auf. Er erkldrt, dass
die Maximierung des gesellschaftlichen Nutzens keine schéadlichen
Eingriffe in die Rechtssphire einer Person rechtfertigt und sieht das
Prinzip der Schadensminimierung daher prinzipiell im Widerspruch
zu den Grundsitzen eines liberalen Rechtssystems. Als mdogliche
Strategie schldgt er vor, die Programmierung von Unfallalgorithmen
auf die Basis eines deontologischen Verstdndnisses von strafrechtli-
chen Doktrinen der Rechtfertigung zu stellen. Als Voraussetzung fiir
eine Entscheidung von Dilemmata fordert er eine vorherige Analyse
der Rechtspositionen aller Beteiligten, die im Hinblick auf Prinzipi-
en der Autonomie und Solidaritét zu erfolgen hat.

4.4.4.4 Meta-normative Ansatze

Der iiberwiegende Teil des Diskurses um Unfalldilemmata geht
von einem moralischen Universalismus aus, demzufolge moralische
Prinzipien objektiv und allgemeingiiltig sind. Einige wenige Ansatze
jedoch beurteilen die Problemstellung aus dem Blickwinkel eines
moralischen Relativismus, der die Giiltigkeit moralischer Urteile
stets an die kulturellen und sozialen Gegebenheiten innerhalb von
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Gesellschaften oder Gruppen kniipft. In diesem Sinne erldutern
Bhargava und Kim (2017), dass moralische Unsicherheit — die Un-
sicherheit dahingehend, dass nicht eindeutig erkennbar ist, was in
einer bestimmten Situation moralisch richtig ist - der Ausgangs-
punkt der ethischen Debatte iiber Unfallalgorithmen sein sollte. Um
zwischen den normativen Vorschriften konkurrierender Moraltheo-
rien vermitteln zu konnen, sei ein meta-normatives Framework not-
wendig. Sie schlagen vor, dieses an einem erwarteten moralischen
Wert (expected moral value) auszurichten, in dessen Rahmen rele-
vanten ethischen Aspekten einer Entscheidungssituation quantitati-
ve Werte zugewiesen werden, um (mathematisch) eindeutige Losun-
gen zu ermitteln:

As such, an adequate solution to the problem of moral uncertainty
must take into account the moral values associated with the particular
normative proposition, weighted by their respective probabilities, not
merely the probability that the normative proposition in question is
true. (Ebd., S.9)

Die Idee eines relativistischen Fahrzeugs im Sinne eines allgemeinen
Begriffsverstdndnisses stellt Polzler (2021) zur Diskussion. Anstel-
le von Prinzipien, die konkreten ethischen Theorien entstammen,
kommen dabei spezifische Verfahren zur Entscheidungsfindung (de-
cision-making procedures) zur Anwendung. Diese legen verniinftige
moralische Forderungen zugrunde, welche unabhéngig von spezifi-
schen ethischen Prinzipien akzeptabel sein konnen. Bei diesem An-
satz geht es also nicht darum, die moralisch akzeptabelste Antwort
zu finden, sondern akzeptable algorithmische Verfahrensweisen zu
bestimmen, die dann ihrerseits Antworten generieren. Eine konkre-
te Entscheidungsstrategie, die im Kontext von Unfallalgorithmen
aufgegriffen wurde, ist die sogenannte Ethical Valence Theory, die
den Entscheidungsprozess in unvermeidbaren Unfallsituationen als
algorithmische Vermittlung ethischer Forderungen auffasst:

[...] different road users hold different moral claims on the vehicle’s be-
havior, and the vehicle must mitigate these claims as it makes decisions
about its environment. Specifically, it must find an optimal response
to these claims in cases of unavoidable collision, or in >dilemma scenar-
ios<; one which captures most efficiently the moral claims and relations
which exist within the vehicle’s decision context, and aligns best with
user expectations. (Evans et al., 2020, S. 3286)
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Dieser Ansatz hat die Form eines Optimierungsproblems: Fiir kon-
krete Situationen werden zunéchst relevante Forderungen identifi-
ziert und sodann mit relativen Gewichtungen bewertet, welche
schliefSlich in einer Weise verrechnet werden, die das Ergebnis opti-
miert. Zwei Faktoren sind bei der Bewertung dabei jeweils wichtig:
zum einen das Ausmafl des Schadens, der im Fall einer Nichtbertick-
sichtigung der Forderung entsteht, und zum anderen deren ethische
Valenz, d. h. der Grad ihrer sozialen Akzeptanz (vgl. Evans et al,,
2020).

4.4.4.5 Pluralistische Frameworks

Wie zuvor dargestellt, stofen traditionelle ethische Prinzipien und
Theorien angesichts der spezifischen Herausforderungen von Unfal-
lalgorithmen an ihre Grenzen. Einige Forscher und Philosophen
reagieren auf diese Problematik mit der Forderung eines pluralisti-
schen Frameworks (vgl. z. B. Brindle & Schmidt, 2021; Goodall,
2014b, 2020; Hiibner & White, 2018; Nyholm, 2018b; Wang et al.,
2020). Dabei wirken Entscheidungsprinzipien aus verschiedenen
ethischen Denktraditionen zusammen, um deren jeweilige soziale,
moralische, rechtliche und funktionale Vor- und Nachteile zu inte-
grieren (vgl. Poszler et al., 2023, S. 5-15). Wallach und Allen (2008,
S.78) fithren dazu aus: »Given the range of perspectives regarding
the morality of specific values, behaviors, and lifestyles, perhaps
there is no single answer to the question of whose morality or what
morality should be implemented in Al.«

Pluralistische Konzeptionen lassen sich in softwaretechnischer
Hinsicht iiber hybride Softwarearchitekturen realisieren.”™ Einen
konkreten Vorschlag diesbeziiglich legen Gerdes und Thornton
(2015) vor, indem sie ethische Konzepte in mathematische tiberset-
zen. Dabei werden Unfallalgorithmen grundsitzlich als (utilitaristi-
sches) Optimierungsproblem interpretiert, das deontologische Prin-
zipien in Form von Nebenbedingungen beriicksichtigt.>? Um zu
gewihrleisten, dass das System auch im (andernfalls mathematisch

151 Poszler et al. (2023, S. 15) stellen verschiedene Méglichkeiten fiir hybride Kom-
binationen iiberblicksartig vor.

152 Siitfeld et al. (2019) schlagen eine dhnliche Konzeption vor: »A possible solution
to unite robustness of the decision making logic and reasonableness of the
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unlgsbaren) Dilemma-Fall zu einer Entscheidung gelangen kann,
werden diese als sogenannte weiche Bedingungen (soft constraints)
implementiert, deren Verletzung mit Kosten unterschiedlicher Hohe
sanktioniert wird. Diese Bedingungen konnen bei Bedarf tiberschrit-
ten werden, nachdem eine utilitaristisch basierte Gewichtung der
Kosten méglicher Handlungsoptionen stattgefunden hat:

From the mathematical perspective, dilemma situations represent cases
that are mathematically infeasible. In other words, there is no choice of
control inputs that can satisfy all of the constraints placed on the vehicle
motion. The more constraints that are layered on the vehicle motion, the
greater the possibility of encountering a dilemma situation where some
constraint must be violated. Clearly, the vehicle must be programmed to do
something in these situations beyond merely determining that no ideal
action exists. A common approach in solving optimization problems with
constraints is to implement the constraint as a >soft constraint< or slack
variable [...]. The constraint normally holds but, when the problem
becomes infeasible, the solver replaces it with a very high cost. In this way,
the system can be guaranteed to find some solution to the problem and will
make its best effort to reduce constraint violation. A hierarchy of con-
straints can be enforced by placing higher weights on the costs of violating
certain constraints relative to others. The vehicle then operates according
to deontological rules or constraints until it reaches a dilemma situation;
in such situations, the weight or hierarchy placed on different constraints
resolves the dilemma, again drawing on a consequentialist approach.
(Ebd., S. 94-95)

Obwohl Verkehrsregeln von Natur aus deontologisch sind, werden
sie in der Praxis oft konsequentialistisch behandelt: Nicht selten
tibertreten wir bewusst Regeln im Interesse anderer Ziele, z. B. bei
medizinischen Notfillen oder um einen konstanten, risikoarmeren
Verkehrsfluss zu gewidhrleisten. Wir wégen also implizit die Einhal-
tung der jeweiligen Regel in Bezug auf ihren Nutzen und ihre Kosten

resulting decision would be to conceptualize ethically relevant properties on a
continuous scale, and treat moral rules as soft constraints to the car’s behavior.
This would allow for a compromise between deontological and utilitarian
considerations. The system would principally base its decisions on a comparison
of the stakes involved for different parties in a situation, but could additionally
disincentivise against the violation of important moral rules, as well as traffic
violations.«
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in spezifischen Situationen ab.*3 Diesen Umstand greifen Thornton
et al. (2017) auf, indem sie den urspriinglichen Ansatz erweitern und
eine Gewichtung der Kosten bzw. der Stirke der deontologischen
Bedingungen anhand einer auf tugendethischen Uberlegungen ba-
sierenden Rollenmoral in ihre Uberlegungen einbeziehen, die eine
Ausdifferenzierung spezifischen Verhaltens fiir verschiedene Typen
von Fahrzeugen erlaubt.

Befiirworter pluralistischer Frameworks betonen haufig, dass
durch eine Integration von Komponenten verschiedener ethischer
Theorien nicht nur die jeweiligen Schwichen der einzelnen Kon-
zepte aufgefangen werden konnen, sondern auch dem Pluralismus
ethischer Wertvorstellungen entsprochen wird, der liberale Gesell-
schaften in lokaler und globaler Perspektive prigt. Allerdings sind
auch pluralistische Ansétze nicht frei von Schwachstellen. Es ist z. B.
unklar, inwiefern sich die spezifischen Schwichen der jeweiligen
Prinzipien bzw. Theorien iiberzeugend kompensieren lassen. Das
sich aus seiner mangelnden Beriicksichtigung individueller Rechte
ergebende Konfliktpotenzial des utilitaristischen Ansatzes liefle sich
beispielsweise nur mithilfe eines sehr komplexen Systems deontolo-
gischer Einschrankungen entschirfen, welches seinerseits die spezi-
fischen Problematiken deontologischer Regelsysteme aufwirft.

Andere Ansitze wie tugendethische Uberlegungen sind dagegen
hinsichtlich ihrer Implementierbarkeit noch nicht ausgereift genug,
um fiir angewandte Probleme im Kontext von Systemen Kiinstli-
cher Intelligenz kurzfristig in Frage zu kommen. Auch ist nicht tri-
vial ersichtlich, wie pluralistischen moralischen Werturteilen durch
ein solches Framework addquat entsprochen werden kann, wenn
favorisierte Werte bzw. Prinzipien stets durch andere in ihrer Gel-
tung eingeschrankt sind. Zumindest angesichts des gegenwirtigen
Forschungsstands erscheint es wenig nachvollziehbar, pluralistische
Frameworks aus Komponenten traditioneller ethischer Theorien als
die Strategie fiir die Programmierung von Unfallalgorithmen zu be-
trachten. Auch ihnen gelingt es nicht, die strukturellen Probleme,
die tradierten ethischen Prinzipien im Hinblick auf ihre Operatio-
nalisierbarkeit und Rechtfertigungsgrundlage anhaften, vollstindig
aufzulsen.

153 Siitfeld et al. (2019, S.13-14) merken an, dass Regeliibertretungen u. U. nicht
nur akzeptabel, sondern sogar ethisch geboten sein kénnen.
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4.5 Zwischenergebnis: Ungeklarte Fragen des Diskurses

Der relevante Forschungsdiskurs wird von einem methodischen Zu-
gang dominiert, der Unfallalgorithmen als moralisches Designpro-
blem begreift. Dilemma-Szenarien werden dabei mehrheitlich als
spezifische Instanzen eines modifizierten Trolley-Problems gedeu-
tet. Eine eingehende Analyse bisheriger Forschungsbeitrige enthiillt
jedoch einige Unstimmigkeiten dieser Vorgehensweise. Sie belegt
die erste zentrale These dieser Arbeit, welche besagt, dass bis dato
vorherrschende Herangehensweisen an die Gestaltung von Unfallal-
gorithmen viele fiir die Entwicklung und den Einsatz autonomer
Fahrsysteme essenzielle Fragen ungeklart lassen.

Wie in diesem Kapitel dargelegt, ldsst sich diese Schlussfolgerung
anhand verschiedener Argumente begriinden. Aus der strukturierten
Analyse einschldgiger Forschungsliteratur wird deutlich, dass sich
Entscheidungssituationen im Kontext autonomer Fahrsysteme auf-
grund struktureller und epistemischer Unterschiede nicht addquat
mithilfe des Trolley-Frameworks darstellen lassen. Aus dem Blick-
winkel des gesellschaftlichen Kontextes, in den die Thematik der Ge-
staltung von Unfallalgorithmen eingebettet ist, treten methodische
Schwierigkeiten dominanter Forschungszuginge hervor. Der spezi-
fischen Komplexitat ethischer, sozialer und rechtlicher Verflechtun-
gen, welche lebensweltliche Dilemma-Szenarien charakterisieren,
kann eine Reduzierung auf das Framework des Trolley-Problems
nicht gerecht werden. Entscheidungen tiber Unfallalgorithmen ori-
entieren sich nicht primér an individuellen moralischen Urteilen,
sondern werden durch allgemein akzeptierte gesellschaftliche Mo-
ralvorstellungen geleitet. Strategien fiir die Programmierung selbst-
fahrender Fahrzeuge als sozio-technische Systeme miissen mit einem
allgemein akzeptierten Wertekodex vereinbar sein, dessen ethische
Begriindbarkeit Gegenstand einer kontinuierlichen kritischen Prii-
fung ist. Die gesellschaftlich-soziale Dimension von Unfallalgorith-
men wird bei einer Fokussierung auf das Trolley-Problem ausge-
blendet, welches sich lediglich auf der Ebene individueller Moral-
praferenzen bewegt. Letztere geht an der eigentlichen praktischen
Problemstellung vorbei, die nach den normativen Grundlagen sozia-
len Zusammenlebens fragt und regulierende Richtlinien erfordert.
Mogliche alternative Ansdtze der politischen Philosophie stellen
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zum gegenwirtigen Zeitpunkt lediglich impulsartige Heuristiken
dar, woraus sich Desiderate fiir weiterfithrende Forschung ableiten.

Weiterhin versdumen es bisherige Ansdtze, zentrale entschei-
dungstheoretische Charakteristika von Dilemma-Situationen mit-
einzubeziehen. So sind Entscheidungen iiber die Programmierung
von Unfallalgorithmen stets mit moralisch relevanten Unsicherhei-
ten beziiglich der Handlungsfolgen bzw. des Eintretens verursachter
Umweltzustinde behaftet. Unter dem Framework des Trolley-Pro-
blems werden diese jedoch félschlicherweise als Entscheidungen
unter Sicherheit verstanden. Daraus ergeben sich Schwierigkeiten
fir die normative Bewertung. Die mangelnde Beriicksichtigung
von Risiken und Unsicherheiten ist wesentlich dafiir verantwort-
lich, dass bisherige normative Begriindungsansétze aus dem Bereich
der philosophischen Ethik als mégliche Entscheidungsstrategien an
ihre Grenzen stofien. Aufgrund inhdrenter Schwichen vor allem
hinsichtlich ihrer Operationalisierbarkeit im real-lebensweltlichen
Problemkontext kénnen weder utilitaristische noch deontologische,
tugendethische, kontraktualistische oder pluralistisch orientierte An-
sdtze rechtfertigbare Entscheidungsstrategien final begriinden.

Auch Ansitze aus der Moralpsychologie, die auf Methoden expe-
rimenteller Ethik zuriickgreifen, weisen in Bezug auf ihre Eignung
fiir die Problematik erhebliche Nachteile auf. Zum einen sind sie
als deskriptive Ansitze fiir normative Fragestellungen grundsétzlich
methodisch fragwiirdig. Zum anderen beruht das Design der im
Kontext von Dilemma-Situationen durchgefithrten empirischen Stu-
dien ebenfalls auf Instanzen modifizierter, bezogen auf den prakti-
schen Problemkontext inaddquater Trolley-Szenarien; deren eigent-
licher Zweck besteht nicht darin, Probleme zu 16sen, sondern sie
aufzuwerfen. Die mit dem Trolley-Problem assoziierte sogenannte
Trolleyology-Methodik will nicht als Modell fiir einzelne angewandte
Situationen fungieren, sondern zielt darauf ab, moralische Wertur-
teile zwischen verschiedenen Fillen zu vergleichen und Erklirungen
fir mogliche Unterschiede in deren intuitiver Bewertung zu erfor-
schen. Innerhalb des Experiments gewonnene Erkenntnisse lassen
sich nicht unmittelbar in Form von Prinzipien oder Regeln auf le-
bensweltliche Probleme iibertragen.

Schliefflich begriindet die in diesem Kapitel vorgelegte Analy-
se eine grundlegende Skepsis gegeniiber bis dato dominanten For-
schungszugidngen. Um geeignete Entscheidungsstrategien zu erarbei-
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ten, muss der ethische Diskurs iiber eine angewandte Trolley-Per-
spektive hinausgehen. Im nachfolgenden Kapitel wird der Horizont
des hier entwickelten Arguments durch eine metaethische Analyse
moralischer Dilemma-Strukturen erweitert. Wie sich zeigen wird,
ergeben sich auch aus diesem Blickwinkel sowohl praktische als
auch theoretisch-formale Implikationen, die im Rahmen bisheriger
Forschungszuginge unberiicksichtigt geblieben sind.
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5. Die Komplexitat moralischer Dilemma-
Strukturen: Rekonstruktion aus
metaethischer Sicht

Dilemmatische Problemstrukturen, wie sie sich im Kontext unver-
meidbarer Unfallsituationen manifestieren, sind vielschichtig und
erfordern eine griindliche ethische Auseinandersetzung. Um eine
solche zu gewihrleisten, sind nicht nur anwendungsbezogene Uber-
legungen im Speziellen notwendig, sondern auch ein Ankniipfen
an bestehende Analysen der zugrundeliegenden metaethischen Pro-
blematik von Dilemmata im Allgemeinen. Daher wird in diesem
finften Kapitel das formale Problem, welches moralische Dilem-
ma-Strukturen auszeichnet, zunédchst metaethisch rekonstruiert und
schliefflich im Hinblick auf praktische Dilemma-Situationen im
Kontext des autonomen Fahrens erdrtert.!** Die nachfolgende me-
taethische Diskussion ist weitgehend abstrakt gehalten, was sie aber
auch sein muss, um das Verhiltnis zwischen metaphysischen, logi-
schen und pragmatischen Zusammenhéngen zu kldren, die fiir den
Anwendungskontext relevant sind.

5.1 Einfiihrung: Dilemmata als Grenzsituationen moralischen
Handelns

5.11 Beispiele und Narrative aus Philosophie, Literatur und
lebenspraktischen Kontexten

Moralische Dilemmata gehéren zu den anspruchsvollsten, zeitlos
relevanten Problemstrukturen der Ethik und Moralphilosophie. Ob
die (utilitaristische) Aufrechnung von Menschenleben, die absolute

154 Eine metaethische Analyse der spezifischen Dilemmastrukturen, die im Kon-
text des autonomen Fahrens auftreten konnen, hat die Autorin bereits an
anderer Stelle publiziert (vgl. Schiffner, 2024).
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Giiltigkeit vollkommener Pflichten oder die Vermittlung zwischen
Egoismus und Altruismus - die Beantwortung der von Immanuel
Kant formulierten Grundfrage der Ethik >Was soll ich tun?< ist
in Entscheidungssituationen mit dilemmatischen Strukturen beson-
ders herausfordernd. Angesichts der immer komplexer werdenden
gesellschaftlichen Wirklichkeit treten moralische Dilemmata zuneh-
mend in vielfaltigen praktischen Anwendungszusammenhéngen auf.
Sowohl in metaethischen als auch anwendungsbezogenen Diskursen
der Gegenwart wird dabei haufig auf tradierte Beispiele Bezug ge-
nommen, von denen im Folgenden zunichst einige exemplarisch
vorgestellt werden.

Bereits antike Philosophen und Dichter griffen zur nachdriickli-
chen Veranschaulichung ihrer Lehren auf Narrative mit dilemmati-
schen Strukturen zuriick. So schildert Sokrates im Gesprich mit
Kephalos iiber das Wesen der Gerechtigkeit eine beispielhafte Situa-
tion, in der jemand von einem Freund eine Waffe zur Verwahrung
empfangen hat. Als dieser sie nun mit offensichtlich fragwiirdiger
Gesinnung zuriickfordert, sieht sich der Akteur mit einem Konflikt
zweier moralischer Normen konfrontiert: Einerseits soll er die Waffe
ihrem Besitzer zuriickgeben, andererseits kann es jedoch auch als
seine Pflicht angesehen werden, Dritte vor moglichen Ubergriffen
seitens des Freundes zu bewahren. Gemif$ Sokrates” Ansicht genief3t
Letzteres Prioritédt vor der moralischen Verpflichtung zur Aushandi-
gung der Waffe (vgl. Platon, ca. 375 v. Chr., 331b-c). Ein weiteres an-
tikes Beispiel ist das Dilemma Agamemnons aus der gleichnamigen
Tragodie des griechischen Dichters Aischylos (ca. 458 v. Chr.). Mit-
ten im Trojanischen Krieg wird Agamemnons Kriegsflotte von der
Gottin Artemis aufgehalten; diese ldsst sich nur durch die Opferung
von Agamemnons Tochter Iphigenie besinftigen. Das Dilemma be-
steht hier zwischen Agamemnons konfligierenden Verpflichtungen
als Befehlshaber seiner Truppen einerseits und Vater seiner Tochter
andererseits.

Auch in Philosophie und Literatur der neueren Zeit sind dilem-
matische Entscheidungsprobleme allgegenwértig. Der franzgsische
Philosoph Jean-Paul Sartre (1946) beschreibt den inneren Konflikt
eines Schiilers, der Rachegefiihle wegen seines gefallenen Bruders
hegt und sich deshalb den franzdsischen Streitkréften anschlieflen
mochte. Zugleich fiihlt er sich jedoch auch der Fiirsorge seiner al-
leinlebenden Mutter verpflichtet:
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Er fand sich also zwei sehr verschiedenen Typen von Handlungen
gegeniiber: einer konkreten, unmittelbaren, die allerdings nur einem
Individuum galt; oder einer anderen, die sich auf eine unendlich gro-
flere Gesamtheit, eine nationale Kollektivitat richtete, die aber eben da-
durch zweideutig war und auf ihrem Weg unterbrochen werden konn-
te. Zugleich schwankte er zwischen zwei Typen von Moral. Einerseits
eine Moral der Sympathie, der individuellen Hingabe; andererseits eine
weiter gespannte Moral, jedoch von fragwiirdigerer Wirksamkeit. Er
musste zwischen beiden wahlen. (Ebd., S.156-157)

An Tragik kaum zu iiberbieten ist das Dilemma der Protagonistin
des Romans Sophie’s Choice, welcher aus der Feder des amerika-
nischen Autors William Styron (1980) stammt. Er erzahlt die Ge-
schichte der Polin Sophie, die wihrend des Zweiten Weltkriegs
zusammen mit ihren beiden Kindern in ein Konzentrationslager
deportiert wird. Direkt nach ihrer Ankunft wird sie von einem
Aufseher vor die Wahl gestellt, welches ihrer beiden Kinder getotet
werden soll; trifft sie keine Entscheidung, so werden beide Kinder
getotet.

Auf3er in klassischen philosophischen und literarischen Beispielen
treten moralische Konflikte mit dilemmatischen Strukturen auch in
verschiedenen modernen Anwendungskontexten der realen Lebens-
welt auf. Weithin bekannt ist das sogenannte Terroristen-Dilemma,
das in der Frage besteht, ob Folter im Zuge der Kriminalitits- und
Terrorbekdampfung vertretbar ist, um von einem Verdéchtigen Infor-
mationen zu erhalten, die notwendig sind, um Unbeteiligte zu schiit-
zen. Es stehen sich dabei das Grundrecht der Unantastbarkeit der
Menschenwiirde und die moralische Verpflichtung zum Schutz der
Bevolkerung gegeniiber. Eine weitere, hdufig referenzierte beispiel-
hafte Entscheidungssituation entwirft Foot (1978): Das Leben einer
werdenden Mutter kann nur durch einen komplizierten operativen
Eingriff gerettet werden, bei dem allerdings das ungeborene Kind
mit hoher Wahrscheinlichkeit sterben wiirde. Wessen Lebensrecht
kann bzw. soll hier Vorrang haben?

Eines der beriihmtesten Beispiele ist das sogenannte Gefangenen-
dilemma (prisoner’s dilemma). Heutzutage wird es vorwiegend in
der mathematischen Spieltheorie verwendet, um strategische Ent-
scheidungssituationen mit mehreren Interagierenden zu modellie-
ren: Zwei Untersuchungshiftlinge werden zu einem gemeinsam
veriibten Verbrechen unabhingig voneinander verhort und stehen
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vor der Wahl zwischen zwei Handlungsalternativen: gestehen oder
schweigen. Wenn beide Haftlinge schweigen, werden sie aufgrund
kleinerer Delikte zu einer geringen Haftstrafe verurteilt. Gestehen
beide, bekommen sie jeweils eine moderate Strafe. Fiir den Fall, dass
nur einer der beiden gesteht, kommt dieser mit einer geringfiigigen
Strafe davon, wihrend der jeweils andere Komplize die Hochststrafe
verbiiffen muss. Aufgrund der Unsicherheit @iber die Entscheidung
des anderen erscheint es aus kollektiver Sichtweise fiir beide optimal
zu schweigen. Jedoch liegen fiir jeden der beiden Anreize vor, von
dieser Strategie abzuweichen und dadurch die personliche Strafe
durch ein Gestdndnis zu reduzieren. Dies gilt allerdings nur, solange
der jeweils andere weiterhin schweigt. Nur durch ein beiderseitiges
Gestdndnis entsteht eine Situation, in der keiner sich durch Schwei-
gen besserstellen kann und daher keinen Anreiz mehr hat abzuwei-
chen (vgl. Liitge, 2011, S.17-18). Dies wird in der Spieltheorie als
Nash-Gleichgewicht bezeichnet.!>> Es erscheint jedoch paradox, dass
die beiden Komplizen eine Strafe in Kauf nehmen, die sie hitten ver-
meiden kénnen, wenn sie beide geschwiegen hitten. Das Dilemma
liegt hier also darin, dass die Gleichgewichtsstrategie >Gestehen -
Gestehenc« zu einem sowohl individuell als auch kollektiv betrachtet
schlechteren Ergebnis fiihrt.

Mit seiner Darstellung des Konflikts zwischen individueller Op-
timierung und kollektiver Vernunft, der durch die wechselseitige
Interdependenz der individuellen Ergebnisse fiir beide Akteure ver-
schérft wird, hat das Gefangenendilemma weitreichende Berithmt-
heit erlangt und wurde in einer Vielzahl von Disziplinen rezipiert.
Ein stetiger Prozess der Neuinterpretation seiner Dilemma-Struktu-
ren macht es zu einem beliebten Modell fiir diverse fachspezifische
Fragestellungen, z. B. in Okonomie, Soziologie, Biologie, Psycho-
logie und Rechtswissenschaften. Auch in der Philosophiegeschich-
te finden sich die wesentlichen Strukturen des Gefangenendilem-

155 Die Bezeichnung >Nash-Gleichgewicht« geht zuriick auf den amerikanischen
Mathematiker John Forbes Nash. Ein solches Gleichgewicht liegt genau dann
vor, wenn kein Spieler unter den gegebenen Strategien der anderen einen
Anreiz hat, als Einziger von seiner gewihlten Strategie abzuweichen (vgl. Diek-
mann & Voss, 2004, S. 23). Weitere Annahmen, die dem Gefangenendilemma
zugrunde liegen, sind: Die Héftlinge sind rdumlich getrennt voneinander un-
tergebracht, was eine Abstimmung ihrer Aussagen unmdglich macht. Beide
Akteure sind zudem streng rational.
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mas an verschiedenen Stellen wieder, beispielsweise bei Aristoteles,
Locke oder Hume (vgl. Liitge, 2011). Der Philosoph Julian Nida-Rii-
melin (vgl. 1993, Kap. 14) betrachtet das Gefangenendilemma als
ein Paradigma, dem jede Form kooperativen Verhaltens folgt. Nicht
zuletzt hat das Gefangenendilemma auch eine Relevanz fiir die
Ethik. Indem es zeigt, dass individuell egoistisches Verhalten ohne
das Beriicksichtigen der Interessen anderer zu einem suboptimalen
Ergebnis fiihrt, wird es oft als Indikator interpretiert, der einem
rationalen Egoismus seine Grenzen aufzeigt.

Nicht zuletzt bringt die technologische Durchdringung moder-
ner Gesellschaften neue Herausforderungen fiir ethische Entschei-
dungsprobleme mit sich. Dies erleben wir auch angesichts von
Unfallszenarien des autonomen Fahrens: Wie soll sich eine Maschi-
ne in Situationen verhalten, mit denen sich bisher nur Menschen
konfrontiert sahen? Dilemmata sind Grenzsituationen moralischen
Handelns, die tradierte moralische Werte und Normen - unseren
>moralischen Kompass«< — kritisch zur Diskussion stellen. Um die-
se Problematik wissenschaftlich untersuchen zu konnen, wird im
folgenden Unterkapitel zunédchst eine prazise Definition der relevan-
ten dilemmatischen Problemstrukturen entwickelt. Diese erlaubt es
nicht nur, Situationen zweifelsfrei als Dilemmata zu identifizieren,
sondern umreifit auch bereits grob die zentralen Schwierigkeiten,
die im Rahmen mdglicher Entscheidungsstrategien zu bewdltigen
sind.

5.1.2 Kriterien und Definition moralischer Dilemma-Strukturen

Aus theoretisch-formaler Sicht stellen moralische Dilemmata einen
spezifischen Typ moralischer Entscheidungsprobleme dar, bei dem
sich miteinander inkompatible Handlungsalternativen gegeniiberste-
hen, die alle aus moralischen Griinden geboten bzw. verboten sind.
Aus der intensiven philosophischen Auseinandersetzung mit morali-
schen Dilemmata im zuriickliegenden Jahrhundert ist eine Vielzahl
unterschiedlich plausibler Definitionen hervorgegangen.'*® Die ge-
meinsame Basis aller Ansétze bilden drei Merkmale, die den Kern

156 Eine ausfiihrliche Aufarbeitung unterschiedlicher Perspektiven auf den Di-
lemmabegriff legt Raters (2013) vor.
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des zugrundeliegenden moralischen Konflikts beschreiben. Diese
haben sich jedoch im Verlauf des Diskurses als unprazise erwiesen,
denn sie umfassen zu viele Fille, die bei genauerer Betrachtung kei-
ne echten Dilemmata sind. Uberdies lassen sie auch hinsichtlich der
verwendeten Begrifflichkeiten viele Fragen offen. Im gegenwirtigen
moralphilosophischen Diskurs haben Dilemmata zwei wesentliche
Kennzeichen: das Vorliegen einer Konfliktsituation einerseits und
einen Akteur andererseits, der nicht in der Lage ist zu entscheiden,
welche Handlung er wihlen soll (vgl. Statman, 1995, S. 6). Fraglich
ist bereits an dieser Stelle, ob eine dilemmatische Problemstruktur
tiberhaupt eine >Entscheidung« im engeren Sinne erlaubt - wenn
alle Alternativen schlecht sind, kann dann iiberhaupt eine bewusste,
abwigungsbasierte Wahl stattfinden in dem Sinne, dass eine der
Alternativen als willentlich >gewihlt< gelten kann? Im Folgenden soll
der Begriff der >Entscheidung« verstanden werden als Handlung,
die eine der mdglichen Optionen als Ergebnis eines ethischen Re-
flexionsprozesses verwirklicht,’” der diese im spezifischen Fall als
bestmogliche Antwort ausweist. Dilemmata stellen somit Situationen
dar, in denen der »Protagonist weif3, dass er entscheiden muss, ob-
wohl eine wirkliche Entscheidung nicht méglich zu sein scheint.«
(Raters, 2013, S. 57)

Die nachfolgend genannten Merkmale (1)-(3), die in allen ernst-
zunehmenden wissenschaftlichen Definitionen implizit oder explizit
enthalten sind, stellen damit zwar notwendige, aber keine hinrei-
chenden Bedingungen fiir das Vorliegen echter moralischer Dilem-
mata dar.

(1) Der Handelnde muss zwischen zwei Handlungsalternativen wih-
len, die beide moralisch geboten sind.

(2) Die Alternativen schliefSen sich gegenseitig aus.

(3) Jede der Alternativen hat moralisch negative Konsequenzen in
dem Sinne, dass in jedem Fall ein moralisches Gebot verletzt
wird.

Eine anspruchsvolle, systematische Auseinandersetzung mit den

Merkmalen moralischer Dilemmata legt der amerikanische Philo-

157 Dies gilt fiir menschliche Akteure; in Bezug auf Maschinen ist der Begriff
der >Entscheidung« bzw. >Handlung« grundsatzlich metaphorisch zu verstehen,
siehe die entsprechende Anmerkung im Vorwort dieses Buches.
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soph Walter Sinnott-Armstrong vor. Seine Abhandlung Moral Di-
lemmas (1988) wird im einschlagigen Diskurs oft referenziert, teil-
weise auch kritisch. Darin entwickelt er eine prézise Definition
auf der Basis von Argumenten sowohl der Befiirworter als auch
der Gegner moralischer Dilemmata. Ins Zentrum seines Definitions-
ansatzes riickt Sinnott-Armstrong zwei Aspekte: Zum einen wird
intensiv erortert, was es bedeutet, dass etwas aus moralischen Griin-
den geboten ist bzw. dass jemand etwas tun soll. Sinnott-Armstrong
greift die haufig geduflerte Kritik an der fehlenden Prazision und der
Ambivalenz des einschlagigen Sollen-Begriffs (ought) auf. Er tragt
Ansatze zusammen, die zur Kldrung des Terminus existieren, und re-
flektiert diese im Hinblick auf ihre Glaubhaftigkeit: Was bedeutet es,
dass eine Alternative moralisch geboten ist? Welche Voraussetzun-
gen miissen erfiillt sein, damit es Handelnden {iberhaupt moglich
ist, eine der Optionen zu wihlen?'*® Zum anderen wird eingehend
untersucht, was es heifit, dass ein Argument das andere authebt.
Es ist offensichtlich, dass eine Abwidgung bzw. Hierarchisierung
von moralischen Argumenten sich nicht in jedem Fall als méglich
erweist. Entweder kdnnen miteinander in Konflikt stehende Gebote
nicht gegeneinander abgewogen werden, weil sie z. B. unterschied-
licher Art sind und so keinem gemeinsamen Bewertungsmaf3stab
unterliegen. Oder sie diirfen nicht gegeneinander abgewogen wer-
den, weil sie beispielsweise die Interessen verschiedener Personen
tangieren, deren moralische Anspriiche nicht aufgerechnet werden
diirfen.

Es liegt also nahe, dass der oben dargestellten, bisherigen Defini-
tion moralischer Dilemmata noch ein entscheidender Punkt fehlt:
Es darf keine triviale Abstufung bzw. Abwédgung der zugrundelie-
genden moralischen Griinde erkennbar sein. Anhand von Sinnott-
Armstrongs Gedankengang zur Entwicklung einer differenzierten
Definition werden im Folgenden zentrale Merkmale moralischer
Dilemmata skizziert. Die Abhandlung hat zum Ziel, ein intuitives
Verstiandnis der spezifischen Problematik zu entwickeln, die morali-

158 Eine Alternative zur sollensbasierten definitorischen Konzeption moralischer
Dilemmata, wie sie Sinnott-Armstrong entwickelt, bilden Definitionen auf der
Basis konfligierender Handlungsgriinde (vgl. z. B. Nagel, 1979a, 1979b). Diese
sind allerdings nicht prézise genug (vgl. z. B. Raters, 2013) und daher fiir die in
dieser Arbeit verwendete Definition moralischer Dilemmata von nachrangiger
Bedeutung.
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sche Dilemmata auszeichnet. Daher erfolgt die Darstellung an dieser
Stelle kursorisch, auf einzelne Aspekte sowie kritische Einwénde
wird in Kap. 5.2 und Kap. 5.3 niher eingegangen.

Im Allgemeinen lésst sich sagen, dass ein Akteur eine Handlung
aus moralischer Sicht ausfiihren soll (ought), wenn ein moralischer
Grund dafiir vorliegt. Ein solcher ist immer dann gegeben, wenn die
betreffende Handlung bestimmte Eigenschaften oder Konsequenzen
aufweist, die moralisch relevant sind (vgl. Sinnott-Armstrong, 1988,
S.8). Doch was meint moralisch relevant, und wie lassen sich mo-
ralische und nicht-moralische Griinde unterscheiden? Fiir die Be-
antwortung dieser Fragen existieren verschiedene Antworten, die
sich auf unterschiedliche Definitionen von Moralitdt zuriickfithren
lassen. Trotz zahlreicher Meinungsverschiedenheiten stimmen die
meisten Ethiker darin tiberein, dass jede Handlung, die direkt und
absichtlich zum Tod eines Unschuldigen fiihren oder ihm Schmerz
zufligen wiirde, moralisch relevant ist und ein moralischer Grund
dagegen vorliegt. Obwohl es wiederum unterschiedliche Auffassun-
gen dariiber gibt, worin der moralische Grund genau besteht, so
sind sich doch alle einig, dass es (mindestens) einen gibt.

Dennoch sind nicht alle Konflikte zwischen moralischen Griin-
den auch moralische Dilemmata. Es geht auch darum zu kliren, ob
tiir eine Handlung tatséchlich oder nur scheinbar moralische Griin-
de vorliegen bzw. inwiefern diese als giiltige Griinde anerkannt wer-
den konnen. Sinnott-Armstrong (ebd., S.11) nimmt an dieser Stelle
eine heuristische Kategorisierung moralischer Griinde vor, die die
kantianische Unterscheidung zwischen vollkommenen und unvoll-
kommenen Pflichten aufgreift, aber konkreter in ihrer Ausfithrung
ist: Er differenziert zwischen Geboten (requirements), welche Pflich-
ten, Verpflichtungen und Rechte umfassen, und Idealen (ideals). Ein
moralisches Ideal ist z. B. das Spenden an eine wohltéitige Organisa-
tion. Dabei geht es um den Akt des Spendens im Allgemeinen, der
im moralischen Sinne idealisiert wird. Ein moralisches Gebot hin-
gegen liegt gemifd Sinnott-Armstrongs Definition vor, wenn es fiir
eine Alternative keine moralische Legitimation (justification) fiir ihr
Unterlassen gibt, es also moralisch falsch wire, sie nicht zu wahlen:
»A moral reason to adopt an alternative is a moral requirement if
and only if it would be morally wrong not to adopt that alternative
if there were no moral justification for not adopting it.« (Ebd., S.12)
Ein Beispiel fiir ein moralisches Gebot wire das Einhalten eines
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Versprechens: Solange keine tiberzeugende moralische Legitimation
vorliegt, ist es moralisch falsch, ein Versprechen zu brechen.'*

Auf Basis dieser Kategorisierung sind nun drei Arten von morali-
schen Konflikten denkbar: 1. Konflikte zwischen moralischen Idea-
len, 2. Konflikte zwischen moralischen Idealen und moralischen Ge-
boten, 3. Konflikte zwischen moralischen Geboten. Der Fokus dieser
Arbeit richtet sich auf letzteren Fall, da dieser von Gegnern und
Befiirwortern moralischer Dilemmata am héiufigsten diskutiert wird
und auch fiir die angewandte Fragestellung der Arbeit einschlagig
ist. Als revidiertes Kriterium lasst sich damit formulieren:

(la) Der Handelnde muss zwischen zwei Handlungsalternativen
wihlen, fiir die jeweils ein moralisches Gebot vorliegt.

Aus rein struktureller Perspektive muss fiir das Vorliegen eines Di-
lemmas als Bedingung gelten, dass sich die gegebenen Alternativen
gegenseitig ausschliefSen, sodass es nicht mdoglich ist, beide (nach-
einander oder gleichzeitig) zu wéhlen. D. h. es ist eine echte Ent-
scheidung im Sinne eines exklusiven Oders erforderlich. Neben die-
sem relativ offensichtlichen Charakteristikum beinhalten die meisten
soliden Definitionen moralischer Dilemmata noch einen weiteren
Aspekt, der sich auf die grundsitzliche Erfiillbarkeit der Optionen
bezieht. So liegt nur dann ein giiltiges moralisches Gebot vor, wenn
der Handelnde auch tatséchlich in der Lage ist, es zu erfiillen (siehe
Kap. 5.2.3). Dies ist eine notwendige Voraussetzung dafiir, dass er
jede der beiden Alternativen wihlen kann. Auch hier existieren,
dhnlich wie bei ought, verschiedene Interpretationsansétze zu den
Voraussetzungen fiir dieses >Konnen« (can). Weitgehende Einigkeit
herrscht in Bezug auf die Auffassung, dass eine Person genau dann
etwas im Sinne von can tun kann, wenn sie korperlich oder mora-
lisch dazu in der Lage ist.!o°

159 Hier stellt sich die berechtigte Frage, was eine angemessene Legitimation sein
kann. Lasst sich eine solche nur aus subjektiver Intuition bestimmen? Hierbei
handelt es sich zweifelsohne um ein berechtigtes Problem, das an dieser Stelle
nicht gelost werden kann, im dritten Teil des Buches aber aufgegriffen wird.
Im Hinblick auf den Zweck dieses Unterkapitels, der darin besteht, moralische
Dilemmata von (verhiltnismafig trivialen) Konflikten abzugrenzen, ist es zu-
néchst von vernachldssigbarer Bedeutung.

160 Ein Beispiel wiére folgende Situation: Angenommen, die Mutter von Person
A mochte, dass diese seinem Bruder bei den Hausaufgaben hilft. Zeitgleich

211

hitps://dol.org/10.5771/9783495992043 - am 18.01.2026, 18:20:13. https://www.inllbra.com/de/agb - Open Access - T EEm—=


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

5. Die Komplexitat moralischer Dilemma-Strukturen

Ein anderes Beispiel zeigt, dass can genau dann in dem Sinne
erfiillt ist, sodass sich daraus ein moralisches Gebot ableitet, wenn
keine anderen moralischen Argumente eines der beiden urspriing-
lich in Konflikt stehenden Gebote Vorrang haben. Angenommen,
Person B hat versprochen, jeweils bei C und D Rasen zu mihen.
Demnach hat B ein moralisches Gebot, jeden der beiden Rasen
zu mahen. Problematisch wird dies erst, als ein suizidgefahrdeter
Freund B bittet, zu ihm zu kommen. Folgt B dieser Bitte, schafft
er es zuvor nur, den Rasen von C zu méhen. B steht also vor dem
Problem, dass er entweder auch noch den Rasen von D mahen
oder zu seinem Freund gehen kann. Da Letzteres moralisch gesehen
offenbar ein stirkeres moralisches Gebot darstellt, hat es Vorrang
gegeniiber demjenigen, den Rasen von D zu mihen. Aufgrund dieser
Vorrangbeziehung ist B moralisch gesehen nicht mehr in der Lage,
den Rasen von D zu mihen. Somit befindet sich B auch nicht in
einem echten moralischen Dilemma (vgl. Sinnott-Armstrong, 1988,
S.26-27).16! Auf der Basis dieses Gedankengangs kann Kriterium 2
prazisiert werden:

(2a) Der Handelnde ist in der Lage, jede der beiden Alternativen zu
wibhlen, aber nicht beide gleichzeitig.

Stehen inkompatible moralische Gebote in Konflikt, liegt die
Schlussfolgerung nahe, dass durch eine Entscheidung zwangslaufig
eines davon verletzt wird; im Dilemma-Fall wire dies als unaus-
weichliche, moralisch ungiinstige (unfavorable), unangenehme (dis-

méchte ein Freund, dass A ihn beim Umzug unterstiitzt. Da A ein gebrochenes
Bein hat, ist er korperlich gar nicht in der Lage, beim Umzug zu helfen;
deshalb liegt fiir diese Alternative kein giiltiges moralisches Gebot und damit
auch kein moralisches Dilemma vor. Andere Aspekte wie verfiigbare Zeit usw.
werden in diesem Beispiel aus Vereinfachungsgriinden nicht berticksichtigt.
161 Umstritten ist hingegen, wie Fille zu behandeln sind, in denen die kérperli-
chen und moralischen Voraussetzungen erfiillt sind, aber der Handelnde nicht
tiber genug faktisches Wissen verfiigt. In diesem Fall spricht man von einem
epistemischen Konflikt, wobei es umstritten ist, ob diese Fille zu Dilemmata
zahlen (siehe Kap. 5.3.1). Unsicherheit kann z. B. im Hinblick darauf bestehen,
ob nicht vielleicht doch eine Kompromisslosung existieren oder die Inkompa-
tibilitdt der Alternativen anderweitig aufgehoben werden kénnte. Zeitdruck
und fehlender Einfallsreichtum der Handelnden werden mitunter als weitere
Maglichkeiten genannt, die es verhindern, dass jede der beiden Alternativen
tatsichlich gewihlt werden kann (vgl. Sinnott-Armstrong, 1988, S. 26-28).
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agreeable) oder unerwiinschte (undesirable, unwanted) Konsequenz
zu werten. Doch ist dies immer der Fall? Nun sind Konflikte zwi-
schen moralischen Geboten (Typ 3) offensichtlich nicht immer
auch moralische Dilemmata, namlich z. B. dann nicht, wenn ein
Gebot sehr viel stirker als das andere ist. In diesen Fillen liefle sich
eine Hierarchie bilden, der zufolge dem stirkeren Argument in der
konkreten Situation Vorrang vor dem schwicheren gewidhrt wird.
Das bedeutet, dass aufgrund einer Ungleichheit in der Stirke der
moralischen Argumente entschieden werden konnte. Derartige Flle
konnen also keine echten moralischen Dilemmata représentieren,
sondern lediglich moralische Konflikte, die nur scheinbar als Dilem-
mata auftreten.

Von entscheidender Bedeutung fiir eine brauchbare Definition ist
folglich die Unterscheidung zwischen moralischen Konflikten und
Dilemmata. Zentrales Kriterium fiir die Abgrenzung ist das Verhalt-
nis, in dem die jeweiligen moralischen Gebote der beiden Optionen
zueinander stehen. Echte moralische Dilemmata sind dadurch cha-
rakterisiert, dass sie sich nicht trivial und eindeutig entscheiden
lassen. Welche Anforderungen an das Verhaltnis der konfligierenden
moralischen Gebote allerdings konkret gestellt werden, wird im
Diskurs kontrovers beurteilt. Insbesondere ist umstritten, inwiefern
moralische Dilemmata grundsitzlich 16sbar sein konnen und sich
dennoch von moralischen Konflikten unterscheiden. So konstituiert
Unlosbarkeit im Rahmen von Argumentationsansitzen, welche sich
auf moralische Erfahrungen und Empfindungen berufen (siehe Kap.
5.2.2.1), keine notwendige Bedingung fiir das Vorliegen echter Di-
lemmata. Hingegen hingen Argumentationen, die die Inkommen-
surabilitat von Werten in den Fokus riicken, entscheidend von der
Ansicht ab, dass nur unlosbare Fille echte Dilemmata darstellen
(vgl. Statman, 1990, S.191-193). Als gemeinsame Basis verschiede-
ner Positionen kann folgende Voraussetzung betrachtet werden: Ein
echtes Dilemma liegt dann vor, wenn kein Gebot das andere iiber-
windet (override'®?) oder gar aufhebt. Dies ist zunéchst einmal dann

162 Im angelsichsischen Diskurs werden hauptsichlich die Begriffe override und
defeat gebraucht. Eine intuitive Ubersetzung lautet >aufler Kraft setzens, was
im Zusammenhang mit moralischen Geboten und Dilemma-Situationen aber
gerade nicht gemeint ist. Daher wird in diesem Buch primir die Ubersetzung
>iiberwinden< im Sinne von >Vorrang haben« verwendet.
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erfiillt, wenn die jeweiligen Gebote keine (relevanten) Unterschiede
hinsichtlich Stirke und Geltungskraft aufweisen. Allerdings muss
hier die Forderung gelten, dass es sich um ein Aufheben im mora-
lisch relevanten Sinne handelt, wihrend es unerheblich ist, ob ein
Gebot im aufler-moralischen Sinne stirker ist als das andere.!%® Ein
moralisches Dilemma kann also keine Gebote einschliefien, die von
einem anderen in moralisch relevanter Weise tiberwunden werden.
Ist dies erfiillt, so bleiben beide Gebote in ihrer Geltungskraft beste-
hen, womit unweigerlich eine Verletzung des jeweils nicht befolgten
moralischen Gebots einhergeht (siehe Kap. 5.3).

Nach Sinnott-Armstrong (1988, S.17-18) diirfen moralische Di-
lemmata keine tiberwundenen und kdnnen aus logischen Griinden
keine iiberwindenden Gebote enthalten.!®* Damit verbleibt noch als
letzte Moglichkeit, dass keines der Gebote Vorrang hat: »If moral
requirements conflict, but neither moral requirement overrides the
other, then neither is overriding, but also neither is overridden.
[...] To capture these situations, moral dilemmas can be defined as
conflicts between [...] non-overridden moral requirements.« (Ebd.,
S.18) Demnach sind echte moralische Dilemmata dadurch gekenn-
zeichnet, dass sie nicht-iiberwundene Gebote (non-overridden requi-
rements) in sich bergen.

Eine alternative Auffassung vertritt David Brink (1994, S. 247). Als
Kritiker moralischer Dilemmata erachtet er Sinnott-Armstrongs Ent-
wurf als zu schwach, um Konfliktsituationen tatsachlich als Dilem-
mata ausweisen zu konnen. Er kritisiert, dass nicht-iberwundene
Gebote lediglich als nicht-iiberwundene Prima-Facie-Verpflichtun-
gen anzusehen seien. Damit wiirden sie der von zahlreichen promi-
nenten Befiirwortern vertretenen Sichtweise nicht gerecht, dass es
sich bei echten Dilemmata tatsichlich um Konflikte zwischen allum-
fassenden Verpflichtungen (all-things-considered obligations) handle.

163 So liefie sich im Beispiel von Styrons Romanfigur Sophie zwar argumentieren,
dass der Grund, sich fiir das jiingere Kind zu entscheiden, schwicher sei, denn
es habe ohnehin schlechtere Chancen, die Bedingungen im Konzentrationsla-
ger zu iberleben. Fiir Sinnott-Armstrong (1988, S.54) handelt es sich dabei
jedoch um einen moralisch irrelevanten Unterschied.

164 Kritiker moralischer Dilemmata sehen sich durch diese Argumentation darin
bestatigt, dass moralische Dilemmata unméglich sind. Diese Schlussfolgerung
basiert allerdings auf einer begrifflichen Ungenauigkeit, die alternative Mog-
lichkeiten der Charakterisierung von Geboten aufier Acht ldsst.
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5.1 Einfiihrung: Dilemmata als Grenzsituationen moralischen Handelns

Jenseits dieser beiden Ansitze dreht sich eine rege Debatte um
die Interpretation des Begriffes >prima facie< (siehe Kap. 5.3.1), de-
ren Positionen sich in einem Spannungsfeld zwischen begrifflicher
Prézision und Irritation bewegen. Fiir ein intuitives Verstdndnis der
spezifischen Problematik, die moralische Dilemmata auszeichnet,
geniigt es an dieser Stelle festzuhalten, dass keines der in Konflikt
stehenden moralischen Gebote sich durch ein anderes in (zunachst
nicht nédher spezifizierter) moralisch relevanter Weise iberwinden
lasst. Kriterium 3 lautet in revidierter Form daher folgendermafien:

(3a) Keines der in Konflikt stehenden moralischen Gebote lisst sich
durch ein anderes in moralisch relevanter Weise aufheben.

Zusammenfassend lésst sich Folgendes konstatieren: Der kontrover-
se Charakter, welcher den philosophischen Diskurs um moralische
Dilemmata kennzeichnet, offenbart, dass moralische Dilemmata
vielschichtig sind und einer akkuraten Definition bediirfen. Haufig
fehlt es den verwendeten Begriffen an konzeptioneller Tiefe, was
sie fiir Kritik leicht angreifbar macht. Die bislang dargestellten Aus-
fithrungen entspringen dem Versuch, hiufig genannte Merkmale
moralischer Dilemmata kritisch zu hinterfragen und zu analysieren,
inwiefern sie als hinreichende Bedingungen taugen. Vor diesem Hin-
tergrund ergibt sich in Summe folgende prézisierte Definition mora-
lischer Dilemmata, die im weiteren Verlauf dieser Arbeit zugrunde
gelegt wird:

Ein moralisches Dilemma ist eine Situation, in der (1a) ein Akteur
zwischen zwei Alternativen wihlen muss, fiir die jeweils ein mo-
ralisches Gebot vorliegt, (3a) von denen sich keines in moralisch
relevanter Weise durch das andere aufheben ldsst und (2a) er zwar
jede der beiden Alternativen wihlen kann, aber nicht beide gleich-
zeitig.6°

Situationen, die diese Anforderungen erfiillen, sind offenbar kom-
plex und keineswegs alltdglich. Existieren sie in der real-lebenswelt-

165 In der englischen Originalversion lautet die Definition: »A moral dilemma is
any situation where at the same time: (1) there is a moral requirement for
an agent to adopt each of two alternatives, (2) neither moral requirement
is overridden in any morally relevant way, (3) the agent cannot adopt both
alternatives together, and (4) the agent can adopt each alternative separately.«
(Sinnott-Armstrong, 1988, S. 29).
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lichen Praxis iiberhaupt? Oder sind sie gar theoretisch unméglich?
Diese Fragen sind Gegenstand eines intensiven metaethischen Dis-
kurses, der die Moglichkeit und Realitdt moralischer Dilemmata seit
Mitte des letzten Jahrhunderts facettenreich thematisiert. Prominen-
te Thesen und Positionen dieses Diskurses werden im folgenden
Unterkapitel iiberblicksartig dargestellt, um weitere Besonderheiten
moralischer Dilemma-Strukturen zu eruieren.

5.2 Von der (Un-)Méglichkeit und (Nicht-)Existenz moralischer
Dilemmata

5.2.1 Uberblick und Einfiihrung in den Diskurs

Der Frage nach der Méglichkeit und Existenz moralischer Dilemma-
ta kommt innerhalb der Metaethik eine nicht unwesentliche Bedeu-
tung zu. Zum einen zeigt sie auf, dass moralische Urteile mehr bieten
als nur eine einmalige Handlungsorientierung; zum anderen macht
sie deutlich, dass von Moraltheorien nicht legitimerweise verlangt
werden kann, komplette Entscheidungsprozeduren bereitzustellen.
In diesem Sinne fordern uns moralische Dilemmata auf, sowohl
Zwecke als auch Grenzen von Moraltheorien und -urteilen neu zu
tiberdenken (vgl. Sinnott-Armstrong, 1988, S. 189). Gelegentlich wird
versucht, die Existenz moralischer Dilemmata tiber das Vorliegen
praktischer Beispiele zu beweisen. Ein solches Vorgehen, das sich
rein auf die statistische Haufigkeit des Auftretens griindet, ist jedoch
wenig iiberzeugend (vgl. Holbo, 2002, S.259). Nur weil jemand in
einer konkreten Situation nicht weif, was er tun soll, folgt daraus
noch nicht, dass es grundsitzlich keine richtige Entscheidung gibt
(vgl. McConnell, 2022).

Vielmehr hangen Moglichkeit und Existenz moralischer Dilem-
mata entscheidend davon ab, welche Annahmen tber die Natur der
Moral getroffen werden. Dies trifft den Kern der Metaethik, die
das Fundament, die Grundprinzipien und die Kohdrenz ethischer
Theorien und Urteile untersucht sowie iiber formale und semanti-
sche Analysen zu Aussagen und Hypothesen iiber das Wesen mora-
lischer Urteile und Normen gelangt. In der Philosophiegeschichte
sind Moglichkeit bzw. Existenz moralischer Dilemmata seit jeher
Gegenstand kontroverser Dispute. Angesichts der Problematik kolli-
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dierender moralischer Gebote wird eine Grundsatzdebatte um die
(universelle) Giiltigkeit von Moraltheorien als solche entfacht. Lange
war in der Moralphilosophie die Ansicht vorherrschend, dass eine
giiltige Moraltheorie keine echten moralischen Dilemmata zulassen,
sondern in jeder denkbaren Situation eine moralisch eindeutige und
konkrete Handlungsorientierung bieten sollte. Damit geht das Postu-
lat einher, dass echte moralische Dilemmata nicht auftreten konnen.
Diese Position prégte eine Tradition der Moralphilosophie, die -
vertreten von prominenten Ethikern wie Thomas von Aquin (1916),
Kant (1900ft., insb. GMS, AA 04 & MS, AA 06), Mill (1861) und Ross
(1930, 1939) - bis heute fortbesteht.

Seit Mitte des 20. Jahrhunderts duf8erten moderne Philosophen
jedoch vermehrte Zweifel beziiglich der hohen Anspriiche an univer-
selle Moraltheorien: »We might not know which situations are moral
dilemmas, until we know which substantive moral theory is true,
but we can still have strong reasons to believe that some situations
are moral dilemmas.« (Sinnott-Armstrong, 1988, S.35) Zu den ers-
ten, die eine grundlegende Skepsis gegeniiber der Zuriickweisung
der Moglichkeit moralischer Dilemmata dufSerten, gehort Jean-Paul
Sartre;'% vor allem deontische Logiker sind gefolgt. Seitdem hat
besonders die auf verschiedenen Argumentationsebenen gefiihrte
angelsachsische Debatte Fahrt aufgenommen, die ihren Héhepunkt
in den 1960er- bis 1980er-Jahren erreichte und bis heute fortgefiihrt
wird. Die vorgebrachten Argumente sind sowohl konzeptioneller
als auch phidnomenologischer Art; sie lassen sich in drei Argumen-
tationslinien untergliedern, die von unterschiedlichen moraltheore-
tischen Positionen und deren Anwendung auf (scheinbare) Dilem-
mata ausgehen.”” Im Rahmen dieser Forschungsarbeit wird der

166 Sartres Beispiel eines Mannes, der sich zwischen der Aufnahme des Militér-
dienstes und der Pflege seiner Mutter entscheiden muss (siehe Kap. 5.L1),
zahlt zu den bekanntesten Beispielen moralischer Dilemmata in der neueren
Literatur (1946, S.156-157).

167 Die Darstellung in dieser Arbeit folgt der Kategorisierung relevanter Argu-
mente nach Gowans (1987). Einen alternativen Versuch, die wesentlichen Posi-
tionen des Diskurses zusammenzufassen, macht Statman (1990, S.191-193). Er
sagt, dass alle prominenten Argumente einer von zwei Argumentationslinien
folgen: Sowohl das Argument der Pluralitit von (echten moralischen) Werten
als auch das Argument der Einzelwert-Konflikte zeigen die Realitdt moralischer
Dilemmata nur indirekt iiber das Konzept der Unlésbarkeit. Einen direkten
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Diskurs nur tiberblicksartig skizziert. Die Darstellung in den nach-
folgenden beiden Unterkapiteln erhebt daher keinen Anspruch auf
Vollstindigkeit und fokussiert sich lediglich auf diejenigen Aspekte,
die fiir den Anwendungskontext des autonomen Fahrens und die
Zielsetzung dieses fiinften Kapitels relevant sind.18

5.2.2 Phinomenologische und konzeptionelle Perspektiven

5.2.2.1 Phdnomenologischer Ansatz: Das Argument des moralischen
Empfindens

Theoretiker, die die Realitdt moralischer Dilemmata negieren, gehen
davon aus, dass man die Problematik allein auf der Grundlage kon-
zeptioneller Uberlegungen aus dem Bereich deontischer Logik oder
rationaler Abwégungsprozesse entscheiden kann. Jegliche Bezugnah-
me auf moralische Emotionen halten sie fiir irrational. Befiirworter
moralischer Dilemmata betonen dagegen haufig die Bedeutung mo-
ralischer Erfahrungen, woraus sich das Argument des moralischen
Empfindens (argument from moral sentiment) entwickelt hat. Die
Auseinandersetzung mit der Moglichkeit moralischer Dilemmata
wird daher auch als Diskurs zwischen Rationalisten und Experien-
tialisten bezeichnet. Das Kernargument der Letzteren begriindet die
Moglichkeit und Existenz moralischer Dilemmata iiber die Erkla-
rung und Bewertung von Rolle und Ursprung moralischer Gefiih-
le wie Bedauern, Reue oder Schuld. Dilemmata konnen demnach
bei der praktischen Entscheidung moralischer Konflikte entstehen,
wenn wir uns fiir eine Option entscheiden, zugleich aber die Nicht-

Beweis hingegen versucht das Argument des moralischen Empfindens vorzu-
legen. Dabei wird die Frage nach der Realitdit moralischer Dilemmata als
identisch angesehen mit derjenigen nach der Realitit iberwundener Pflichten.
Raters (2013) présentiert ebenfalls eine alternative Darstellung des Diskurses,
indem sie sich der vielschichtigen Dilemmaproblematik i{iber verschiedene
Zuginge mit spezifischen Schwerpunkten aus Sicht prominenter metaethischer
Positionen anzunédhern versucht.

168 Ausfiihrliche und prézise Darstellungen des Diskurses finden sich in Gowans’
Einleitung zu dem von ihm herausgegebenen Sammelband (1987, S.5-14) so-
wie in der umfangreichen Monografie von Raters (2013).
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beriicksichtigung der anderen bedauern oder uns gar schuldig fiih-
len.1?

Systematisch entwickelt wird das Argument des moralischen Emp-
findens zum ersten Mal bei Bernard Williams (1987). Er versucht zu
beweisen, dass moralische Konflikte zwischen Wiinschen (desires)
und nicht zwischen faktischen Uberzeugungen (beliefs) bestehen.
Diese Sichtweise hat eine bedeutende Implikation: Wenn zwei mora-
lische Gebote - verstanden als Wiinsche - in Konflikt stehen und
wir nach einem davon handeln, wird der andere nicht zwangslaufig
eliminiert, sondern bleibt weiterhin existent:

[...] it is surely falsifying of moral thought to represent its logic as
demanding that in a conflict situation one of the conflicting ought's
must be totally rejected. One must, certainly, be rejected in the sense
that not both can be acted upon; [...] But this does not mean they do
not both (actually) apply to the situation; or that I was in some way
mistaken in thinking that these were both things that I ought to do.
(Ebd., S. 134)

Seine These sieht Williams durch die Tatsache untermauert, dass
wir die Nichterfiillung bedauern, auch wenn wir glauben, das Best-
mogliche getan zu haben; auf diese Weise entsteht ein >moralischer
Restwert< (moral remainder) bzw. >moralischer Riickstand< (moral
residue). Terrance McConnell (1996, S.37-38) formuliert vier An-
nahmen, die fiir das Vorliegen eines solchen moralischen Restwerts
erfiillt sein missen: (1) der Akteur empfindet Bedauern, Gewissens-
bisse oder Schuld, wenn er handelt; (2) das Empfinden dieser Emo-
tionen ist angemessen und geboten; (3) der Akteur hitte ebenfalls so
gefiihlt, wenn er nach der anderen der konfligierenden Anforderun-
gen gehandelt hatte; (4) diese Emotionen wiren ebenso angemessen
und geboten gewesen.

In Antizipation moglicher Einwédnde prazisiert Williams (1987,
S.131), dass Gefiihle des Bedauerns im Allgemeinen zwar als entwe-
der irrational oder unmoralisch angesehen werden, es aber durchaus
Fille geben kann, in denen Handelnde verniinftigerweise ihre Ent-
scheidung bedauern. So bedauert Agamemnon die Opferung seiner
Tochter, weil er weif3, dass er sie nicht hitte opfern diirfen, auch
wenn dies in seiner Situation im moralischen Sinne das Beste war,

169 In der Folge werden die prominentesten Argumente der traditionellen Debatte
beschrieben. Fiir einen neueren Beitrag siehe Tessman (2015, Kap. 2).
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was er tun konnte. Agamemnons Bedauern ist berechtigt und kei-
nesfalls irrational, denn er glaubt, dass das, was er tun musste, an
sich etwas Schlechtes war, unabhéngig von moglichen Alternativen.
Williams weist in diesem Zuge die Behauptung zuriick, Bedauern sei
Ausdruck dessen, dass der Handelnde erkennt, dass er falsch gehan-
delt habe. Vielmehr sei ein Gefiihl des Bedauerns durchaus konsis-
tent mit dem inneren Glauben, man hitte die Option wiéhlen sollen,
die man nicht gewahlt hat, wahrend man zugleich aber glaubt, dass
man das Bestmdgliche unter den gegebenen Umstinden getan hat.
Roger Trigg (1971) fithrt aus, dass ein Gefiihl des Bedauerns an
spezifische Umsténde der dilemmatischen Situation gekniipft ist:

Regretting having to do something involves wishing I did not have to. I
would not be doing it if I had a completely free choice. I am reluctant
to do it. When I have done it, I would not be pleased with what I
have done even if I recognised that I had done the best thing in the
circumstances. My whole attitude to what I had to do both before and
after would be different from that of the man who could see no wrong
in it. He would do it readily. I would be more reluctant and would make
quite sure that this was indeed the lesser of the two evils facing me. He
would be willing to do a similar action in the future. I would not, unless
I was again presented with the same kind of dilemma. (Ebd., S. 49)

Ein weiteres bekanntes Argument in diesem Kontext wird von Ruth
Marcus (1980) vorgetragen, die moralisch motivierte Schuldgefiihle
in den Fokus riickt. Sie erldutert, dass es eine kausale Verbindung
zwischen dem Gefiihl des Bedauerns und der Tatsache gibt, dass die
nicht gewdhlte Handlung mit einer moralischen Pflicht belegt ist.
Dilemmata als Situationen, in denen moralische Pflichten kollidie-
ren, konnen also Bedauern rechtfertigen. Nach Marcus wiirde eine
Verneinung moralischer Dilemmata implizieren, dass Schuldgetiihle
hinsichtlich der nicht gewdhlten Option unangemessen und irratio-
nal seien. Bas van Fraassen (1973, S.13) fiigt hinzu, dass es nur dann
angemessen ist, sich schlecht zu fithlen, wenn man sich tatsachlich
schuldig gemacht hat. Ein in diesem Sinne berechtigtes Schuldgefiihl
entsteht nur dann, wenn man eine moralische Pflicht verletzt hat.
Beide Ansitze sehen angesichts derart in Konflikt stehender Pflich-
ten die Existenz moralischer Dilemmata als bewiesen an.

Ansitze, die die Existenz moralischer Dilemmata tiber das Argu-
ment des moralischen Empfindens zu begriinden versuchen, sind
im Allgemeinen sehr umstritten. Zentrale Gegenargumente stiitzen
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sich darauf, dass es andere Erklirungen von Bedauern gibt, die
unabhingig von der Forderung existierender Dilemmata sind. Zwei
Haupteinwidnde pragen den Diskurs.”? Der erste stellt das gegebe-
ne Argument in seiner Plausibilitdt in Frage. So argumentiert Earl
Conee (1982, S.91-97), dass moralische Gefiihle nicht unbedingt
mit der Verletzung einer faktisch vorliegenden moralischen Pflicht
zusammenhéngen, sondern lediglich mit dem subjektiven Moralver-
standnis des Handelnden, dem geméfS er eine bestimmte Handlung
hatte ausfithren sollen:!”!

Feeling guilty is subjectively appropriate when the belief that one has
failed which prompts the feeling fits one’s moral principles. [...] When
someone does what is morally best while neglecting something his
morality requires, his feeling guilty is therefore appropriate only because
it is called for by morality as he sees it. [...] This sort of appropriate guilt
does not imply that a moral mistake has been made. So an opponent of
moral dilemmas can consistently hold that feeling guilty about a morally
superior act is clearly appropriate at times-but in this subjective way,
not in light of any omitted actual moral obligation. (Ebd., S. 91-92)

Grundsatzlich ist ein Gefiihl des Bedauerns auch méglich, obwohl
die eigene Handlung moralisch richtig ist, z. B. wenn man ein
Kind bestraft. Der Unterschied zwischen Bedauern und Reue bzw.
Schuld besteht darin, dass zwar in allen Fillen ein negatives Gefiihl
vorhanden ist, aber nur in Letzterem eine kognitive Komponente
hinzukommt - die Uberzeugung, etwas falsch gemacht zu haben.
Diese kann jedoch nur im Fall eines Dilemmas vorhanden sein.
Das Vorliegen eines Dilemmas ist demnach lediglich eine Annahme
und keine Schlussfolgerung, wie sie im Zuge des Arguments des
moralischen Empfindens gezogen wird. Welches moralische Gefiihl
in einem konkreten Fall vorliegt, muss in anderer Weise spezifiziert
werden, als es das gegebene Argument leistet; die Berufung auf mo-
ralische Riickstdnde allein kann unter dieser Perspektive noch nicht
die Realitdt moralischer Dilemmata begriinden.

Der zweite Einwand fordert die Annahme heraus, dass Reue und
Schuldgefiihle nur angemessen sind, wenn der Handelnde fiihlt,
dass er etwas falsch gemacht hat. So kann man sagen, dass es in

170 Weitere, hier nicht im Einzelnen dargestellte einschligige Argumente finden
sich u. a. bei Richard M. Hare (1987) und Philippa Foot (1987).
171 Ein verwandtes Argument prasentiert McConnell (1978, S. 277-282).
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jedem Fall Teil unserer moralischen Verantwortung ist, sich fiir ne-
gative Konsequenzen zu entschuldigen, nicht nur wenn man meint,
etwas falsch gemacht zu haben. Auch wenn die Konsequenzen einer
Handlung so gravierend sind, dass man sich unabhéngig von mo-
ralischen Aspekten auf jeden Fall schuldig fiihlt, etwa wenn man
jemanden unabsichtlich iiberfdhrt, kann dies zutreffen (vgl. McCon-
nell, 1996, S. 42-44).

Als Resiimee ldsst sich festhalten: Das Empfinden negativer mora-
lischer Emotionen angesichts eines Konflikts zwischen moralischen
Geboten konnen sowohl Befiirworter als auch Gegner moralischer
Dilemmata erkldren. Der Zusammenhang zwischen ethischen Kon-
flikten und moralischen Emotionen ist sehr komplex; nur tieferge-
hende Analysen kénnen diesem gerecht werden.!”?

5.2.2.2 Konzeptionelle Ansdtze I: Das Argument der Pluralitét von
(echten moralischen) Werten

Eine aus konzeptioneller Sicht kritische Haltung gegeniiber der
Méglichkeit moralischer Dilemmata griindet sich im Wesentlichen
auf Anspriiche an die universelle Giiltigkeit von Moraltheorien. Be-
fiirworter moralischer Dilemmata sind hingegen der Ansicht, dass
kein plausibler Grund fiir die Forderung vorliegt, dass eine giiltige
Moraltheorie Dilemmata kategorisch ausschlieffen muss. Zentrale
einschligige Argumentationslinien verstehen sich als Antworten auf
die Argumente, welche von Seiten der Kritiker als vermeintliche
Belege fiir die Unméglichkeit moralischer Dilemmata vorgebracht
werden.

Einige wenige Kritiker verfolgen einen Argumentationsansatz,
demzufolge nicht nur moralische Dilemmata zu verneinen sind, son-
dern gar jegliche Form moralischer Konflikte an sich (vgl. Sinnott-
Armstrong, 1988, S. 31-32). Thr Kernargument bezieht sich dabei auf
die metaphysische Struktur von Moralitat: Auf der Grundlage einer
monistischen Position wird erldutert, dass moralische Gebote immer
nur vermeintlich in Konflikt stehen, weil niemals alle zugleich den
hochsten Wert maximieren kénnen, auf den sich alle gemeinsam

172 Entsprechende Untersuchungen legen z. B. Greenspan (1995) und Tessman
(2015) vor.
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reduzieren lassen. Diese Auffassung wird vor allem von Utilitaristen
vertreten, die die Giiltigkeit des Nutzenprinzips als hochsten Wert
jeglicher moralischen Bewertung zugrunde legen.”? In der zeitge-
nossischen Debatte wird die utilitaristische Sichtweise vor allem von
Hare (1987) reprisentiert. Hingegen fithren kantianisch geprigte
Kritiker wie Conee (1982) und Donagan (1984) auf der Grundlage
eines pluralistischen Standpunkts relevante Gegenargumente an, die
sich auf Merkmale und Giiltigkeit moralischer Gebote beziehen.

Die tiberwiegende Mehrheit der Dilemma-Kritiker erkennt an,
dass moralische Konflikte prinzipiell mdoglich sind.””* Moralische
Pflichten sind divers und unsere Netzwerke von Beziehungen und
sozialen Verpflichtungen komplex, sodass es naheliegt, dass diese
von Zeit zu Zeit in Konflikt geraten; daraus folgt jedoch noch nicht
zwangsldufig, dass Dilemmata existieren (vgl. McConnell, 1978,
S.279). Das Argument der Pluralitdt von (echten moralischen) Werten
(argument from a plurality of (genuine moral) values) kniipft an
die Vorstellung der universellen Giiltigkeit von Moraltheorien an,
interpretiert diese jedoch nicht ganz so streng. Kritische Positionen
nehmen an, dass eine Moraltheorie, die echte Dilemmata zuldsst,
inkompatible Handlungsempfehlungen enthilt, da sie in Dilemma-
Situationen keine eindeutige Handlungsorientierung zu geben ver-
mag. Deshalb miisse ihr die Fahigkeit abgesprochen werden, in allen
denkbaren Fillen handlungsleitend zu sein, was wiederum ihren
universellen Geltungsanspruch untergraben wiirde (vgl. McConnell,
2022). In der Konsequenz seien moralische Dilemmata auszuschlie-
Ben.”

173 Fiir eine kritische Auseinandersetzung mit dem utilitaristischen Argument
siehe Sinnott-Armstrong (1988, S. 74-81).

174 Eine Zwischenposition geht davon aus, dass moralische Dilemmata zwar még-
lich sind, aber nicht wirklich auftreten. Da es zahlreiche Evidenz fiir dilem-
matische Situationen in real-lebensweltlichen Zusammenhéngen gibt (vgl. Sin-
nott-Armstrong, 1988, S.31), erscheint diese Position tendenziell implausibel
und wird daher an dieser Stelle nicht weiter ausgefiihrt.

175 McConnell (1978) liefert ein weiteres Argument, indem er zwei verschiedene
Arten von Inkonsistenz vorschligt, die bei echten moralischen Dilemmata
auftreten konnen: einerseits als Inkonsistenz in unserem ethischen Denken,
andererseits als Forderung, dass eine angemessene Theorie solche Fille aus-
schlief3t, um Inkohérenzen zu vermeiden. Thm zufolge gibt es gute Griinde an-
zunehmen, dass eine giiltige Moraltheorie zwangsldufig moralische Dilemmata
ausschliefSen muss.
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Einen alternativen Ansatz zur traditionellen Perspektive auf mora-
lische Dilemmata, welche diese als Entscheidungsproblem zwischen
Alternativen auffasst, legt Conee (1982) vor. Er betrachtet morali-
sche Dilemmata nicht als Entscheidung zwischen zwei (oder mehr)
Werten, sondern als Gelegenheit, kreative Ansitze zu entwickeln,
die eine Koexistenz beider Werte erlaubt, sodass Dilemmata kon-
sequenterweise zu verneinen sind. Solche Entscheidungsstrategien
sind dabei immer individuell und tragen einem Wertepluralismus
Rechnung, wobei sie iiber traditionelle ethische Frameworks hinaus-
gehen.

Positionen, die die Existenz moralischer Dilemmata hingegen be-
fiirworten, werden u. a. von deontischen Logikern vertreten (siehe
Kap. 5.2.3). In einer der ersten systematischen metaethischen Aus-
einandersetzungen prézisiert Edward J. Lemmon (1962) sein Ver-
standnis eines moralischen Sollen-Begriffs im Sinne der Begriind-
barkeit eines moralischen Gebots aus (mindestens) einer von drei
Quellen: Pflichten (duties), eingegangene Verpflichtungen (obligati-
ons)76 und moralische Prinzipien (moral principles). In moralischen
Dilemmata stehen sich schliefilich diese verschiedenen Quellen ge-
geniiber.”” Als kritische Antwort auf Lemmons Konzept argumen-
tiert Conee (1982, S.88-89), dass Pflichten oder Verpflichtungen
nicht notwendigerweise eine moralische Dimension besitzen, z. B.
dann nicht, wenn die entsprechenden Handlungen an sich unmora-
lisch sind, wie z. B. bei beruflichem Toten. Auf ihrer Basis allein lasse
sich also kaum die Existenz moralischer Dilemmata rechtfertigen.

Eine andere Version des pluralistischen Arguments entwickelt
Thomas Nagel (1979b). Er erortert Probleme praktischer Konflikte,
die aus der Diskrepanz zwischen einer Zersplitterung der Werte
einerseits und der Einheitlichkeit moralischer Entscheidungen ande-
rerseits resultieren. Dabei geht er von einer Unterscheidung von

176 Pflichten beziehen sich auf eine bestimmte Position, einen Status oder eine
Rolle innerhalb der Gesellschaft, wihrend sich Verpflichtungen aus einer vor-
herigen Handlung ergeben, z. B. aufgrund eines gegebenen Versprechens, eines
unterschriebenen Vertrags etc. (vgl. Lemmon, 1962, S.140-142).

177 Mogliche Entscheidungsstrategien ligen dann beispielsweise in der Bildung
von Hierarchien hinsichtlich dieser Quellen, z. B. von moralischen Prinzipien
iiber Pflichten iiber Verpflichtungen, oder in einer utilitaristischen Orientie-
rung an den jeweiligen Konsequenzen der konfligierenden Optionen (vgl.
Lemmon, 1962, S. 148-153).
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Werten in fiinf verschiedene Typen aus, die mit- und untereinander
in Konflikt stehen konnen: spezifische Verpflichtungen gegeniiber
Personen oder Institutionen, allgemeine Rechte, Niitzlichkeitserwi-
gungen (»the consideration that takes into account the effects of
what one does on everyone’s welfare«), perfektionistische Ziele im
Sinne des intrinsischen Werts von Errungenschaften, z. B. Kunstwer-
ken (»the intrinsic value of certain achievements or creations, apart
from their value to individuals who experience or use them«) und
personliches Engagement fiir eigene Projekte (vgl. ebd., S.175-177).
Vor diesem Hintergrund muss nach Nagel der Anspruch der Moral-
philosophie auf universelle Giiltigkeit und Konsistenz aufgegeben
werden, nicht aber die Moralphilosophie als systematische Disziplin
selbst. Im Gegenteil: Diese wird »gerade dadurch unverzichtbar,
dass individuelle moralische Akteure mit der Entscheidung morali-
scher Dilemmata [...] Uiberfordert sind.« (Raters, 2013, S.343). Das
Scheitern moralphilosophischer Strategien hat seine Ursache darin,
dass Werte unterschiedlichen Ursprungs sind. Nagel unterscheidet
dabei zwischen personalen und impersonalen Handlungsgriinden.
Diese beiden Kategorien sind so heterogen und formal unterschied-
lich, dass es schwierig ist, verschiedene Erwégungen in einem ein-
zigen bewertenden Urteil zusammenzubringen; ergo gibt es kein
einheitliches Vorgehen zur Entscheidung echter moralischer Dilem-
mata. Der wesentliche Kern von Nagels Argument liegt darin, dass
personale und impersonale Handlungsgriinde uniiberbriickbar sind,
weil sie unterschiedliche Sichtweisen auf die Welt konstituieren:!7®

My general point is that the formal differences among types of reason
reflect differences of a fundamental nature in their sources, and that
this rules out a certain kind of solution to conflicts among these types.
Human beings are subject to moral and other motivational claims of
very different kinds. This is because they are complex creatures who can
view the world from many perspectives [...] But when conflict occurs
between them, the problem is still more difficult. [...] The capacity
to view the world simultaneously from the point of view of one’s rela-
tions to others, from the point of view of one’s life extended through
time, from the point of view of everyone at once, and finally from the

178 Raters (2013, S. 319-332) entwickelt im Rahmen einer kritischen Auseinander-
setzung mit Nagels Perspektive einige weiterfithrende Fragen, die es erlauben,
die Grundsatzfrage nach der Moglichkeit moralischer Dilemmata in einen
grofleren Zusammenhang zu stellen.
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detached viewpoint often described as the view of sub specie aeternitatis
is one of the marks of humanity. This complex capacity is an obstacle to
simplification. (Nagel, 1979b, S.180)

Raters (2013, S.330) spricht in diesem Zusammenhang von einem
Abgrund, »der sich als Wesensmerkmal unserer Vernunft durch kei-
ne philosophische Strategie >beseitigenc [...] ldsst.«

5.2.2.3 Konzeptionelle Ansitze II: Das Argument der Einzelwert-
Konflikte

Eine weitere, konzeptionelle Argumentationslinie kniipft an die An-
spruchshaltung beziiglich der universalen Giiltigkeit von Moraltheo-
rien an. Mégliche Entscheidungsstrategien fiir Situationen, in denen
konkrete Prinzipien einer Moraltheorie miteinander in Konflikt ge-
raten, sind zwar im Einzelfall denkbar, lassen sich aber nicht verall-
gemeinern. Insbesondere bleibt offen, wie Situationen zu behandeln
sind, in denen der dilemmatische Konflikt durch ein und denselben
moralischen Wert begriindet ist. Hier kommt das sogenannte Argu-
ment der Einzelwert-Konflikte (argument from single-value conflicts)
zum Tragen. In ihrem Aufsatz entfaltet Marcus (1980) den Gedan-
kengang, dass ein einziges moralisches Prinzip unter bestimmten
Bedingungen mit sich selbst in Konflikt stehen kann. Thr Ziel ist es
nachzuweisen, dass es keinen Grund fiir die Annahme gibt, dass sich
Konflikte vollig vermeiden lassen; keiner moralischen Theorie sei es
moglich, echte moralische Dilemmata grundsitzlich auszuschliefen.
Vielmehr kénnen moralische Konflikte selbst dann auftreten, wenn
pluralistische Positionen falsch sind und es nur ein einziges (hochs-
tes) Prinzip gibt, beispielsweise in dem Sinne, wie es Utilitaristen
behaupten.

Sinnott-Armstrong (1988, S.54-58) hingegen beurteilt symmetri-
sche Fille als unausweichlich dilemmatisch. Zur Illustration seines
Gedankengangs zieht er ein héufig zitiertes Beispiel einer symmetri-
schen Konstellation moralischer Griinde heran, wie sie in Sophie’s
Choice (1980) thematisiert wird. In diesem Beispielfall kann kein
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moralisches Gebot das andere iiberwinden, weil es keinen moralisch
relevanten Unterschied zwischen den betroffenen Kindern gibt./”®

Die von Dilemma-Kritikern angefithrten Einwdnde gegen die
Moglichkeit symmetrischer moralischer Konflikte iiberschneiden
sich teilweise mit jenen, die gegen pluralistische Wertekonflikte
vorgebracht wurden. So ist hier das Argument von Hare (1987) ein-
schldgig, dass auch zwei symmetrische Griinde niemals beide einen
hochsten Wert maximieren konnen. Eine differenzierte, prominente
Antwort auf Marcus’ Begriindung symmetrischer Konflikte stammt
von Alan Donagan (1984). Er kritisiert, dass praktische Konflikte
téalschlicherweise allzu héufig fiir moralische gehalten werden. Die
Frage, was man in Konfliktsituationen tun soll, ist nur dann eine
moralische Frage, wenn man annimmt, dass moralische Restriktio-
nen hinsichtlich dessen gelten, was man tun soll. Die Symmetrie
einer Situation impliziert jedoch, dass es fiir keine der Optionen
Griinde gibt, weder moralische noch auflermoralische. Das Fehlen
moralischer Griinde wiederum bedeutet, dass z. B. die Frage, wel-
chen von zwei sich in einer Notlage befindenden Zwillingen man
retten soll, keine moralische ist, und die einzig mdgliche rationale
Antwort lautet, dass es unerheblich ist, fiir welche der Alternativen
man sich entscheidet, solange man eine davon wiahlt. Die morali-
schen Verpflichtungen sind in diesem Fall disjunkt, d. h. es soll
eine der Moglichkeiten gewéhlt werden — welche, bleibt dem Akteur
tiberlassen:

Where the lives of identical twins are in jeopardy and I can save one
but only one, every serious rationalist moral system lays down that,
whatever I do, I must save one of them. By postulating that the situation
is symmetrical, Marcus herself implies that there are no grounds, moral
or nonmoral, for saving either as opposed to the other. Why, then, does
she not see that, as a practical question, Which am I to save? has no
rational answer except >It does not matter, and as a moral question
none except >There is no moral question<? Certainly there is no moral
conflict: from the fact that I have a duty to save either a or b, it does
not follow that I have a duty to save a and a duty to save b. Can it be

179 Tatsdchlich geht Styron selbst in seinem Roman davon aus, dass das Alter der
Kinder und damit deren Uberlebenschancen im Konzentrationslager durch-
aus einen moralisch relevanten Unterschied begriinden. Sinnott-Armstrong
allerdings modifiziert das Beispiel in einer Weise, sodass kein Unterschied
angenommen werden kann.
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seriously held that a fireman, who has rescued as many as he possibly
could of a group trapped in a burning building, should blame himself
for the deaths of those left behind, whose lives could have been saved
only if he had not rescued some of those he did? (Ebd., S.307)

Donagan versucht, Marcus’ These, dass auch ein moralisches Sys-
tem mit nur einem einzigen Prinzip zu Konflikten fithren konne,
unter Bezugnahme auf Kants Unterscheidung zwischen vollkomme-
nen und unvollkommenen Pflichten zu widerlegen. Dabei stiitzt er
sich auf dessen These, dass sich vollkommene Pflichten grundsitz-
lich nicht widersprechen konnen und Griinde der Verbindlichkeit
im Konlfliktfall keine bindenden Verpflichtungsgriinde mehr darstel-
len.'®0 Donagan fiihrt weiterhin ins Feld, dass Prinzipien immer im-
plizite Bedingungen enthalten, mittels derer sich mogliche Konflik-
te entscheiden lassen. Insbesondere im Hinblick auf symmetrische
Konflikte erldutert er, dass ein Versprechen nur dann moralische
Giiltigkeit besitzt, wenn der Akteur keinen Konflikt antizipieren
konnte. Wird dennoch ein zweites Versprechen gegeben, das dann
mit dem ersten in Konflikt gerit, so ist dies nicht auf ein Versagen
des moralischen Systems zuriickzufiihren, sondern auf personliches
moralisches Fehlverhalten im Sinne eines Abweichens von einer
giiltigen moralischen Norm, durch das wider die Moraltheorie ge-
handelt wird. Dieser Gedankengang ist auch als Argument der vor-

180 Im Kant’schen Original lautet die entsprechende Textstelle: »Ein Widerstreit
der Pflichten (collisio officiorum s. obligationum) wiirde das Verhaltnis dersel-
ben sein, durch welches eine derselben die andere (ganz oder zum Theil)
aufhdbe. — Da aber Pflicht und Verbindlichkeit iberhaupt Begriffe sind, welche
die objective praktische Nothwendigkeit gewisser Handlungen ausdriicken,
und zwei einander entgegengesetzte Regeln nicht zugleich nothwendig sein
konnen, sondern wenn nach einer derselben zu handeln es Pflicht ist, so ist
nach der entgegengesetzten zu handeln nicht allein keine Pflicht, sondern
sogar pflichtwidrig: so ist eine Collision von Pflichten und Verbindlichkeiten
gar nicht denkbar (obligationes non colliduntur). Es konnen aber gar wohl
zwei Griinde der Verbindlichkeit (rationes obligandi), deren einer aber oder
der andere zur Verpflichtung nicht zureichend ist (rationes obligandi non obli-
gantes), in einem Subject und der Regel, die es sich vorschreibt, verbunden
sein, da dann der eine nicht Pflicht ist. - Wenn zwei solcher Griinde einan-
der widerstreiten, so sagt die praktische Philosophie nicht: daf} die stdrkere
Verbindlichkeit die Oberhand behalte (fortior obligatio vincit), sondern der
starkere Verpflichtungsgrund behilt den Platz (fortior obligandi ratio vincit).«
(Kant, 1900ff., MS, AA 06: 224.09-26, Hervorh. i. Orig.). Kants Metaphysik der
Sitten wurde erstmals 1797 veroffentlicht.
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angegangenen moralischen Fehlleistung bekannt und zeigt auf, dass
aus der Existenz moralischer Dilemmata noch nicht die Inkonsistenz
der Moralphilosophie zu folgern ist (vgl. ebd., S. 303).

Nachdem Donagan zu dem Schluss gekommen ist, dass morali-
sche Dilemmata moglich sind, entwickelt er ein kasuistisches Ver-
fahren, mit dessen Hilfe sich diese zuverldssig entscheiden lassen.
Dabei soll nach dem >Geist« konkreter Prinzipien im jeweiligen
Fall entschieden werden, nicht nach deren Wortlaut, was sich in
der Praxis allerdings héufig als unklares und daher unzuverlassiges
Vorgehen herausstellt (vgl. Raters, 2013, S.361-362). Im Rahmen
von Marcus’ Auseinandersetzung und verwandten Positionen sei die
rationalistische Position, dass moralische Verpflichtungen niemals
kollidieren, nur vermeintlich falsifiziert worden:

[...] the rationalist position that moral obligations never collide has
not been shown to be false and [...] the prevalent impression that it
has been springs from three sources: confusion of practical conflict gen-
erally with moral conflict; overlooking the distinction between moral
conflict simpliciter and moral conflict secundum quid; and neglect of
the casuistical resources of the various rationalist ethical traditions.
(Donagan, 1984, S. 309, Hervorh. i. Orig.)

5.2.3 (Vermeintliche) Inkonsistenzen in Theoriesystemen: Argumente
der deontischen Logik und Thesen logischer Widerspriichlichkeit

Eine weitere, von moraltheoretischen Positionen unabhingige Klas-
se von Argumenten bewegt sich auf der Ebene von Annahmen tiber
Wahrheit und Konsistenz von Prinzipien der deontischen Logik.
Entsprechende kritische Positionen diskutieren auf konzeptioneller
Ebene, dass die Existenz moralischer Dilemmata als Indikator fiir
das Vorliegen von Inkonsistenzen innerhalb von Moraltheorien oder
anderen ihr zugrundeliegenden Pramissen sowie logischen Prinzi-
pien zu werten sei. Daher sei die (universelle) Giiltigkeit zweier
Standardaxiome der deontischen Logik grundlegend unvereinbar
mit der These, dass moralische Dilemmata mdglich sind. Kann ein
Akteur nicht beide Optionen A und B zugleich wiéhlen, so folgt
daraus, dass das Negieren von A zugleich Bedingung von B ist.
Da es jedoch eine notwendige Bedingung moralischer Dilemmata
ist, dass beide Optionen moralisch geboten sind, hiefle das, dass
Option A zugleich geboten und verboten (als Bedingung von B) sein
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miisse, was dem Grundsatz der deontischen Konsistenz (principle
of deontic consistency) widerspricht. Dieses Prinzip wird auch von
Dilemma-Befiirwortern als grundlegend und notwendig angesehen
und daher kaum angezweifelt (vgl. Lemmon, 1965, S. 51).

Dagegen sind Diskussionen um das Prinzip der deontischen Lo-
gik (principle of deontic logic) eher gingig, welches fordert, dass,
wenn B aus A folgt und A moralisch geboten, dann auch B moralisch
geboten ist. In Bezug auf beide Prinzipien sind jedoch rein konzep-
tionelle Widerlegungsversuche wenig erfolgversprechend. Komple-
xere Antworten stellen dagegen den Geltungsbereich der Prinzipien
in Frage. So argumentiert Holbo (2002, S.267-270), dass die we-
sentlichen deontischen Prinzipien nur in einer idealen Welt uneinge-
schrankt gelten. In der realen Welt sind sie lediglich als heuristische
Bedingungen zu verstehen, wobei sie im Fall von Konflikten die
Akteure im pragmatischen Sinne anleiten, nach zuldssigen Optionen
zu suchen, auch wenn es schlussendlich keine gibt:!8!

These heuristics will function as instructions for blueprinting deontical-
ly ideal possible worlds. If a contradiction emerges in the construction
process, that means the (tacit) assumption that the actual situation is
not hopeless must be false. The unavoidability of obligation violations is
proved. (Ebd., S.268-269)

Das bekannteste Argument auf Seiten der Dilemma-Kritiker ist das
sogenannte >Sollen-impliziert-Kénnen-Arguments, welches auf zwei
Axiomen deontischer Logik basiert. Das »ought-implies-can<-Prinzip
(OIC) fordert, dass »Sollen«< (ought) immer zugleich auch >Kénnenc«
(can) impliziert. Wann immer ein Akteur eine Handlung tun soll,
muss ihm diese auch mdglich sein. Das Zusammenfallen von »Sol-
len< und >Kénnen« wird - die Realitdt moralischer Dilemmata vor-
ausgesetzt — durch ein anderes Prinzip der deontischen Logik, das
sogenannte Agglomerationsprinzip (agglomeration principle/AGG),
in Frage gestellt. Letzteres besagt, dass, wenn ein Akteur A und B
aufgrund vorliegender moralischer Gebote tun soll, er auch tatséch-

181 In dhnlicher Weise formuliert Marcus (1980, S. 128 bzw. 129, Hervorh. i.
Orig.): »[...] we can define a set of rules as consistent if there is some pos-
sible world in which they are all obeyable in all circumstances in that world.
« Und: »[...] rules are consistent if there are possible circumstances in which
no conflict will emerge. [...] a set of rules is inconsistent if there are no circum-
stances, no possible world, in which all the rules are satisfiable«.
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lich beide (A und B) tun soll:'¥ ,»I ought to do a< and >I ought to
do b« together imply >I ought to do a and b« (which I shall call the
agglomeration principle).« (Williams, 1987, S.130, Hervorh. i. Orig.)
Kann der Akteur nicht A und B gleichzeitig wéhlen, so kann es nicht
wahr sein, dass beide Optionen im Sinne von ought geboten sind.
Denn aus dem Agglomerationsprinzip folgt, dass der Akteur beide
Optionen wihlen soll, dies aber in einer dilemmatischen Situation
definitionsgemifd ausgeschlossen ist. Das entsprechende moralische
Gebot ist nicht bindend und es besteht kein Dilemma; niemand
kann verpflichtet sein, das Unmdgliche zu tun (vgl. Sinnott-Arm-
strong, 1988, S.109-113; van Fraassen, 1973, S.12).

Wird hingegen die Moglichkeit moralischer Dilemmata angenom-
men, so muss entweder AGG oder OIC verworfen werden, wodurch
nach Ansicht der Dilemma-Kritiker die Konsistenz unserer Moral-
systeme in Frage gestellt wiirde (vgl. McConnell, 1978, S.270-272).
Befiirworter betonen, dass dies jedoch nicht notwendigerweise der
Fall ist. Sowohl auf Seiten der Kritiker als auch der Befiirworter
stellt die Plausibilitdt von OIC nicht nur die bekannteste, sondern
auch die kontroverseste Debatte dar.!®3 Ein Grofiteil der konzeptio-
nellen Forschung zu moralischen Dilemmata in den letzten sechzig
Jahren dreht sich darum, wie sich die von den Kritikern angezeigten
logischen Widerspriiche vermeiden lassen. Im Zentrum steht die
kritische Analyse der Axiome (OIC und AGG), auf die sich das Ar-
gument griindet. Insbesondere die Interpretation des Begriffs ought
erweist sich als problematisch und begriindet eine der zentralen
Fragestellungen der frithen Debatte.

So fassen einige metaethische Positionen die Existenz moralischer
Dilemmata als Widerlegung des OIC-Prinzips auf. Lemmon (1962,
S.148) argumentiert beispielsweise, dass Pflichten, Verpflichtungen
und moralische Prinzipien als mégliche Quellen moralischen Sol-
lens miteinander in Konflikt stehen konnen. Einen alternativen,
héufig referenzierten Ansatz zur Interpretation von OIC legt Trigg
(1971) vor. Im Anschluss an Lyons’ (1965, S. 21) Unterscheidung zwi-
schen »>starken< und >schwachen« moralischen Prinzipien vertritt er
die Auffassung, dass sich Konflikte zwischen diesen beiden trivial

182 Die formale Notation des AGG lautet: (OA & OB -~ O(A & B)).
183 Ein ausfithrlicher Uberblick iiber die Debatte und einschligige Argumente
finden sich bei Sinnott-Armstrong (1988, Kap. 4 & 5).
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entscheiden lassen, wohingegen starke Prinzipien nicht aufSer Kraft
gesetzt werden konnen und im Konfliktfall moralische Inkompatibi-
litdt erzeugen. Wenn zwei Regeln ein Dilemma hervorrufen, ist das
zunidchst einmal nicht ungewdhnlich. Es liegt vielmehr in der Natur
moralischen Lebens, ohne dass dadurch die Giiltigkeit von Prinzipi-
en in Zweifel zu ziehen sei:'¥* »The fact that a couple of moral rules
happen to clash once does not affect either their general validity or
their application in that situation. There is no logical incoherence
here. It is just that life is sometimes tough.« (Trigg, 1971, S. 55) Mora-
lische Dilemmata zeichnen sich in diesem Sinne dadurch aus, dass
die konfligierenden Regeln eigentlich befolgt werden sollen, aber in
einer konkreten Situation unter bestimmten Umstdnden - z. B. bei
Zielkonflikten im Krieg — miteinander in Konflikt stehen. In diesen
besonderen Fillen miissen wir zeitweise eine der beiden Regeln
aufgeben, obwohl wir normalerweise beide anerkennen. Dilemma-
ta entstehen, wenn wir aus moralischen Erwédgungen zwei Dinge
verbinden wollen, die sich praktisch nicht verbinden lassen; dabei
handelt es sich jedoch keineswegs um eine logische Unméglichkeit
(ebd., S. 43-45).

Marcus (1980) bietet eine weitere Revision des OIC an. Sie présen-
tiert eine tiberarbeitete Version von Kants Prinzip, in das sie mora-
lische Pflichten einbezieht und gleichzeitig Konfliktsituationen zwi-
schen ihnen mdglich macht. Die zugrundeliegende Idee von Marcus’
Ansatz entstammt der Modelltheorie: Ein Set an Regeln ist genau
dann konsistent, wenn es eine mogliche Welt gibt, in der alle diese
Regeln unter allen Umstdnden einhaltbar sind. Wenn ein System
in dieser Weise konsistent ist, dann muss OIC als Argument umfor-
muliert werden in zwei Prinzipien: Das Prinzip erster Ordnung ist,
dass jedes nicht-agglomerierte ought seinerseits can impliziert. Das
Prinzip zweiter Ordnung ist, dass jedes agglomerierte ought, wenn es
nicht unter allen Umstidnden eingehalten werden kann, so beschaf-
fen sein muss, dass es moglich ist, eine Welt herzustellen, in der
es eingehalten werden kann. Dieses zweite Prinzip ist aber lediglich
regulativ, es impliziert nicht can. Es gibt also keinen glaubhaften
Grund anzunehmen, dass wir Konflikte vollig vermeiden kdnnen,
denn die Welt besteht schlichtweg aus Zufalligkeiten.

184 Lediglich wenn zwei Regeln dauerhaft in Konflikt stehen, liegt vermutlich eine
grundlegende Inkohirenz vor (vgl. Trigg, 1971, S. 43).
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5.2 Von der (Un-)Moglichkeit und (Nicht-)Existenz moralischer Dilemmata

Andere Kritiker begegnen ausgehend von der These der Existenz
moralischer Dilemmata der Giiltigkeit des AGG skeptisch. In einem
einflussreichen Essay, der den Diskurs nachhaltig geprégt hat, de-
monstriert Williams (1987, S.130-134) eine zentrale Schwiche des
AGG, indem er zeigt, dass dieses nicht zwangslaufig aus OIC folgt,!s>
sondern vielmehr das Gegenteil zutrifftt: Wenn ein Akteur nicht
beides (A und B) tun kann, so kann es nicht der Fall sein, dass er
beides (A und B) tun soll.186

Auch Van Fraassen (1973) versucht sich an einer Widerlegung des
AGG¥ indem er die Schlussfolgerungen von Williams mit einer
semantischen Interpretation anreichert. Dabei betont er die grofle
Bedeutung moralischer Werte, die als eine Reihe von Grundsitzen
oder Normen betrachtet werden, um uns bei unseren Entscheidun-
gen zu leiten, und darauf basieren, was wir fiir richtig oder falsch
halten. Vor diesem Hintergrund begreift er ought im Sinne des
Versuchs, einen hochstmoglichen moralischen Wert zu realisieren
bzw. den entsprechenden Zustand, der notwendige Bedingung dafiir
ist: »we ought to opt for the realization of the highest possible
values, and, more generally, for any state of affairs that is a necessary
condition for the realization of the highest attainable value.« (Ebd.,
S.7) ODb ein ought-Statement wahr ist, bestimmen zum einen die
verfiigbaren Optionen und zum anderen die Werteskala, die wir
anwenden. Sind die Optionen A und B in einem Dilemma inkompa-
tibel, so kann es nicht sein, dass beide denselben Wert maximieren,
und sie konnen daher nicht beide ein moralisches Sollen-Gebot be-
griinden. Es gilt: Entweder ist A oder B moralisch geboten, oder die
Situation ist indifferent (vgl. ebd., S.7-8). Unter dieser Sichtweise

185 Fiir eine kritische Auseinandersetzung mit Williams siehe u. a. Holbo (2002,
S.261-262).

186 Williams (1987, S.132) erlautert dazu: »I do not want to claim, [...], that I have
some knockdown disproof of the agglomeration principle; I want to claim only
that it is not a self-evident datum of the logic of ought, and that if a more
realistic picture of moral thought emerges from abandoning it, we should have
no qualms in abandoning it. We can in fact see the problem the other way
round: the very fact that there can be two things, each of which I ought to do
and each of which I can do, but of which I cannot do both, shows the weakness
of the agglomeration principle.«

187 Fiir eine kritische Auseinandersetzung mit Van Fraassen, vor allem mit seiner
Widerlegung des AGG, siehe McConnell (1976).
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muss also das AGG verworfen werden, wenn zugleich die Existenz
von Dilemmata angenommen wird.!38

An dieser Stelle kénnen nun die Méglichkeit und Existenz mora-
lischer Dilemmata als hinreichend belegt gelten. Wenn Dilemmata
existieren, so dringt sich im Anschluss die Frage auf, wie sie ent-
schieden werden konnen. Aufgrund ihrer komplexen Problemstruk-
tur liegt es nahe anzunehmen, dass es keine triviale Entscheidungs-
strategie gibt. Im folgenden Unterkapitel wird diese Vermutung an-
hand von Konzepten, die das Verhiltnis der konfligierenden morali-
schen Gebote und ihrer zugrundeliegenden Werte aus metaethischer
Sicht préagen, untersucht.

5.3 Losbarkeit, Inkommensurabilitdt und (Un-)Vergleichbarkeit
in Wertekonflikten

5.3.1 Vorrangbeziehungen und Prima-Facie-Pflichten

Eine weitere zentrale Streitfrage im metaethischen Dilemma-Diskurs
dreht sich um die metaphysische Natur des zugrundeliegenden Wer-
tekonflikts. Kénnen Situationen, in denen Akteure lediglich nicht
wissen, was sie tun sollen, als echte Dilemmata gelten? Und ldsst
sich damit die Losbarkeit eines Konflikts tiberhaupt plausibel als
akteurrelatives Charakteristikum denken? Die der Problematik zu-
grundeliegende Annahme ist, dass eine Losung zwar existiert, Ak-
teure diese jedoch aufgrund des Vorliegens bestimmter Umstdnde
nicht erkennen konnen. Die Mehrheit des Diskurses steht einer sol-
chen erkenntnistheoretisch begriindeten Unlosbarkeit, die auch als
Argument des epistemischen Irrtums bezeichnet wird, kritisch gegen-
tiber und betrachtet die Realitdt echter Dilemmata als unabhéngig
vom Erkenntnisvermdgen der Akteure. Nur weil ein Akteur in einer
spezifischen Situation die Losung nicht erkennen kann, bedeutet das
noch nicht, dass es keine Losung gibt, wie McConnell (1978, S.279)
formuliert: »That one does not know which hypothesis is correct
does not by itself cast doubt on the claim that there is a uniquely
correct answer to the question at issue.« Anders ausgedriickt: Nur

188 Fiir eine Kritik an Van Fraassens Aussagen, siehe z. B. Donagan (1984, S.297-
300).
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weil nicht erkennbar ist, welches der konfligierenden Gebote stirker
ist, heifdt das noch nicht, dass dies auf keines der Gebote zutrifft. Mit
einem solchen rationalistischen Argument ldsst sich also noch keine
zuverldssige Aussage iiber die Existenz echter Dilemmata treffen,
weshalb epistemische Dilemmata im Diskurs sehr umstritten sind.
Marcus (1980, S.124-125) spricht ihnen génzlich die Realitdt ab,
indem sie epistemische Konflikte lediglich auf Unsicherheiten im
Entscheidungsprozess zuriickfiihrt, die keinen Zusammenhang mit
vermeintlichen Inkonsistenzen in Moraltheorien haben.!®

Der tiberwiegende Teil des Diskurses ist der Meinung, dass echte
Dilemmata nur ontologisch begriindet werden konnen. Als beispiel-
hafte Situationen werden hier haufig symmetrische Félle wie Sophies
Entscheidungsproblem aus Styrons Roman (1980) herangezogen.
Sophies Dilemma besteht nicht darin, dass sie unsicher ist, fiir
welches Kind sie sich entscheiden soll, sondern es gibt schlichtweg
keine moralisch begriindete Losung in dem Sinne, dass eine der
Alternativen eindeutig zu bevorzugen ist; es ist nicht wahr, dass
eines der moralischen Gebote das andere aufhebt.”® Wie bereits
zuvor erldutert, unterscheiden sich blofle Konflikte und echte mo-
ralische Dilemmata im Hinblick auf das Verhiltnis und die Natur
der konfligierenden Gebote: Ein echtes moralisches Dilemma kann
keine Gebote enthalten, die von einem anderen in moralisch rele-
vanter Weise iiberwunden werden, wohingegen dies in moralischen
Konflikten nicht gefordert ist; Letztere werden geldst, Erstere wer-
den entschieden. Uber die Bedingungen dieses »Uberwindens< bzw.
»>Vorrang-Habens«< (overriding) herrscht eine rege Debatte, aus der

189 Statman (1995, S.89-102) diskutiert die Diskrepanz zwischen epistemischen
und ontologischen Dilemmata unter Bezugnahme auf Ronald Dworkin an
einer analogen Thematik der Rechtsphilosophie: »In hard cases, a judge faces a
practical question where it is unclear whether only one right answer exists, or
whether a few possible right answers are available.« (Ebd., S. 89).

190 Ein weiteres populdres Beispiel fiir symmetrische Dilemma-Situationen ist
das Johannes Buridan zugeschriebene Gleichnis eines Esels, der sich nicht zwi-
schen zwei gleich groflen und gleich weit entfernten Heuhaufen entscheiden
kann und aufgrund seiner Entscheidungsunfihigkeit schliefSlich verhungert.
Die vermeintliche (paradoxe) Unlosbarkeit dieser Entscheidungssituation ist
nicht dadurch begriindet, dass der Esel nicht weif§, welchen Haufen er fressen
soll, sondern dass schlichtweg kein rationales Kriterium existiert.
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vor allem Argumente contra moralische Dilemmata hervorgegangen
sind.!”!

Allgemein lasst sich sagen, dass moralische Dilemmata genau
dann losbar sind, wenn eines der moralischen Gebote das andere
tiberwindet. In diesem Zusammenhang werden Interpretationen
von Prima-Facie-Pflichten, einem in der philosophischen Tradition
vielfach bearbeiteten Terminus, kontrovers beurteilt. Die wohl be-
kannteste einschldgige Konzeption stammt von William David Ross
(vgl. 1930, Kap. 2) und beruht auf einer Unterscheidung zwischen
solchen Pflichten, die in einer konkreten Situation moralisch in
Kraft gesetzt werden und daher tatsichlich befolgt werden sollen
(actual duties), und solchen, fir die dies nicht gilt (prima facie
duties). In einer konkreten Situation gibt es immer eine sogenannte
aktuale Pflicht, die gegeniiber den konkurrierenden Pflichten Vor-
rang hat. Im Anschluss an Ross hat sich eine lebhafte Diskussion
dariiber entziindet, wie anhand von Prima-Facie-Pflichten die gene-
relle Unmdoglichkeit moralischer Dilemmata argumentativ gezeigt
werden kann. Eine prominente Auffassung, die meist von Befiirwor-
tern moralischer Dilemmata vertreten wird, betrachtet Prima-Facie-
Verpflichtungen als nur scheinbare Verpflichtungen (vgl. z. B. Foot,
1987, S.257-258; van Fraassen, 1973, S.8), die jegliche moralische
Kraft verlieren, wenn sie iberwunden werden. Allerdings ist anzu-
merken, dass diese dabei streng genommen ihren Status als morali-
sche Gebote verlieren wiirden, weshalb keine Aussagen iiber echte
moralische Dilemmata mehr méglich sind, in denen sich per defini-
tionem moralische Gebote gegeniiber stehen.

Einen bedeutenden Ansatz in diesem Zusammenhang legt Brink
(1994) vor, indem er eine Unterscheidung zwischen Prima-Facie-
Pflichten und allumfassenden Verpflichtungen (all-things-considered
obligations) einfiithrt, welche er in Anlehnung an Ross’ einflussrei-
ches Verstandnis von prima facie und sans phrase obligations ent-
wickelt. Demnach handelt es sich bei Prima-Facie-Pflichten um
Eigenschaften einer Handlung, die diese als moralisch richtig aus-

191 McConnell (1978, S. 283-286) merkt zu Beginn der Debatte an, dass fiir die
Unterscheidung zwischen scheinbaren und echten Dilemmata kein giiltiges
Kriterium vorliegt, auf das Befiirworter ihre Argumentationen stiitzen kénn-
ten. Diese Liicke wird im Verlauf des andauernden metaethischen Diskurses
allmahlich geschlossen.
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weisen. Beinhaltet eine Handlung beispielsweise das Einhalten eines
Versprechens, so ist diese Handlung als richtig anzusehen.!? Brink
definiert allumfassende Verpflichtungen nun in diesem Sinne als un-
angefochtene Prima-Facie-Verpflichtungen (undefeated prima facie
obligations), die von den stirksten moralischen Griinden gestiitzt
werden:

A prima facie obligation to do x means that there is a moral reason
to do x or that x possesses a right-making characteristic. But prima
facie obligations can be, and often are, defeated by other, weightier obli-
gations, individually or in concert. A prima facie obligation to do x that
is superior to all others constitutes an all-things-considered obligation
to do x. An all-things-considered moral obligation to do x means that on
balance, or in view of all morally relevant factors, x is what one ought to
do or that x is supported by the strongest moral reasons. If prima facie
obligations correspond to the presence of morally relevant factors or
right-making characteristics, and an all-things-considered obligation is
an undefeated prima facie obligation, then a natural way to understand
a prima facie obligation to do x is as the claim that ceteris paribus, x is
all-things-considered obligatory. (Ebd., S. 216)

Nach Brink gelten Prima-Facie-Pflichten im Sinne des Verstindnis-
ses von Ross nicht nur scheinbar, sondern pro tanto. Sie verlieren
ihre moralische Geltungskraft nicht dadurch, dass sie durch ein
anderes Gebot tiberwunden werden: »[...] prima facie obligations
should be given a metaphysical reading that recognizes prima facie
obligations as moral forces that are not canceled by the existence
of other moral forces even if the latter override or defeat the former.
« (Ebd., S.218, Hervorh. i. Orig.) Ausgehend von diesem Verstdnd-
nis folgert Brink, dass Prima-Facie-Verpflichtungen sowohl losba-
re als auch unlosbare moralische Dilemmata hervorrufen konnen,
wohingegen Dilemmata verstanden als Konflikte zwischen allumfas-

192 Ross (1930, S.19, Hervorh. i. Orig.) erldutert im Wortlaut: »When I am in a
situation, as perhaps I always am, in which more than one of these prima
facie duties is incumbent on me, what I have to do is to study the situation
as fully as I can until I form the considered opinion (it is never more) that in
the circumstances one of them is more incumbent than any other; then I am
bound to think that to do this prima facie duty is my duty sans phrase in the
situation.«
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senden Verpflichtungen nicht bestehen konnen.”* Allumfassende
Verpflichtungen besitzen per definitionem stets hochste moralische
Kraft und unterliegen bekannten deontischen Prinzipien, weshalb
sie zu Paradoxien in ethischen Theorien fithren wiirden.”* Nach
Brinks Ansicht generieren unldsbare Konflikte lediglich disjunktive
Verpflichtungen: »There is no all-things-considered obligation to do
A or B, rather than the other. But there is an all-things-considered
obligation to do one or the other, rather than some third thing. In
particular, there is an obligation to do one or the other, rather than
nothing.« (Ebd., S.240) Somit sind unldsbare Konflikte zwischen
Prima-Facie-Pflichten mdglich und bedauerlich, aber nicht notwen-
digerweise paradox oder problematisch fiir ethische Theorien. Brink
weist dennoch darauf hin, dass unldsbare Konflikte tragische oder
mindestens ungliickliche Folgen haben kdnnen, weshalb sie eine
ernstzunehmende Thematik darstellen (vgl. ebd., S. 247).

Eine alternative Lesart des Prima-Facie-Konzepts, die von Ross’
Verstandnis abweicht, findet sich bei Hare (1987). Er betrachtet Pri-
ma-Facie-Prinzipien als allgemein und unspezifisch,®> weshalb sie
sich in ihrer simplen Form in spezifischen Konfliktsituationen leicht
iberwinden lassen. Nach Hare miissen ethische Entscheidungsstra-
tegien immer im Rahmen eines kritischen Denkens (critical thin-
king) von einem hochsten (utilitaristischen) Prinzip Gebrauch ma-
chen:

For Hare, prima facie principles are everyday surrogates for an ultimate
oral principle, utilitarianism, from which their authority derives. Hence,
when they conflict, authority reverts to the ultimate principle, from
which the conflict may be resolved. For Ross, on the other hand, prima

193 Marcus (1980, S.124-125) konstatiert, dass Vertreter der intuitionistischen
Ethik in der Tradition von Ross die Realitdt moralischer Dilemmata verneinen.
Sie gehen davon aus, dass es nie ein vollstindiges moralisches System geben
kann. Moralische Systeme sind nur Richtlinien, in deren Rahmen Prima-Fa-
cie-Prinzipien heuristischen Charakter besitzen; die ultimative Entscheidung
ist letztlich eine rationale.

194 Fir eine kritische Antwort auf Brink siehe Holbo (2002), der ein Argument
dafiir liefert, weshalb diese Art von Dilemmata nicht als Affront gegen die
Moral, sondern als akzeptierte Realitdt angesehen werden sollte.

195 »Such principles express >prima facie duties, and, although formally speaking
they are just universal prescriptions, are associated, owing to our upbringing,
with very firm and deep dispositions and feelings.« (Hare, 1987, S. 216, Her-
vorh. i. Orig.)
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facie duties are not surrogates for an ultimate principle: each has inde-
pendent authority in the sense that no one can be derived from another
or from a higher principle. Thus, when prima facie duties conflict, there
can be no appeal to an ultimate principle. (Gowans, 1987, S.13)

5.3.2 Symmetrie versus Inkommensurabilitit: Kriterien und
Konzeptionen

Klassische Vertreter der moralphilosophischen Tradition weisen die
Moglichkeit moralischer Dilemmata mit dem Argument zuriick,
dass giiltige Moraltheorien keine unldsbaren Fille zulassen konnen.
Dieser These konnen zwei Argumente entgegengestellt werden: Zum
einen ist nicht einsichtig, dass zwingend ein Zusammenhang zwi-
schen Existenz und Losbarkeit (moralischer) Probleme bestehen
muss: »Given the limitations on human action, it is naive to suppose
that there is a solution to every moral problem with which the world
can face us.« (Nagel, 1972, S.144) Zum anderen ist grundsatzlich
umstritten, ob Unldsbarkeit iiberhaupt eine zwingende Vorausset-
zung fiir das Vorliegen eines Dilemmas ist. Aus dem ontologischen
Status von Dilemmata ergeben sich Implikationen fiir deren Losbar-
keit: Existiert keine >richtige< Antwort, so lassen sich Dilemmata
nur irrational entscheiden, aber nicht losen. Statman (1995, S.10-
11) beschreibt diesen Sachverhalt wie folgt: »An irresolvable moral
dilemma is a dilemma in which no moral consideration exists on
the basis of which we could prefer one option over the other.« Doch
wie muss das Verhéltnis der konfligierenden moralischen Gebote
beschaffen sein, sodass sie ein unlosbares Dilemma begriinden?

Echte ontologische Dilemmata liegen genau dann vor, wenn beide
Gebote absolute Giiltigkeit besitzen. Kritiker moralischer Dilemma-
ta sind der Ansicht, dass es solche Gebote nicht gibt, und berufen
sich dabei gerne auf Ross’ These, dass alle moralischen Prinzipi-
en unter bestimmten Umstanden aufgehoben werden kénnen (vgl.
Ross, 1930, Kap. 2). So schlussfolgert Donagan (1984, S.303), dass
manche moralischen Prinzipien zwar absolut gelten, aber jedes im-
plizite Bedingungen enthilt, aufgrund derer Ausnahmen geregelt
sind. Allein aus der Tatsache, dass es absolut giiltige Gebote geben
mag, kann also noch nicht abgeleitet werden, dass es auch morali-
sche Dilemmata gibt.
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In diesem Kontext werden im Diskurs vor allem zwei Argumenta-
tionslinien verfolgt. Die erste bezieht sich auf die Annahme einer
Symmetrie moralischer Gebote. Wie bereits in Kap. 5.2.2.3 ausge-
fithrt, besagt das Argument der Einzelwert-Konflikte, dass ein und
derselbe Wert unter bestimmten Umstinden zwei inkompatible
Handlungen verlangen kann. Sind deren moralisch relevante Eigen-
schaften identisch, so ist das Dilemma (rational) unlosbar, denn die
gleichen moralischen Argumente lassen sich fiir beide Optionen vor-
bringen. Eine beispielhafte Situation ist jene der zu rettenden Zwil-
linge, wie sie Marcus (1980, S.125) schildert. Allerdings erscheint es
in real-lebensweltlichen Situationen tendenziell schwierig, eindeutig
zu bestimmen, ob die Gebote wirklich exakt symmetrisch sind.

Ein plausibleres Argument geht daher von asymmetrischen Fllen
aus. Der prominenteste Ansatz zur Begriindung der Unlosbarkeit
moralischer Dilemmata basiert auf der Idee der Inkommensurabili-
tat moralischer Werte bzw. Gebote.'”® Raz (1986, S.322) definiert
folgendermaflen: »A and B are incommensurable if it is neither true
that one is better than the other, nor true that they are of equal value.
« In diesem Sinne ist Inkommensurabilitat sowohl fiir symmetrische
als auch asymmetrische Fille relevant. Sie ldsst sich dabei jeweils
auf unterschiedliche Weise anwenden: Wéhrend bei symmetrischen
Fillen kein Gebot das andere tiberwinden kann, weil die konfligie-
renden Gebote gleich sind, ist dies bei inkommensurablen Werten
gerade deshalb nicht méglich, weil die Gebote nicht gleich sind. Wie
lasst sich diese Aussage moralphilosophisch fassen? Statman (1995,
S. 61) schlégt die Irreduzibilitdt von Werten als Definitionskriterium
vor. Demnach sind zwei Werte inkommensurabel, wenn sie weder

196 Das Konzept der Inkommensurabilitit stammt urspriinglich aus der Mathe-
matik und besagt, dass es keinen gemeinsamen Nenner gibt, um zwei unter-
schiedliche Objekte hinsichtlich einer bestimmten Eigenschaft ineinander zu
tibersetzen. Sind zwei Zahlenwerte inkommensurabel, so ist ihr Verhaltnis eine
irrationale Zahl. Zur Veranschaulichung dient als klassisches Beispiel, dass es
unmoglich ist, die Linge der Hypotenuse eines gleichschenkligen Dreiecks in
die Lange dessen Katheten zu iibersetzen. In die Wissenschaftstheorie wurde
der Begriff in den 1960er-Jahren von Thomas Kuhn und Paul Feyerabend
eingefiihrt. Hier bezieht sich Inkommensurabilitit nicht auf Objekte, sondern
auf Theorien. Diese koénnen dahingehend inkommensurabel sein, dass sie
eine Problemstellung aus verschiedenen Perspektiven beleuchten und dabei zu
unterschiedlichen Ergebnissen kommen (vgl. Statman, 1995, S. 56-57).
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aufeinander noch auf einen dritten Wert reduziert werden kénnen,
wie es z. B. bei Freiheit und Gerechtigkeit der Fall ist.

Ein anderes prominentes Konzept von Inkommensurabilitat als
Ausdruck der Zersplitterung moralischer Werte entwickelt Nagel
(1979a). Fiir ihn sind Werte keine realen, unabhingig gegebenen En-
titaten, sondern vielmehr Kriterien, anhand derer sich Zustande in
der Welt beurteilen lassen. Nagels fiinf Arten von Werten sind Aus-
druck unterschiedlicher, unvergleichbarer Sichtweisen auf die Welt,
die sich immer nur von einer bestimmten Perspektive aus reflektie-
ren lasst. Dieses Konzept erscheint jedoch zu streng, denn so wéren
niemals irgendwelche Werte aus verschiedenen Arten vergleichbar
(ebd., S. 60). Tatsdchlich ist Inkommensurabilitat nicht zwangslaufig
gleichbedeutend mit Unvergleichbarkeit. Lésst sich ein gemeinsames
Kriterium finden, anhand dessen zwei Probleme bewertet werden
konnen, so lassen sich auch asymmetrische Fille miteinander ver-
gleichen:

Moral requirements are comparable only when some comparative
judgement of their strengths is true. The only comparative judgements
are that the strength of one moral requirement is greater than, less than,
or equal to the strength of the other. Thus, moral requirements are
incomparable if and only if neither is stronger than, weaker than, or
equal in strength to the other. Conflicts between incomparable moral
requirements are then moral dilemmas, because neither moral require-
ment overrides the other. (Sinnott-Armstrong, 1988, S. 58)

Moralische Relevanz hat diese Unterscheidung insofern, als sich
in manchen Fillen auch inkommensurable Werte rational miteinan-
der vergleichen lassen und in einem Dilemma trotz Vorliegen von
Irreduzibilitit entsprechend Vorrang haben konnen. Beispielsweise
dann, wenn extreme Unvergleichbarkeit durch erhebliche quantita-
tive Unterschiede zwischen zwei Werten besteht, z. B. wenn ein tri-
viales Versprechen gegen ein Tétungsverbot steht (vgl. Sinnott-Arm-
strong, 1988, S.59). In weniger klaren Fallen kann von begrenzter
Unvergleichbarkeit ausgegangen werden (vgl. ebd., S. 62-69); diese
kann durch Prioritdtsprinzipien (negative vor positiven Geboten)
oder Ungenauigkeiten in moralischen Rankings Ausdruck finden.
Gewisse Gebote sind hingegen grundsétzlich schwierig aufzuwiegen.
Selbst wenn sich eine Messzahl zuordnen liefle und somit ein Ver-
gleich theoretisch moglich wire, ist es nicht plausibel anzunehmen,
dass beispielsweise der Tod sich mit einer bestimmten Menge an
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anderen Werten wie Schmerzen oder Freiheit gleichsetzen liefie.
Auch eine ordinale Anordnung, die ohne kardinale Messgrofien
auskommt, funktioniert nicht fiir alle Falle, etwa wenn eine Opti-
on mehrere moralische Gebote enthilt oder diese nach mehreren
Skalen bewertet werden konnen, wie die Intensitat und Dauer eines
Schmerzes (vgl. ebd., S. 67-69).

Da inkommensurable Gebote nicht notwendigerweise unver-
gleichbar sein miissen, stellt Inkommensurabilitdt allein noch kein
sicheres Kriterium dar, um die Unlosbarkeit von Dilemmata zu
begriinden. Sie ist jedoch hilfreich fiir ein besseres Verstindnis
spezifischer Aspekte, die im Zuge der metaethischen Dilemma-Dis-
kussion erortert werden. So erklart sie zum einen, wieso es uns
manchmal schwer fillt die richtige Antwort zu finden, auch wenn
epistemische Unsicherheit keine echten Dilemmata begriinden kann
(vgl. Statman, 1995, S.66-71). Zum anderen hilft sie zu verstehen,
wie moralische Verluste zu Gefiithlen des Bedauerns fithren konnen;
wiren alle Optionen aufeinander reduzierbar, liefle sich durch die
eine der Verlust der anderen ersetzen. Im Hinblick auf das Kritiker-
argument, das auf universellen Anspriichen an Moraltheorien fufit,
ist zu beachten, dass das Vorliegen von Inkommensurabilitdt nicht
das Versagen von Moraltheorien impliziert. Sie ist vielmehr ein
Fakt, der menschlichen Werten anhéngt und allen Moraltheorien
gleichermafien Grenzen setzt (vgl. ebd., S. 56).

Im Anschluss an die hier erliuterten Uberlegungen werden im
nachfolgenden Unterkapitel die Implikationen ergriindet, die mit
der Inkommensurabilitdt spezifischer moralischer Werte einherge-
hen. Anhand einiger ausgewdhlter Ansitze wird eine Briicke geschla-
gen zwischen der bisherigen abstrakten metaethischen Betrachtung
hin zu anwendungsnéheren ethischen Konzeptionen. Diese stellen
den letzten Schritt dar, bevor die in diesem fiinften Kapitel erarbei-
teten Erkenntnisse auf den Anwendungskontext moralischer Unfall-
szenarien iibertragen werden.
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5.3.3 Metaethische Konzepte unvermeidbaren Scheiterns: Von
unersetzbaren Verlusten und nicht-verhandelbaren moralischen
Werten

Ausgangspunkt der Begriindungsversuche einer Inkommensurabili-
tat moralischer Pflichten in Bezug auf Dilemma-Strukturen ist die
Annahme, dass zuriickgewiesene moralische Gebote bestehen blei-
ben und damit unweigerlich verletzt werden. Zu den prominentes-
ten Konzeptionen in diesem Kontext zahlt Christopher Gowans'
(1994) Ansatz des unausweichlichen moralischen Fehlverhaltens (in-
escapable moral wrongdoing). Diesem liegt die Idee zugrunde, dass
eine Handlung auch dann moralisch falsch sein kann, wenn sie die
bestméogliche Entscheidung eines spezifischen Konflikts realisiert —
und zwar in dem Sinne, dass sie gegen den moralischen Wert der
zuriickgewiesenen Alternative verstofit, wobei sie einen moralischen
Restwert auslost. Worin besteht dieser iibertretene Wert? Gowans
fasst Inkommensurabilitét als eine Eigenschaft auf, die dem intrinsi-
schen Wert eines jeden Einzelnen anhaftet. Besondere Bedeutung
kommt dabei einer spezifischen Kategorie moralischer Werte zu, die
in der Verantwortung gegeniiber anderen Personen besteht. Diese
leitet sich ab aus dem intrinsischen Wert, den Gowans (wie Kant)
jedem Individuum zuschreibt und der zugleich auch (anders als bei
Kant) die Einzigartigkeit und damit Unersetzbarkeit jeder Person in
moralisch signifikantem Sinne begriindet (vgl. ebd., S.121-128).%

197 Wihrend Kant seine Idee der Selbstzweckhaftigkeit jedes Einzelnen iiber Ra-
tionalitdt und Autonomie als gemeinsame Basis aller Personen begriindet,
betont Gowans (1994, S.123), dass Personen ganzheitlich betrachtet einen in-
trinsischen und einzigartigen Wert besitzen, der zugleich moralisch signifikant
ist: »First, for Kant it is only the noumenal person, the person as a rational
and free agent, that is regarded as an end in itself. On the responsibilities to
persons account it is [...] the whole person that is so regarded. The whole
person may include rationality and autonomy, [...] but it also includes much
about a person that Kant would regard as being merely >empirical< and hence
of no moral significance in this regard - for example, a person's capacity
for emotional response, a person’s physical comportment in the world, and
various features associated with a person's particular history. [...] Second, Kant
regards respect for persons as ends in themselves as a manifestation of respect
for the moral law dictated by pure practical reason. [...] On the responsibilities
to persons account, we do not regard an intimate as intrinsically valuable by
application of an a priori moral law, but through the experience of concrete
interaction. [...] Moreover, as we come to have a general view of all human
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Verantwortung fiireinander entsteht zum einen aus dem einzigarti-
gen Wert jedes Einzelnen und zum anderen aus zwischenmenschli-
chen Beziehungen und sozialen Verbindungen, welche eine spezifi-
sche Verantwortung beinhalten:

[...] moral responsibilities have a twofold origin: first, in the belief that
because persons are intrinsically and uniquely valuable, they are beings
who are in various ways deserving and as such are beings for whom
we can have responsibilities; and second, in the diverse ways in which
particular persons come to be connected with one another, whether
through choice or unchosen circumstance, and thereby establish a rela-
tionship of which specific responsibilities are a constitutive part. (Ebd.,
S.128)

Was bedeutet das nun in Bezug auf Dilemmata? Ein zentrales Ele-
ment von Gowans' Ansatz ist die Inkonvertibilitdt bzw. Nicht-Ein-
l6sbarkeit von Werten (inconvertibility). Im Konfliktfall bleiben mo-
ralische Gebote genau dann bestehen, wenn die mit den jeweiligen
Geboten assoziierten Werte sich nicht vollstindig durch das iiber-
windende Gebot ersetzen lassen und daher nicht blof3 prima facie
gelten (ebd., S. 122-123). Dies ist genau dann der Fall, wenn die Wer-
te eine spezifische Verantwortung gegeniiber einer Person enthalten:

The principal reason we sometimes have conflicting responsibilities is
that these responsibilities originate in responses to the intrinsic and
unique value of each of the particular persons with whom we are
connected. It is the recognition of the value of, and hence the appropri-
ateness of our specific response to, each of these persons that generate
our various moral responsibilities. [...] It is because they develop out of
these separate responses to distinct persons that conflict cannot plausi-
bly be eliminated. (Ebd., S. 132)

Aufgrund der Einzigartigkeit von Personen wird die auf sie gerichte-
te Verantwortung selbst einzigartig und schliefit die Unersetzbarkeit
bestimmter moralischer Verluste mit ein (vgl. ebd., S.132-134). Echte
Dilemmata sind daher stets mit einem unausweichlichen Scheitern
verbunden, das durch die Nicht-Einlosbarkeit zuriickgewiesener
Werte verursacht wird und einen Zustand moralischer Unschuld als
unerreichbares Ideal charakterisiert:

beings as valuable in themselves, this is determined inductively from particular
cases, and not as a result of an a priori apprehension of rational nature.«
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[...] choices are inconvertible when the better choice still results in
a loss, when there is something that the poorer choice would have
provided that is not provided by the better choice [...]. When choices
are inconvertible, it is possible to have regret without having any doubt
that one made the better choice. (Ebd., S. 148)

Doch ist die von Gowans erlduterte Unersetzbarkeit als absolutes
Kriterium ausreichend? Lisa Tessman (2015) entwickelt Gowans’
Konzept weiter und konstatiert, dass unersetzbare Verluste manch-
mal schlicht einen zu akzeptierenden Teil menschlichen Lebens
darstellen und deshalb nicht immer moralisch problematisch sind.
Um zu bestimmen, wann eine moralische Relevanz vorliegt, zieht
Tessman den Ansatz von Martha Nussbaum (2000) heran. Dieser
unterscheidet die gewdhnlich bei Abwagungen anfallenden Kosten
(ordinary costs) von tragischen Kosten; der Schwellenwert zwischen
beiden Kategorien muss von einer unabhéngigen ethischen Theorie
bestimmt werden. Nussbaum schlégt hierfiir die menschliche Wiirde
als Orientierungskriterium vor (vgl. ebd., S.1032). Gemaf3 ihrem
berithmten Capability Approach sollten jedem Menschen bestimmte
Fahigkeiten in verschiedenen Bereichen wie beispielsweise korperli-
che Gesundheit und Integritit, Emotionen oder praktische Vernunft
zugesichert werden (vgl. Nussbaum, 1999, 2006, 2009). Wird bei
einer der Fihigkeiten der Schwellenwert unterschritten, so ist dies
als moralisches Fehlverhalten zu werten. Ein Dilemma liegt genau
dann vor, wenn »we find that we cannot get citizens above the
capability threshold in one area, without pushing them below it in
another area.« (Nussbaum, 2000, S.1025)

Aus Sicht von Tessman (2015, S. 42) ldsst sich mithilfe von Nuss-
baums Ansatz die Frage beantworten, die bei Gowans offengeblieben
ist: Ein unersetzbarer Verlust liegt vor, wenn auch die beste mégliche
Entscheidung nicht gut genug ist, um eine Person hinsichtlich aller
relevanten Fihigkeit oberhalb des Schwellenwerts zu halten, i. e.
das entsprechende moralische Gebot, welches sich nicht eliminieren
lasst, verletzt wurde. Allgemeiner bedeutet das: Moralische Gebote
bleiben genau dann bestehen, wenn eine Entscheidung gegen sie
Kosten auferlegen wiirde, die nicht kompensiert werden kénnen.
Diese sind nicht verhandelbar:

Costs that are to be borne are costs that one can negotiate with; when
they are counterbalanced with sufficient benefits, it becomes permissi-
ble to incur such costs. Costs that no one should have to bear are
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non-negotiable; there is no way to eliminate the moral requirement
not to incur such costs, which means that if one decides to act on an
alternative that will incur such costs, one does so in violation of a still
standing moral requirement. (Ebd., S. 42)

Tessman kombiniert nun die Ansétze von Gowans und Nussbaum:
Moralische Gebote konnen genau dann eliminiert werden, wenn
der iiberwundene Wert eines Gebots entweder durch einen anderen
substituiert (wobei kein einzigartiger Verlust entsteht) oder kompen-
siert wird (was zwar in einem einzigartigen Verlust resultiert, der
aber in zumutbarer Weise zu tragen ist). In diesem Fall wird keines
der Gebote unmdoglich und es entsteht kein moralischer Restwert
(vgl. ebd., S. 42-43).

Vor dem Hintergrund einer pluralistischen Position fiihrt Tess-
man weiter aus, dass einerseits verschiedene Arten von Werten
einander nicht kompensieren kdnnen und sich andererseits morali-
sche Gebote anhand ihrer Geltungskraft kategorisieren lassen. Ihr
Ausgangspunkt dhnelt in seiner Struktur dem phdnomenologischen
Argument von Williams (1987, S.131-134), das im Fall eines beste-
hen bleibenden Gebots einen moralischen Restwert annimmt, geht
jedoch tiber es hinaus. Tessman bezeichnet solche Gebote, die durch
Substitution oder Kompensation im Zuge der Auflgsung eines Kon-
flikts anderen untergeordnet werden kénnen, als verhandelbare (ne-
gotiable) Gebote. In Fallen hingegen, in denen weder Substitution
noch Kompensation moglich ist, bleiben die Gebote bestehen, wo-
bei das zuriickgewiesene Gebot durch die Wahl des anderen unaus-
weichlich verletzt und dabei unméglich wird (vgl. 2015, S.25-27).
Im Zuge eines »unavoidable moral failure« kommt es zu einem ein-
zigartigen Verlust, der nicht getragen werden muss; das entsprechen-
de Gebot ist nicht verhandelbar (non-negotiable) (vgl. ebd., S. 43).19

Aus der Unmoglichkeit des zuriickgewiesenen Gebots ergeben
sich Implikationen auf logischer Ebene, die von Dilemma-Kritikern

198 Wann solche nicht-verhandelbaren Gebote vorliegen, begriindet Tessman mo-
ral- und kognitionspsychologisch, wobei sie sich v. a. auf den Ansatz von
Greene und Haidt (2002) bezieht: non-negotiable requirements liegen genau
dann vor, wenn Emotionen, die intuitive Urteile hervorrufen, uns sagen, dass
etwas verboten ist. Dagegen sind Emotionen, die durch reasoning entstehen,
nur prima facie erforderliche Aktionen (vgl. Tessman, 2015, Kap. 2 bzw. S. 57—
98). Neben Nussbaums Capability Approach diskutiert Tessman auch Harry
Frankfurts Konzept der »volitional necessity« naher (vgl. ebd., S. 45-55).
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allerdings im Zuge ihrer Fokussierung auf rationale Strategien wie
Kosten-Nutzen-Abwiagungen unbeachtet bleiben. So gehorcht ein
unméglich gewordenes Gebot nicht linger dem OIC-Axiom: »Non-
negotiable moral requirements - those that cannot be absorbed
into an all-things-considered >ought« through either substitution or
compensation — remain requirements, contravening the principle
that >ought implies can«.« (Ebd., S.44) Vielmehr sind die morali-
schen Restwerte, die derartige Gebote hervorrufen, verantwortlich
fiir die Entstehung dilemmatischer Strukturen:

I define a moral dilemma as a situation of conflict in which there is a
moral requirement to do A and a moral requirement to do B, where
one cannot do both A and B, and where neither moral requirement
ceases to be a moral requirement just because it conflicts with another
moral requirement, even if for the purpose of action-guidance it is
overridden. In a dilemma, whichever action one chooses to perform,
one violates what has become, through one’s choice, the impossible
moral requirement to do the other action. (Ebd., S.15)

An dieser Stelle ist der metaethischen Analyse moralischer Dilem-
ma-Strukturen in dem Maf3e, wie sie das in dieser Forschungsarbeit
betrachtete Anwendungsproblem erfordert, Geniige getan. Nachfol-
gend werden die erarbeiteten Ergebnisse nun auf praktische Dilem-
ma-Szenarien des autonomen Fahrens angewandt, um diese zum
einen naher zu charakterisieren und zum anderen in einem weite-
ren Schritt konkrete Implikationen hinsichtlich méglicher Entschei-
dungsstrategien zu erschliefien.

5.4 Anwendungsfall Unfalldilemmata: Interpretation aus
metaethischer Sicht

5.4.1 Dilemmatische Unfallsituationen als Konflikte
inkommensurabler Werte

In ihren ethischen Richtlinien zum autonomen Fahren plddiert die
Ethik-Kommission fiir ein rigoroses Verbot der Aufrechnung per-
sonlicher Schaden (vgl. Di Fabio et al., 2017, S.18). Im Rahmen der
Rekonstruktion des metaethischen Diskurses in den vorhergehen-
den Unterkapiteln wurde eine theoretisch-metaethische Grundlage
gelegt, mittels derer sich nun eine Begriindung fiir diese praktische
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Forderung formulieren lasst: Die spezifische ethische Problematik
von Entscheidungsdilemmata im Kontext von Unfallalgorithmen be-
steht in der inkompatiblen Verschrankung moralisch gleichrangiger
legitimer Interessen von Individuen. Aus diesen lassen sich morali-
sche Gebote ableiten, die in der absoluten Pflicht zum Schutz des
Lebens bzw. dem Verbot bestehen, anderen Schaden zuzufiigen.

Auch wenn es auf den ersten Blick so erscheinen mag, handelt
es sich hierbei jedoch nicht um symmetrische Dilemmata. Zwar
sind die Interessen der Beteiligten inhaltlich gleich und prinzipi-
ell in gleichem Mafle schiitzenswert, doch sind Dilemma-Situatio-
nen in konkreten Anwendungsfragen jenseits von metaethischen
Betrachtungen selten wirklich symmetrisch. Beispielsweise kann es
Unterschiede im Hinblick auf die zu erwartenden Folgen geben.
In welchem Mafle individuelle Interessen bzw. Werte in einer kon-
kreten Dilemma-Situation gefdhrdet sind, hingt von verschiedenen
Faktoren ab; das Ausmafl und die Wahrscheinlichkeit moglicher
Schiden konnen fiir jede beteiligte Person unterschiedlich sein und
sind sowohl von physikalischen bzw. mechanischen Aspekten wie
Geschwindigkeit oder Aufprallwinkel als auch von persénlichen
Merkmalen wie Alter, gesundheitlicher Konstitution usw. abhéngig.
Besonders umstritten ist in diesem Zusammenhang die Vulnerabili-
tat von Individuen (siehe Kap. 7.3.3.2). Moralisch relevante Unter-
schiede, z. B. die familidre Situation der Betroffenen, bestehen haufig
einfach deshalb, weil betroffene Personen unvergleichbare Individu-
en sind. Das Diskriminierungsverbot, welches exemplarisch in den
Empfehlungen der Ethik-Kommission verankert ist, widerspricht
jedoch einer Beriicksichtigung von Personlichkeitsmerkmalen im
Rahmen einer algorithmischen Entscheidungsfindung. Doch selbst
wenn eine solche Vorgehensweise zuldssig wire, miissten fiir das
Vorliegen symmetrischer Dilemmata die tangierten Werte sowohl
quantitativ als auch qualitativ anndhernd gleich sein. Gewisse Werte
sind allerdings grundsatzlich schwierig gegeneinander aufzuwiegen;
zu diesen zédhlen beispielsweise Freiheit, Gerechtigkeit oder Autono-
mie.

Wie zuvor gezeigt, folgt aus der Separatheit von Personen und der
Einzigartigkeit menschlichen Lebens, dass dessen Wert nicht iden-
tisch, sondern inkommensurabel ist; ein Leben lasst sich nicht durch
ein anderes ersetzen. Die zentrale Eigenschaft, die komplexe morali-
sche Dilemmata im Kontext von Unfallalgorithmen kennzeichnet,
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besteht daher nicht in der Symmetrie, sondern in der Inkommen-
surabilitédt involvierter Werte. Wie lasst sich diese inhaltlich begriin-
den? Stehen die Leben verschiedener Personen gegeneinander, so
liegt sowohl gemifS Tessman als auch gemdfd Gowans ein Konflikt
zwischen moralischen Geboten vor, die sich nicht iberwinden las-
sen. Daraus folgt, dass sich der Konflikt zwischen den entsprechen-
den moralischen Geboten nur im Zuge moralischen Fehlverhaltens
bzw. Scheiterns entscheiden lasst. Mit dem Gedankengang von Go-
wans (1994) griindet sich die Unlosbarkeit des Dilemmas darauf,
dass das Verbot der Verletzung legitimer individueller Interessen
mit einer einzigartigen Verantwortung gegeniiber jeder der invol-
vierten Personen verkniipft ist. Die konfligierenden Werte sind nicht
ineinander iberfithrbar, bei jeder mdglichen Entscheidung kdme
es zu einem unersetzbaren Verlust in Bezug auf eine der betroffe-
nen Personen. Welche Alternative der Steuerungsalgorithmus des
autonomen Fahrsystems auch wihlt, er kann seiner Verantwortung
gegeniiber jedem Einzelnen nicht gerecht werden.

Auch nach Tessmans (2015) moralpsychologischem Ansatz
kommt es in diesem spezifischen Anwendungsfall zu einem uner-
setzbaren Verlust. Das Gebot des Schutzes des Lebens bzw. der
kérperlichen Unversehrtheit beinhaltet einen hochrangigen morali-
schen Wert, der sich nicht durch einen anderen ersetzen lasst. Auch
die aus Sicht einer bestimmten ethischen Position beste mogliche
Entscheidung!® verursacht tragische Kosten im Sinne Nussbaums,
die vor dem Hintergrund einer pluralistischen Sichtweise nicht kom-
pensiert werden konnen. In der Folge bleiben die konfligierenden
moralischen Gebote erhalten; das im Zuge einer praktischen Ent-
scheidung zuriickgewiesene Gebot wiirde durch die Wahl des jeweils
anderen unausweichlich verletzt und dabei unmdoglich. Der entste-
hende moralische Restwert zeigt einen einzigartigen Verlust an, der
nicht getragen werden muss — die entsprechenden moralischen Ge-
bote sind nicht verhandelbar:

[...] if one chooses to kill one person in order that five others be
saved, one imposes on the person who is killed (and on that person's
loved ones) a cost that no one should have to bear (even if the best

199 Bei dilemmatischen Quantifizierungsproblemen kénnte eine solche >beste
mogliche Entscheidung« beispielsweise in einer utilitaristischen Strategie beste-
hen, derzufolge eine mdglichst geringe Anzahl an Personen geschédigt wird.
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action-guiding decision for someone who faces such a conflict is to kill
that one person and thus impose a tragic cost). (Ebd., S. 43)

Zusammenfassend ldsst sich festhalten: Das zentrale Problem, das
die Komplexitdt moralischer Dilemma-Situationen im Kontext des
autonomen Fahrens theoretisch-formal begriindet, besteht in der in-
kompatiblen Verschrinkung moralisch gleichrangiger legitimer In-
teressen von Individuen und der gleichzeitigen Nicht-Verrechenbar-
keit deontologischer Pflichten zum Schutz des Lebens. Das entschei-
dende Argument besteht dabei in der Inkommensurabilitdt unersetz-
barer und einzigartiger Werte. Aus metaethischer Sicht gibt es keine
systematischen Strategien zur Entscheidung oder Vermeidung von
Dilemmata inkommensurabler Werte. Im Hinblick auf praktische
Anwendungsprobleme ist es jedoch erforderlich, dass Handlungsori-
entierung fiir diese Situationen bereitgestellt wird, auch wenn an
diesem Punkt noch nicht klar ist, wie dies erfolgen kann. Im Fol-
genden werden mogliche Entscheidungsstrategien kritisch beleuch-
tet: Zum einen wird dem Vorschlag, Unfalldilemmata mittels eines
Zufallsgenerators zu entscheiden, eine Absage erteilt; zum anderen
wird aus der Warte einer pragmatischen Ethik ein moglicher (prakti-
scher) Ausweg aus der theoretischen Unldsbarkeit skizziert.

5.4.2 Entscheidungsperspektiven fiir inkommensurable Wertekonflikte

5.4.2.1 Zuriickweisung des Zufallsprinzips

Eine Konfliktkonstellation, in der sich inkommensurable Werte ge-
geniiberstehen, impliziert, dass keine Abwagung zwischen den Alter-
nativen moglich ist. Es gibt keinen moralischen Grund, auf dessen
Basis fiir die eine oder die andere entschieden werden konnte. Eini-
ge Philosophen sind daher der Ansicht, daraus lieSe sich folgern,
dass in solchen Fillen per Zufallsprinzip entschieden werden sollte.
Speziell im Kontext von Algorithmen erscheint es attraktiv, dilem-
matische Unfallentscheidungen anhand eines softwaretechnisch un-
kompliziert zu realisierenden Zufallsgenerators durchfiithren zu las-
sen. Auch im Diskurs um Unfallalgorithmen wurde diese Methode
bereits vorgeschlagen (vgl. z. B. Gantsho, 2022; Zhao & Li, 2020).
Ein Zufallsgenerator wiirde in Dilemma-Situationen iiber mehrere
Handlungsoptionen randomisieren und so beispielsweise immer
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dann nach links ausweichen, wenn eine gerade Zahl generiert wird,
bzw. bei einer ungeraden Zahl entsprechend nach rechts.2?0 Auf
diese Weise liefle sich zuverldssig ausschliefSen, dass personliche
Vorteile in die Entscheidungsfindung einflieflen, das Vorgehen wire
weitgehend unparteiisch. Doch ist das Fehlen guter (moralischer)
Griinde, welche es rechtfertigen wiirden, argumentativ fiir eine der
Alternativen zu entscheiden, bereits ausreichend, um die Entschei-
dung legitimerweise an den Zufall zu delegieren? In Bezug auf sym-
metrische Félle wird haufig argumentiert, dass es hierbei aus mora-
lischer Sicht egal sei, was man wiahlt (vgl. Donagan, 1984, S.307).
Lassen wir im Fall der Zwillinge den Zufall entscheiden, so behan-
deln wir beide mit gleicher Gerechtigkeit und als Selbstzweck, sofern
beide die gleiche Uberlebenswahrscheinlichkeit haben. In diesem
Sinne argumentiert z. B. Gantsho (2022), dass nur ein nicht-deter-
ministischer, zufallsbasierter Algorithmus der Pramisse der gleichen
Unverletzlichkeit jeder Person gerecht werden kann.?!
Inkommensurable Fille per Zufallsprinzip zu entscheiden ist hin-
gegen eine in der Moralphilosophie sehr umstrittene Methode. Das
zentrale kritische Argument lautet, dass randomisierte Entscheidun-
gen im Kern willkiirlich?%? sind und auf einer indifferenten Haltung

200 Eine alternative Implementierung des Zufallsprinzips koénnte auch darin beste-
hen, das System zufallsbasiert zwischen unterschiedlichen ethischen Prinzipi-
en wihlen zu lassen, beispielsweise zwischen utilitaristischen und deontologi-
schen, die dann im jeweiligen Fall zur Anwendung kommen.

201 Gantshos (2022, S.181) zentrales Argument lautet folgendermafien: »In my ar-
gument for the equal inviolability of persons, I have conceded that the inviola-
bility of a person’s rights can be violated in dire situations where tragic choices
of life and death must be made. I argued that the best way to reconcile the view
that inviolability of moral status is a threshold concept with the view that per-
sons can be sacrificed for others in catastrophic situations is for autonomous
vehicles to select who ought to be sacrificed with a random nondeterministic
programme. Taking any capability, interest or good into consideration when
deciding which person should die would be to contradict the respect-based
account with its threshold concept of moral status and inviolability. Some
innocent persons may be sacrificed for the many, but such a decision must be
blind to any of the differences that set persons apart from each other.«

202 Im philosophischen Kontext ist Zufall ein komplexes Konzept, das »im wei-
teren Sinne alles [bezeichnet], was nicht als notwendig oder beabsichtigt er-
scheint und fiir dessen unvermutetes Eintreten wir keinen Grund angeben
kénnen.« (Regenbogen & Meyer, 2013, S.751) Das hier gegebene Argument
basiert auf einem Verstandnis des Zufallsbegriffs im Sinne eines absoluten
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fulen, die den gebotenen Respekt gegeniiber Leben und Rechten
der Betroffenen vermissen ldsst.2* Dies ist in zweierlei Hinsicht pro-
blematisch: Zum einen sind zum Zeitpunkt der Implementierung
eines moglichen Zufallsgenerators noch keine konkreten Ergebnisse
mit den mdéglichen Handlungsoptionen verkniipft. Daher sind sie
auch nicht moralisch bewertbar. Definitive Entscheidungen werden
so vermieden, fiir die folglich auch keine Verantwortung entstehen
kann. Als moralfahige Wesen schulden wir einander jedoch eine ge-
wisse Sorgfalt bei ethischen Entscheidungen. Wie Gowans bemerkt,
ist es die einzigartige Verantwortung gegeniiber jedem Individuum,
die eine Verletzung derselben zu einem irreplaceable loss macht.
Wenn wir die Entscheidung an eine andere Instanz, den Zufall,
tibergeben, so sind wir fiir dieses Delegieren ebenfalls verantwort-
lich. Hier sind neue Verantwortungskonzepte vonndten, die das
Zusammenspiel von Menschen und autonomen Systemen in den
Blick nehmen. Bis dato kann ein Zufallsgenerator die menschliche
Entscheidungsverantwortung grundsitzlich nicht auflésen. Aus ver-

Zufalls: »Dementsprechend hat das Wort Z. die drei Bedeutungen des Nicht-
wesentlichen, des Nichtnotwendigen oder des Nichtbeabsichtigten. Wird unter
Z. das Nichtnotwendige verstanden, ist also absoluter Z. gemeint, so bedeutet
Z. eine Durchbrechung des Kausalgesetzes und setzt die Méglichkeit teilweise
freien, willkiirlichen Geschehens voraus [...]« (Ebd., S. 751).

203 Statman (1995, S.79-80) versteht unter bestimmten Bedingungen eine Zufalls-
entscheidung gerade als Ausdruck des Respekts gegeniiber Individuen, indem
sie impliziert, dass es keinen Grund gibt, eine der beiden Alternativen zu
bevorzugen. Grundlage ist, dass er die Grenze zwischen symmetrischen und
inkommensurablen Werten als weniger trennscharf betrachtet. Fiir ihn ist die
Symmetrie eines Konflikts nicht einfach gegeben, sondern ergibt sich aus
einer normativen Position, gemafl derer menschlichem Leben ein absoluter
Wert beigemessen wird. Dieser erlaubt es uns, alle anderen Uberlegungen
zu ignorieren, die moglicherweise faktisch vorhandene moralisch relevante
Unterschiede begriinden konnten. Nur unter diesen Pramissen liegt Statmans
Ansicht nach echte Symmetrie und damit Unldsbarkeit vor, der mithilfe einer
Zufallsentscheidung begegnet werden sollte: »Though flipping a coin is usually
a sign of the insignificance of the options, in the present context it might serve
as an expression of the equal respect we have for all human beings.« (Ebd.,
S. 80).
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antwortungsethischen Griinden erscheint es daher fragwiirdig, Ent-
scheidungen iiber Menschenleben dem Zufall zu iiberlassen.2

Zum anderen kann der Einsatz eines Zufallsgenerators als Ver-
such gewertet werden, sich einer bewussten, begriindeten Entschei-
dung entziehen zu wollen. Dies ist jedoch nur ein vermeintlicher
Ausweg aus der Entscheidungsnotwendigkeit, denn auch auf diese
Weise wird eine Entscheidung getroffen; namlich die, sich nicht
im Einzelfall ethisch damit auseinandersetzen zu wollen. Eine An-
wendung des Zufallsprinzips nimmt den Akteuren zwar scheinbar
die Last des tiberlegten >Entscheiden-Miissens< ab (vgl. Raz, 1986,
S.331-332), widerspricht im Kern jedoch dem ureigenen Wesen mo-
ralischer Entscheidungen. Diese miissen aus dem jeweiligen gesell-
schaftlichen Kontext heraus sorgfiltig begriindet und argumentativ
verteidigt werden. Mit einer an einen Zufallsgenerator delegierten
Entscheidung geht ein hohes Maf3 an menschlichem Kontrollver-
lust und Transparenzeinbuflen beziiglich der gewéhlten Handlung
einher (vgl. Lin, 2014a), denn der Zufallsgenerator entscheidet im
Sinne einer Black Box letztlich rein auf Basis technisch generierter
Zufallszahlen. Eine Zufallsentscheidung versaumt es, im Einzelfall
relevante Griinde angemessen zu wiirdigen, und untergribt somit
den moralisch gebotenen Respekt gegeniiber den Einzelnen.

Schlussendlich ldsst sich eine auf Zufall basierende Entscheidung
von Unfalldilemmata nicht plausibel rechtfertigen. Dilemma-Situa-
tionen im Kontext von Unfallalgorithmen bediirfen einer bewussten
Auseinandersetzung, der wir uns als moralische Akteure trotz der
Unvermeidlichkeit moralischen Versagens nicht entziehen kénnen:
»Despite the inevitability of moral failure, the people who confront
these dilemmas experience themselves as choosing, however coerced
the choices may be.« (Tessman, 2015, S. 163)

Welche Perspektiven stehen nun zur Entscheidung unldsbarer
Dilemmata zur Verfiigung? Im Folgenden wird dargelegt, wie die
Bewiltigung von Unfalldilemmata durch eine Orientierung an prak-
tischen Zwecken und Gegebenheiten im Kontext der jeweiligen
Entscheidungssituation gelingen kann, ohne formale Limitationen
aufler Acht zu lassen.

204 Fir eine tiefergehende philosophische Diskussion von (dilemmatischen) Zu-
fallsentscheidungen zwischen Menschen siehe z. B. Broome (1984) oder Jac-
quette (1991).
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5.4.2.2 Pragmatische Ethik: Ein méglicher Ausweg aus dem
Dilemma?

Im metaethischen Diskurs herrscht dahingehend Einigkeit, dass
es keine systematischen Entscheidungsstrategien fiir Dilemmata in-
kommensurabler Werte gibt. Was folgt daraus fiir den Status der
Moralphilosophie als systematische normative Disziplin? Mit sei-
nem Entwurf einer neuen Vision fiir die Moralphilosophie zeigt Na-
gel (1979b, S.180-184) einen Weg auf, wie sich diese neu definieren
kann, ohne angesichts der Mdglichkeit moralischer Dilemmata vor
ihren eigenen Anspriichen kapitulieren zu miissen. Voraussetzung
dafiir ist, dass die Moralphilosophie im Zuge einer Weiterentwick-
lung zu einem verdnderten Selbstverstindnis gelangt. Anstatt ein
allgemeingiiltiges Entscheidungsverfahren bereitzustellen, nimmt sie
im Rahmen von Nagels Konzept lediglich die Rolle eines Ratgebers
ein, »indem sie Akteuren und Institutionen beratend zur Seite steht,
damit deren moralische Entscheidung moglichst verniinftig und mit
méglichst guten Griinden, sprich: méglichst objektiv, ausfillt.« (Ra-
ters, 2013, S.348-349, Hervorh. i. Orig.) Die Wandlung der Moral-
philosophie vollzieht sich in zwei Schritten. Zunédchst muss sie ein
Verfahren anbieten, das in der Herangehensweise an ein moralisches
Problem alle relevanten Positionen beriicksichtigt:

What we need most is a method of breaking up or analyzing practical
problems to say what evaluative principles apply, and how. This is not a
method of decision. Perhaps in special cases it would yield a decision,
but more usually it would simply indicate the points at which different
kinds of ethical considerations needed to be introduced to supply the
basis for a responsible and intelligent decision. (Nagel, 1979b, S. 184)

Im Anschluss erfolgt eine Zerlegung des Problems in kleinere Teil-
probleme, die sich u. a. iiber Ansitze aus verschiedenen Wissen-
schaften aufgreifen lassen und in eine finale Abwagung einflieflen;
wie diese konkret erfolgen soll, beschreibt Nagel allerdings nicht
explizit. Die auf diese Weise sich selbst neu definierende Moralphilo-
sophie kann zwar den Widerspruch zwischen konfligierenden Nor-
men, der durch heterogene Urspriinge moralischer Handlungsgriin-
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de hervorgerufen wird, nicht tiberwinden, aber immerhin Perspekti-
ven einer wohlbegriindeten Entscheidung aufzeigen.20

Auch wenn Nagels Ansatz in seiner Argumentation prinzipiell
tiberzeugend ist, bleibt er jedoch im Hinblick auf die Bewiltigung
von Dilemmata in praktischen Anwendungskontexten defizitdr. Da-
durch, dass die Moralphilosophie sich lediglich als Beraterdisziplin
definiert, verbleibt die Verantwortung fiir getroffene Entscheidun-
gen vollstindig bei den moralischen Akteuren. Die Moralphiloso-
phie gibt hier keine handlungsleitende Orientierung, sondern ar-
tikuliert nur mogliche Einwinde gegen jede der Optionen und
erzeugt somit Schuldgefiihle bei denjenigen, die schlussendlich Ent-
scheidungen treffen (miissen) (vgl. Nagel, 1979c, S. 327; Raters, 2013,
S.353-355). In ihrer visiondren Gestalt im Sinne Nagels bahnt die
Moralphilosophie nicht den Weg zu einer Entscheidung, welche die
Akteure entlastet; im Gegenteil, sie betont, dass es bei Vorliegen
dilemmatischer Strukturen keine Mdoglichkeit gibt, der Schuld zu
entrinnen - vor allem dann nicht, wenn die beste Entscheidung
nicht offenkundig ist (vgl. Raters, 2013, S.381-382). Dem Akteur
bleiben somit immer Restzweifel, die handlungshemmend wirken
kénnen und ebenso wie subjektive Schuldgefiihle ein ernstzuneh-
mendes Problem erdffnen.206

Schliellich bleibt festzuhalten, dass Nagels Konzept zwar die Exis-
tenz moralischer Dilemmata plausibel integrieren kann, hinsichtlich
moglicher Strategien im Umgang mit Letzteren aber zu unkonkret
bleibt und insbesondere zentrale Fragen im Kontext von Schuld
und Verantwortung aufwirft. Zudem bleibt offen, wie ausgehend
von einem »iiberpersonliche[n] [...] Standpunkt moralischer Objek-
tivitit«, der im Zuge einer Moralphilosophie als Beraterdisziplin er-
reicht wird, ein konkretes Dilemma in letzter Instanz zu entscheiden
ist (vgl. ebd., S. 380).

Im Allgemeinen findet der metaethische Diskurs in weiten Teilen
auf einer abstrakten Ebene statt, die Dilemmata zumeist isoliert be-
trachtet. Zur Veranschaulichung werden zwar auch real-lebensweltli-

205 Siehe hierzu die Darstellung von Nagels Argument in Kap. 5.2.2.2.

206 Um dem Problem der subjektiven Schuldgefiihle zu begegnen, entwirft Raters
ein »Prinzip der subjektiven Minimierung der moralischen Verfehlung« (vgl.
2013, S.383-390) sowie ein Schema, das pragmatische Hilfestellung geben
kann, um eine gut begriindete Entscheidung zu treffen (vgl. ebd., S. 390-422).
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che Beispiele herangezogen, die aber in der Regel in relativ simple
Zusammenhinge eingebettet sind. Dilemma-Situationen hingegen,
die im Kontext von komplexen Forschungsproblemen aus der realen
Lebenswelt auftreten, sind weithin anspruchsvoller, da sie in spezi-
fischen Strukturen des jeweiligen Problemkontextes verhaftet sind.
Wie Nagel bereits mit der vorgeschlagenen Zerlegung moralischer
Probleme in kontextabhéngige, disziplinbezogene Teilprobleme an-
deutet, konnen Dilemmata in praktischen Fragen nicht entschieden
werden, ohne deren situative Umstinde in die Uberlegungen mitein-
zubeziehen.?” Da Anwendungskontexte allerdings divers und in ho-
hem Mafle spezifisch sind, ist die Anwendbarkeit verallgemeinerter
Ansitze fraglich. Auch wenn die Moralphilosophie keine eindeutige
Handlungsorientierung offerieren kann, bedeutet das jedoch nicht,
dass keine Entscheidungsnotwendigkeit bestiinde:

The unavailability of a single, reductive method or a clear set of prior-
ities for settling them does not remove the necessity for making deci-
sions in such cases. When faced with conflicting and incommensurable
claims we still have to do something — even if it is only to do nothing.
(Nagel, 1979b, S. 180)

Vielmehr gilt, dass praktische Probleme unbedingt klarende Ent-
scheidungen erfordern, um gesetzte Ziele zu erreichen. Wenn diese
auf rein theoretischer Ebene nicht zu finden sind, sind sie dann in
Verbindung mit praktischen Uberlegungen méglich? Dieser Gedan-
ke liegt Ansitzen zugrunde, die eine pragmatische Ausrichtung in
der Bewiltigung echter moralischer Dilemmata propagieren.?’® Die
pragmatische Ethik als normative Theorie besagt dabei, dass zur
Entscheidung herangezogene moralische Griinde durch ihre Sach-
bezogenheit legimitiert werden.?%° Sie abstrahiert von theoretischen

207 Beispielhaft beméngelt Gowans (1994, S.132) das Fehlen genereller Strategien
bei Konflikten zwischen Verantwortungspflichten; es miissten vielmehr stets
Einzelfallbetrachtungen stattfinden, die die Besonderheiten der interpersonel-
len Beziehungen zwischen Verantwortungstragern berticksichtigen.

208 Die Definition von >pragmatisch< im Worterbuch der philosophischen Begriffe
lautet: »1. Zum Handeln beféhigt, praktisch, der Praxis dienend, 2. der Wohl-
fahrt, dem allg. Nutzen dienend« (Regenbogen & Meyer, 2013, S. 518).

209 Die Bezeichnung >pragmatisch¢, wie sie im Kontext der Argumentation dieser
Forschungsarbeit verwendet wird, ist ausdriicklich nicht auf den sprachphi-
losophischen Begrift der Pragmatik bezogen, der die Theorie sprachlichen
Handelns beschreibt.
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Analysen und orientiert sich wesentlich an den Besonderheiten des
jeweiligen Anwendungskontextes, indem sie diszipliniibergreifend
und situativ abwégt.?'© Zur Bedeutung des Begriffs >pragmatisch¢
existieren verschiedene Interpretationen. Eine der prominentesten
stammt von Jirgen Habermas, der den Kern pragmatischer Ethik
als wertorientierte Zweckrationalitdt versteht. Im Rahmen seiner
Erlduterungen zur Diskursethik (1991a) differenziert Habermas zwi-
schen moralischen, ethischen und pragmatischen Pragungen der
Frage >Was soll ich tun?. >Pragmatisch< heifdt fiir ihn so viel wie
>wertorientiert zweckrationals, d. h. geeignet, ein bestimmtes Ziel zu
erreichen:

Je nach Problemstellung gewinnt also die Frage >Was soll ich tun?
eine pragmatische, ethische oder moralische Bedeutung. In allen Fillen
geht es um die Begriindung von Entscheidungen zwischen alternativen
Handlungsmoglichkeiten; aber pragmatische Aufgaben erfordern einen
anderen Typus von Handlungen, die entsprechenden Fragen einen an-
deren Typus von Antworten als ethische und moralische. Die wertorien-
tierte Abwédgung von Zwecken und die zweckrationale Abwégung von
verfiigbaren Mitteln dient der verniinftigen Entscheidung dariiber, wie
wir in die objektive Welt eingreifen miissen, um einen erwiinschten
Zustand herbeizufithren. (Habermas, 1991b, S. 108, Hervorh. i. Orig.)

Als methodische Mittel stehen im Hinblick auf pragmatische Aufga-
ben vor allem Abwégungen und Beobachtungen zur Verfiigung, um
geeignete Strategien zu finden, »die in einfachen Fillen die seman-
tische Form bedingter Imperative haben. Der imperativische Sinn,
den sie ausdriicken, ldfit sich als ein relatives Sollen verstehen.«
(Ebd., S.102, Hervorh. i. Orig.)?! Kompromisse sind ein inharentes
Merkmal ethisch-politischer Debatten, in deren Zuge es zu einer
»Kldrung einer kollektiven Identitit [kommt], die Raum lassen

210 Dies entspricht der von Raters (2013, S.378-379) skizzierten Ausdifferenzie-
rung der Angewandten Ethik in spezialisierte (Bereichs-)Ethiken wie die Tech-
nik- oder Medizinethik.

211 Die imperativische Zweckrationalitit gilt dabei nur so lange, wie die zugrunde-
liegenden Werte an sich nicht fragwiirdig sind: »Die Handlungsanweisungen
sagen, was man im Hinblick auf ein bestimmtes Problem tun >soll< oder tun
»>muf3<, wenn man bestimmte Werte oder Zwecke realisieren will. Sobald frei-
lich die Werte selber problematisch werden, weist die Frage: Was soll ich tun?
iiber den Horizont der Zweckrationalitat hinaus.« (Habermas, 1991b, S.102—
103)
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mup fiir die Mannigfaltigkeit individueller Lebensentwiirfe.« (Ebd.,
S.117) Auch jenseits von diskursethisch gepragten Konzeptionen
sind pragmatische Ansitze vertreten. So entwickelt beispielsweise
Christoph Hubig (1999), motiviert durch das verstarkte Hervortre-
ten eines ethischen Pluralismus einerseits und als kritische Ausein-
andersetzung mit Habermas andererseits, eine pragmatisch-proviso-
rische Moral in der Tradition der Klugheitsethik, die auf >letztbe-
griilndende« Regeln verzichtet und stets den Einzelfall in den Blick
nimmt.

Ohne sich auf eine bestimmte Interpretationsweise festlegen zu
wollen, bedeutet >pragmatisch« bezogen auf die praktische Problem-
stellung dieser Forschungsarbeit in jedem Fall nicht zwangslaufig
>politisch<, auch wenn es um Fragen von kollektivem Interesse
geht. Wie in Kap. 4.2.2 anhand der Positionen von Brdndle und
Schmidt (2021), Himmelreich (2018) und Keeling (2020) bereits dis-
kutiert wurde, erweist sich die Gestaltung von Unfallalgorithmen
durchaus als politisches Problem, das jedoch nicht véllig losgelost
von ethischen Betrachtungen zu bewiltigen ist. Vielmehr gehen ethi-
sche Begriindbarkeit und gesellschaftliche Akzeptanz hier Hand in
Hand, die Ethik geht der Politik quasi voraus: »Ethics is not being
recommended as a decision procedure, but as an essential resource
for making decisions.« (Nagel, 1979b, S.186). Eine pragmatische
Ausrichtung intensiviert diese in der Konstitution einer 6ffentlichen
Vernunft miindende Verbindung schliefllich durch das Setzen eines
gemeinsamen, praxisdienlichen Orientierungsziels.

Auch tatsdchlich beobachtbares Verhalten deutet darauf hin, dass
wir in alltdglichen Situationen tatsdchlich oft intuitiv pragmatisch
handeln, auch wenn wir grundsétzlich die absolute Nicht-Verre-
chenbarkeit spezifischer Pflichten anerkennen. In konkreten Kon-
fliktsituationen riumen wir anderen Uberlegungen Prioritit ein,
obwohl wir dem menschlichen Leben einzigartigen und absoluten
Wert zuschreiben (vgl. Statman, 1995, S.80). So lassen wir uns als
Autofahrer wider besseres Wissen um die Gefahren leicht ablenken,
um beispielsweise Nachrichten auf dem Mobiltelefon zu lesen, und
nehmen auf diese Weise ein hohes Unfallrisiko in Kauf. In diesen
Féllen suggeriert »absolut« also gerade nicht, dass das entsprechen-
de moralische Gebot niemals iberwunden werden kann, sondern
lediglich, dass mit einer Zuriickweisung verbundene Verluste nicht
vollstindig kompensiert werden konnen und daher stets bedauerns-
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wert sind (vgl. ebd., S.82). Wenn es darum geht, zwischen Grund-
rechtsverletzungen abzuwégen, stellt z. B. der Grundsatz der Propor-
tionalitdt ein zentrales inhaltliches Kriterium nach pragmatischer
Lesart dar.?!?

5.4.3 Zwischenergebnis: Argumentative Relevanz der metaethischen
Analyse

Die Ergebnisse dieses fiinften Kapitels haben in zweierlei Hinsicht
eine grofle Bedeutung fiir die Gesamtargumentation des Buches.
Zum einen wurde offengelegt, dass sich auch aus der metaethischen
Struktur des zugrundeliegenden Entscheidungsproblems offene Fra-
gen dahingehend ergeben, wie die Problematik der Nicht-Verre-
chenbarkeit spezifischer deontologischer Pflichten aus theoretisch-
formaler Sicht bewiltigt werden kann. Vor diesem Hintergrund
wird ein tieferes Verstindnis der Problemstellung moralischer Un-
falldilemmata ermdglicht, aus dem sich eine ganzheitliche Perspekti-
ve ableiten ldsst, die im bisherigen Forschungsdiskurs weitgehend
unberiicksichtigt geblieben ist. Es wurde argumentiert, dass poten-
zielle Strategien zur Bewiltigung von Unfalldilemmata durch die
metaethische Struktur derselben dahingehend limitiert werden, dass
sie sich nur pragmatisch entscheiden lassen, i. e. dass sie anhand
ihrer Einbettung in praktische gesellschaftliche Kontexte evaluiert
werden miissen. Letztere sind, wie in Kap. 4.2 gezeigt, wesentlich
durch eine gesellschaftlich-soziale Dimension sowie risikobehaftete

212 Auch wenn in dieser Forschungsarbeit ausdriicklich auf ethischer Basis argu-
mentiert wird, kann an dieser Stelle ein Blick auf den verwandten Diskurs
verfassungsrechtlicher Abwégungen von Grundrechten zunéchst hilfreich sein,
um sich den komplexeren (meta-)ethischen Ansitzen anzundhern. Grundrech-
te sind zwar vorbehaltlos, aber nicht schrankenlos gewéhrleistet; zum Schutz
individueller Freiheit und 6ffentlicher Interessen miissen sie (begriindet) ein-
schrénkbar sein, wenn z. B. Grundrechte kollidieren. Jedes Grundrecht verfiigt
tiber spezifische immanente Schranken, durch die Eingriffe in Form verfas-
sungsmafliger Gesetze wirksam werden konnen. Verfassungsrechtlich gerecht-
fertigt sind Grundrechtseingriffe aufgrund von Abwiagungen dann, wenn sie
verhiltnismaflig sind. Das hier implizierte Konzept der Verhiltnisméfigkeit
umfasst die Grundsitze der Geeignetheit, Erforderlichkeit und Verhaltnisma-
Rigkeit im engeren Sinne. Letzteres wird auch als Proportionalitit bezeichnet
und erfordert, dass Ziel und Schwere eines Eingriffs in einem angemessenen
Verhiltnis stehen, i. e. zumutbar sind (vgl. Degenhart, 2023).
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Entscheidungen geprégt. Um derartige Dilemmata entscheiden zu
kénnen, sind Abwidgungen unumginglich, die dem theoretischen
Problem gerecht werden, zugleich aber auch der (praktischen) Sache
dienen. Das in Kap. 4 erarbeitete Argument, welches die erste These
der Forschungsarbeit stiitzt, wird auf diese Weise vervollstandigt.

Zum anderen wurde erdrtert, dass das Fehlen systematischer Stra-
tegien fiir unlosbare Konflikte zwischen inkommensurablen Werten
bedeutende Implikationen fiir eine ethische Auseinandersetzung
mit der Gestaltung von Unfallalgorithmen hat. Die Problematik be-
wegt sich im Spannungsfeld zwischen der formalen Unlosbarkeit
einerseits und der praktischen Notwendigkeit einer Regulierung
andererseits; begriindbare Entscheidungsstrategien miissen beiden
Aspekten Rechnung tragen. Die Sachbezogenheit auf die Spezifika
von Dilemma-Szenarien ist dabei der entscheidende Blickwinkel,
von dem ausgehend offene Fragen im Sinne eines pragmatischen
Ansatzes beantwortet werden konnen. Letzterer impliziert u. a. eine
explizite ethische Auseinandersetzung mit dem Unsicherheitsaspekt
hinsichtlich tatséchlich zu erwartender Schdden, der in diesem Buch
im Fokus steht. Eine solche kann die Risikoethik leisten, welche
sich mit der moralischen Bewertung unsicherer Handlungsfolgen
beschiftigt und im weiteren Verlauf der Forschungsarbeit als alterna-
tiver Problemzugang zur Thematik moralischer Dilemma-Szenarien
vorgeschlagen wird. Hierbei liefern die Ergebnisse des fiinften Ka-
pitels ein entscheidendes Puzzleteil zur Vorbereitung der zweiten
These, die besagt, dass sich auf der Grundlage einer risikoethischen
Interpretation zentrale Fragen des Anwendungsproblems kldren und
neue Entscheidungsperspektiven entwickeln lassen. Eine solche wird
im nun folgenden dritten Teil des Buches prasentiert.
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I1.
Risikoethische Auseinandersetzung:
Entwurf eines alternativen
Problemzugangs

In diesem dritten Teil des Buches wird auf der Basis der bishe-
rigen Ergebnisse schliefSlich ein alternativer Zugang zum Anwen-
dungsproblem entworfen. Im Zuge einer risikoethischen Auseinan-
dersetzung mit der spezifischen Problematik von Unfallalgorithmen
wird das vierte Teilziel der Forschungsarbeit realisiert. Dabei liegt
die zweite These zugrunde, dass sich im Rahmen eines risikoethi-
schen Zugangs bis dato ungeklirte, zentrale ethische Fragen kla-
ren lassen, die, gemafd der ersten These, unter bisher dominanten
Forschungszugéngen offengeblieben sind. Zudem versteht sich der
vorgelegte risikoethische Entwurf als Antwort auf die metaethische
Darstellung aus Kap. 5, derzufolge sich pragmatische Entscheidungs-
strategien fiir Unfalldilemmata als vielversprechend herausgestellt
haben. Beide Aspekte werden im Folgenden zusammengefiihrt, um
normative Implikationen fiir neue, risikoethisch-basierte Entschei-
dungsperspektiven zu ermitteln.

In Kap. 6 werden zunichst historische, begriffliche und konzep-
tionelle Grundlagen gelegt und reflektiert, die fiir das Verstandnis
der erarbeiteten risikoethischen Darstellung essenziell sind. Zu die-
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sem Zweck erfolgt in Kap. 6.1 eine systematische wissenschaftliche
Einordnung der Risikoethik als Teilgebiet der Angewandten Ethik,
das sich mit der moralischen Bewertung von Handlungen beschf-
tigt, die hinsichtlich ihrer Folgen risikobehaftet sind. Ausgehend von
einem Abriss der historischen Evolution der Risikoethik als Synthese
verschiedener Diskurse der Risikoforschung wird die Frage nach
der Zuléssigkeit von Risikoiibertragungen als eigenstidndiges Prob-
lem der Moraltheorie begriindet. In Kap. 6.2 werden risikoethische
Grundbegriffe erldutert sowie verschiedene Risikosituationen und
-konstellationen systematisch vorgestellt, auf die im weiteren Verlauf
des dritten Teils zuriickgegriffen wird. Es werden Grundfragen und
Problemfelder der Risikoethik motiviert und kategorisiert. Darauf
aufbauend werden die Grundziige einer rationalen Risikopraxis,
die eine Verzahnung von Risikoethik und Risikopolitik darstellt, in
Kap. 6.3 geschildert. Zentrale risikopraktische Paradigmen und Ent-
scheidungsprinzipien werden iiberblicksartig skizziert und kritisch
beleuchtet. AnschliefSend wird vor dem Hintergrund der ethischen
Kritik an einer konsequentialistischen Grundorientierung verdeut-
licht, weshalb eine rationale Risikopraxis angesichts der spezifischen
Problematik von Unfallalgorithmen unglaubwiirdig erscheint.

In Kap. 7 werden schliefilich die Grundziige einer risikoethischen
Auseinandersetzung systematisch entwickelt, die - verstanden als
Skizze einer kohdrenten Risikopraxis — einen alternativen Zugang
zum Anwendungsproblem ermdéglicht. Einfithrend wird in Kap. 7.1
die Frage nach der Zuldssigkeit risikobehafteter Handlungen im
Spannungsfeld zwischen Risikoakzeptanz und Risikoakzeptabilitét
verortet. Es werden Ansétze bisheriger Forschung evaluiert, die
sowohl implizit als auch explizit risikoethisch vorgehen. Bezugneh-
mend auf die dabei identifizierte Forschungsliicke werden Gegen-
stand und Ziele des im Folgenden vorgelegten risikoethischen Ent-
wurfs eruiert. Kap. 7.2 préasentiert eine Analyse der spezifischen Ri-
sikokonstellationen, welche in Dilemma-Szenarien des autonomen
Fahrens denkbar sind und auf einer Interpretation von Unfallalgo-
rithmen als risikoethisches Verteilungsproblem beruhen. Diese wer-
den anhand zentraler risikoethischer Konzepte und etablierter Kri-
terien der Risikoakzeptabilitat kritisch diskutiert, bevor schliefSlich
zugunsten einer deontologischen Perspektive argumentiert wird. In
Kap. 7.3 werden nach dem Vorbild der Konzeption einer kohérenten
Risikopraxis von Nida-Riimelin et al. (2012) sodann die Eckpfeiler
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einer deontologischen Risikoethik fiir Unfalldilemmata entworfen.
Dabei lassen sich normative Implikationen freilegen, die den Ge-
staltungsauftrag ethischer Unfallalgorithmen als risikoethisches Op-
timierungsproblem adressieren, dem durch deontologische Grenz-
kriterien unverhandelbare Beschrankungen auferlegt sind.
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6. Theoretische Grundlagen, begriffliche
Reflexion und Ziele einer Risikoethik fiir
Unfalldilemmata

6.1 Systematische wissenschaftliche Einordnung der Risikoethik

Kontingente Folgen stellen einen der zentralen Ausgangspunkte der
Risikoforschung dar. Diese ist in vielerlei Hinsicht eine »Grenzwis-
senschaft« (Bohle & Pohl, 2014); sie bewegt sich im Spannungsfeld
von dem, was wir wissen, und dem, was wir nicht sicher oder gar
nicht wissen (konnen). Dabei stellt sie sich komplexen Fragen, die
die Grenzen wissenschaftlicher Disziplinen aus empirischen Wissen-
schaften einerseits und Geisteswissenschaften andererseits transzen-
dieren. Die inhédrente Interdisziplinaritat vor allem praktischer Risi-
kofragen ist fiir eine definitorische Vielfalt verantwortlich, in deren
Rahmen Begriffe und Konzepte vor dem Hintergrund der Methoden
und Weltsichten der jeweiligen Disziplinen interpretiert werden. Der
fiir die Fragestellung dieser Arbeit relevante Risikobegriff bewegt
sich an der Schnittstelle von sozialwissenschaftlichem, technischem
und ethischem Risikodiskurs. Als Einfithrung in die risikoethische
Perspektive, die in diesem dritten Teil des Buches entwickelt wird,
soll daher im Folgenden zunichst der Zusammenhang zwischen
diesen dreien kurz skizziert werden. Dabei wird auf Forschungslite-
ratur aus der Angewandten Ethik, aber auch der Soziologie sowie
den Rechts- und Technikwissenschaften zuriickgegriffen. Es stehen
jene Aspekte im Fokus, die als Grundlage fiir den zu entwickelnden
risikoethischen Entwurf relevant sind.

6.1.1 Sozialwissenschaftlicher und sozio-technischer Diskurs

Das Leben in modernen Gesellschaften ist geprdgt durch ein Netz-
werk von Abhidngigkeiten und das Zusammenwirken komplexer
sozialer, 6konomischer und Okologischer Systeme. Das Ergebnis

265

hitps://dol.org/10.5771/9783495992043 - am 18.01.2026, 18:20:13. https://www.inllbra.com/de/agb - Open Access - T EEm—=


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

6. Theoretische Grundlagen, begriffliche Reflexion und Ziele einer Risikoethik

unserer Handlungen wird durch viele Faktoren bestimmt, die sich
oftmals nicht voraussehen lassen. Analog zum gesellschaftlichen
Wandel durch transformative Krifte wie die fortschreitende Globali-
sierung und Digitalisierung erlebt auch der sozialwissenschaftliche
Risikodiskurs eine Dynamik, in der zentrale Begriffe wie >Sicher-
heit<, >Unsicherheit< und >Risiko« stetig neu zu definieren sind. Das
moderne Sicherheits- und Risikoverstindnis, das in Deutschland
seine Urspriinge in den 1980er-Jahren hat, ist bestimmt von einer
breiten gesellschaftlichen Verunsicherung. Diese ist einerseits auf
den Einfluss allgegenwirtiger Grofirisiken auf das alltigliche Leben
und andererseits auf eine grundlegende Unsicherheit hinsichtlich
der Folgen eigener Handlungen zuriickzufithren (vgl. Lippert et al.,
2013). In seinem prominenten Buch Risikogesellschaft. Auf dem Weg
in eine andere Moderne, das 1986 kurz nach der Atomreaktorkata-
strophe von Tschernobyl erschien und als Klassiker der modernen
Soziologie gilt, beschreibt der Soziologe Ulrich Beck einen radikalen
Bruch als Kennzeichen der Moderne. Durch den wachsenden (tech-
nischen) Fortschritt sieht sich die Industriegesellschaft zunehmend
bedrohlichen Risiken ausgesetzt, die statusunabhéngig alle Individu-
en betreffen:

In der fortgeschrittenen Moderne geht die gesellschaftliche Produktion
von Reichtum systematisch einher mit der gesellschaftlichen Produkti-
on von Risiken. [...] Die Verteilungsprobleme und -konflikte der Man-
gelgesellschaft [werden] tiberlagert durch die Probleme und Konflikte,
die aus der [...] Verteilung wissenschaftlich-technisch produzierter Risi-
ken entstehen. (Beck, 1986, S. 25)

Die moderne Gesellschaft ist im Wesentlichen eine Risikogesell-
schaft. Ausgehend von einer kritischen Auseinandersetzung mit
Becks Thesen verzeichnet die sozialwissenschaftliche Risikofor-
schung der Gegenwart eine zunehmende Hinwendung zu einem kul-
tursoziologischen Risikokonstruktivismus (vgl. Krohn & Kriicken,
1993), der auf einem Verstandnis von Sicherheit und Unsicherheit als
»gesellschaftliche Konstruktionen« (Bonf3, 1997, S.21) fufit.2?® Seit

213 Die zentrale Reflexion des sozialwissenschaftlichen Risikodiskurses bewegt
sich im Spannungsfeld zwischen risiko-objektivistischen und risiko-konstruk-
tivistischen Positionen. Ein Meilenstein in diesem Kontext ist die Monografie
von Douglas und Wildavsky (1983). Allerdings lasst sich weder die objektivis-
tische noch die konstruktivistische Position final theoretisch kliren, weshalb
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seiner Initiierung erfahrt der sozialwissenschaftliche Risikodiskurs,
in dessen Rahmen die Kldrung der Konzepte >Sicherheit< und >Ri-
siko< sowohl als soziologisches als auch sozialpolitisches Problem
betrachtet wird, eine kontinuierliche Politisierung. Gegenwirtige
Debatten sind zudem stark techniksoziologisch gepragt (vgl. Nasse-
hi, 2019). Dominiert wird die Risikoforschung durch das sogenannte
psychometrische Paradigma, welches auf der Annahme beruht, dass
Risiken subjektiv sind und ihre Wahrnehmung mit qualitativen Ge-
fahrenmerkmalen verkniipft ist.2!* Fiir den Psychologen Paul Slovic
sind Risiken subjektive, soziale Konstrukte:

One of the most important assumptions [...] is that risk is inherently
subjective. Risk does not exist >out there, independent of our minds
and cultures, waiting to be measured. Human beings have invented the
concept risk to help them understand and cope with the dangers and
uncertainties of life. There is no such thing as >real risk< or >objective
risk«. (Slovic, 1992, S. 119)

In den Technikwissenschaften hingegen steht der Begriff des Risi-
kos im Kontext der Sicherheitstechnik. Er bezeichnet eine nume-
rische, stochastisch ermittelte Kennzahl, die das Gefahrenausmafd
quantifiziert, welches von einem technischen System als Ganzes
ausgeht. Die dominierende technische Zielgrof3e ist dabei der Erwar-
tungswert: Risiko ist definiert als das Produkt aus der Eintrittswahr-
scheinlichkeit eines Schaden verursachenden Ereignisses und dem
zu erwartenden Schadensausmafl. Da vollige Risikovermeidung ein
utopisches Ziel darstellt, impliziert der technische Sicherheitsbegriff,
dass jedes System eine Restgefahr birgt, wobei das Risiko unter dem
Grenzrisiko liegt. Dieses wiederum gibt das maximal vertretbare Ri-
siko an und wird meist implizit durch Richtlinien und spezifische si-
cherheitstechnische Regeln definiert. Fiir den Kontext dieser Arbeit
greift insbesondere die Norm ISO 26262, die Anforderungen an die

sich pragmatische Ansitze derzeit auf dem Vormarsch befinden (vgl. Krohn
& Kriicken, 1993). Fur traditionelle Grundpositionen des sozialwissenschaft-
lichen Risikodiskurses siehe z. B. Bechmann (1993), Bonf3 (1996), Nassehi
(1997a,1997b, 1997¢) und Luhmann (1991b).

214 Das psychometrische Paradigma hat durch seine empirisch-quantitative Aus-
richtung und die Verwendung multivariater statistischer Verfahren zur Analyse
kognitiver Urteilsstrukturen die Risikosoziologie nachhaltig beeinflusst. Zur
psychometrischen Methode siehe z. B. Jungermann und Slovic (1997), Rohr-
mann und Renn (2000) sowie Slovic (1992).
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funktionale Sicherheit von Fahrzeugen stellt. Ein sicherer Zustand
im Sinne dieser Norm liegt dann vor, wenn sich das System in einem
Betriebsmodus befindet, in dem kein unzumutbares Risiko besteht,
d. h. dieses unterhalb einer gesellschaftlich akzeptierten Schwelle
liegt (vgl. International Organisation for Standardisation, 2018, Teil
I, 1.102 bzw. 136; Reschka, 2015, S. 490-496).

6.1.2 Von der Technikanalyse zur Technikbewertung:
Technikfolgenabschdtzung und technikethischer Diskurs

In den letzten vierzig Jahren hat die Risikoforschung insbesondere
in Bezug auf technologiegetriebene Risiken Fahrt aufgenommen.
Die zunehmende gesellschaftliche Durchdringung mit Grofdtechno-
logien bringt qualitativ neuartige Risiken mit sich, die diverse Diszi-
plinen vor komplexe Herausforderungen stellen.?'> Ausgelost durch
eine zunehmende Technikkritik im Zuge des eingelduteten Endes
des Fortschrittsglaubens beginnen theoretische Reflexionen iiber
Technik im letzten Drittel des 20. Jahrhunderts iber die Grenzen
traditioneller Ingenieurwissenschaften hinauszureichen und Geistes-
und Sozialwissenschaften in einen offentlichen Diskurs einzubezie-
hen (vgl. Ott, 2005, S. 576-577; Ropohl, 1996, S. 24). Wahrend infor-
melle Technikbewertung durch Einzelne schon seit der friihesten
Verwendung technischer Artefakte stattfindet, kam im Zusammen-
hang mit der Neuorientierung der Risikoforschung auch das Bediirf-
nis nach formellen und systematischen Vorgehensweisen auf (vgl.
Ropohl, 1996, S.160-164). Die Bewertung von Technikfolgen bildet
seitdem den thematischen Schwerpunkt der Technikbewertung, die
sich zunéchst in Form der Technikfolgenabschatzung (TFA) organi-
siert hat. Diese ldsst sich als heterogenes Forschungsfeld charakte-
risieren, das an der Schnittstelle von Techniksoziologie und -philo-
sophie liegt und primér sozialphilosophische Diskurse zum Gegen-
stand hat. Ziel der TFA ist es, politische Handlungsempfehlungen
oder Richtlinien fiir die Vermeidung von Risiken einerseits und

215 Konstitutive Faktoren fiir diese Entwicklung sind u. a. Globalisierung, Kom-
plexitat, Ausmaf}, Irreversibilitdit und Langzeitwirkungen von Risiken (vgl.
Banse, 1996, S. 33).
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die effektive Nutzung der Potenziale neuer Technik andererseits zu
entwickeln.?!6

Neben ingenieurwissenschaftlichen Herausforderungen in der
Implementierung sicherer Systeme und der Analyse von deren so-
ziologischen Effekten treten zunehmend auch ethische Fragen in
den Vordergrund: Sind die Veranderungen, die durch technische
Innovation entstehen, tatsdchlich wiinschenswert? Sollen wir alles,
was technisch méglich ist, auch umsetzen? Wie kann eine Balance
zwischen technikinduzierten Vorteilen und Risiken geschaffen wer-
den? Fragen der Risikoakzeptabilitdt beinhalten ethische Werturteile
und konnen nicht allein auf der Basis von Zahlen entschieden wer-
den (vgl. Hansson, 1993). Das Spannungsfeld zwischen Fortschritts-
zielen und nicht-intendierten Folgen generiert eine grundlegende
Technikambivalenz, die es notwendig macht, moderne Technik auch
aus ethischer Sicht einer kritischen Bewertung zu unterziehen (vgl.
Jonas, 1993, S. 81-82).

Die Auseinandersetzung mit moralischen Fragen, die sich im
Zuge der Entwicklung, des Gebrauchs und der Entsorgung neuer
Technologien stellen, steht im Zentrum der Technikethik. Deren
Urspriinge in Deutschland lassen sich zuriickverfolgen in die 1960er-
Jahre. Im Zuge der sogenannten Technokratiedebatte (vgl. z. B. Ha-
bermas, 1968; Schelsky, 1961) befassten sich Sozialwissenschaftler
und Philosophen erstmals mit normativen Fragen der Technik, be-
vor der Diskurs in den 1970er-Jahren im Zuge der 6kologischen Be-
wegung schlieSlich an Intensitdt zunahm.?"” Die moderne Techniket-
hik betrachtet Technik nicht langer als isolierte Artefakte, sondern
begreift sie als integralen Bestandteil einer Gesellschaft, als Teil ei-
nes sozio-technischen Zusammenhangs (vgl. Ropohl, 1979).28 Thren
endgtiltigen Durchbruch erlebte die Technikethik infolge der viel

216 Zur systematischen Einfithrung in die TFA siehe Grunwald (2002).

217 Zur Einfithrung in Definition, Gegenstandsbereich, historische Entwicklung
und Bewertung der Technikethik siehe Grunwald (2013, S.3-8, 2016, S.26).
Fir traditionelle Grundpositionen der Technikethik siehe Hoffe (1993), Lenk
und Maring (1998), Lenk und Ropohl (1987), Ott (2005), Ropohl (1996) sowie
Skorupinski und Ott (2000).

218 Als zentrales konstitutives Element in der Begriindung und Herausbildung
der Technikethik als wissenschaftliches Teilgebiet ist die Zuriickweisung der
Wertneutralitdtsthese zu nennen. Diese galt noch bis in die 1990er-Jahre und
besagt, dass Technik an sich wertneutral ist und sich moralische Probleme
erst aus ihrem Gebrauch ergeben (vgl. Grunwald, 2013, S.2). Mit der zuneh-
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beachteten Technikkritik von Hans Jonas aus dem Jahre 1979, dessen
ethisches Hauptwerk Das Prinzip Verantwortung als erste umfassen-
de philosophische Antwort auf die Gefahren der modernen Technik
gilt. In seinem wirkungsmachtigen Entwurf einer >Zukunftsethik«
riickt er die Bedeutung langfristiger Folgen von Technik und damit
die Notwendigkeit eines nachhaltigen Handelns in den Blick. Dabei
betont er, dass technische Machbarkeit einen tiefgreifenden Wider-
spruch zu ethischer Vertretbarkeit darstellt:

Der endgiiltig entfesselte Prometheus, dem die Wissenschaft nie ge-
kannte Krifte und die Wirtschaft den rastlosen Antrieb gibt, ruft nach
einer Ethik, die durch freiwillige Ziigel seine Macht davor zuriickhalt,
dem Menschen zum Unheil zu werden. [...] Keine tiberlieferte Ethik
belehrt uns daher tiber die Normen von >Gut« und >Béses, denen die
ganz neuen Modalititen der Macht und ihrer méglichen Schépfungen
zu unterstellen sind. Das Neuland kollektiver Praxis, das wir mit der
Hochtechnologie betreten haben, ist fiir die ethische Theorie noch ein
Niemandsland. [...] Was kann als Kompaf3 dienen? Die vorausgedachte
Gefahr selber! (Ebd., S.7)

In der Folge reifte das Verstindnis, dass der Technikethik eine nor-
mative Orientierungs- und Gestaltungsfunktion auch in frithen Pha-
sen der Technologieentwicklung zukommen muss; die Techniket-
hik darf nicht linger nur »Reparaturethik« (Mittelstraf3, 1991) sein.
In diesem Sinne diskutiert sie einerseits spezielle Fragestellungen
aus menschlichen Handlungskontexten, wobei sie in einer pragmati-

menden Komplexitit technischer — vor allem autonomer - Systeme ist die
Werthaltigkeit von Technik allerdings neu zu hinterfragen (vgl. Hubig, 1993,
S.21). Dazu Ropohl (1996, S.159): »Herstellung und Verwendung technischer
Sachsysteme setzen sich [...] aus einer Vielzahl von menschlichen Handlungen
zusammen, und menschliches Handeln ist immer an Zielen orientiert, die
letzten Endes auf Werte Bezug nehmen.« Technische Systeme sind nicht lan-
ger nur Werkzeuge, sondern transportieren immer Werte, beispielsweise die
soziale oder 6kologische Vertraglichkeit bzw. Robustheit, Privatsphire - oder
sie besitzen regulativen Charakter. Dadurch gestalten sie unsere menschlichen
Lebensformen aktiv mit (vgl. Grunwald, 2016, S.27-28; Hubig, 1993, S.55-
58). Im Kontext des Forschungsfelds Values in Design »werden Artefakte und
Technologien als inhérent moralisch vorprogrammiert verstanden, insofern sie
bestimmte moralische Werte und Normen fordern oder behindern.« (Simon,
2016, S. 359) Nach Brey (2010) konstituieren Werte sozio-technische Realitaten,
die sich durch Freiheitsgrade in der Nutzung eine gewisse Flexibilitdt bewah-
ren.
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schen Relation zu praktisch auftretenden Problemen steht und daher
als Teilbereich der Angewandten Ethik zu sehen ist. Gegenwirtig
werden technikethische Diskurse vor allem in den Kontext von poli-
tik- und sozialwissenschaftlichen Fragen gestellt:

Im wissenschaftlich-technischen Fortschritt werden neue Handlungs-
optionen entwickelt und Eingriffsméglichkeiten des Menschen verfiig-
bar gemacht, wodurch vielfach ethische Fragen aufgeworfen und tradi-
tionelle Selbstverstandlichkeiten aufgelost werden. Aufgabe der Techni-
kethik ist es, die normativen Hintergriinde dieser Fragen in der Gestal-
tung des wissenschaftlich-technischen Fortschritts und im Umgang mit
seinen Folgen nach Mafistaben rationaler Argumentation zu rekonstru-
ieren, um auf diese Weise zu ethisch reflektierten und verantwortbaren
Entscheidungen beizutragen. (Grunwald, 2016, S. 25)

Andererseits widmet sich die Technikethik ebenso Fragen aus dem
Gegenstandsbereich der allgemeinen Ethik, wobei sie in diesem
Sinne eher eine hermeneutische Aufkldrungsfunktion innehat, die
ethischen Strategien fiir konkrete Anwendungskontexte vorausgeht
(vgl. Grunwald, 2013, S. 3-4).21

Der gegenwirtige wissenschaftlich-technische Fortschritt wird
von einer stetigen Erweiterung der Grenzen des menschlichen
Macht- und Handlungsbereichs begleitet. Mit wachsenden Eingriffs-
moglichkeiten steigt jedoch auch die Entscheidungsnotwendigkeit
dort, wo der Mensch {iber wenig oder unzureichendes Wissen ver-
tiigt. Spatestens seit Hans Jonas™ philosophischem Meilenstein der
Technikethik ist die Bedeutung kontingenter und langfristiger Fol-
gen von Technik und damit die Notwendigkeit eines nachhaltigen
Handelns ins gesellschaftliche Bewusstsein vorgedrungen:

Eben diese UngewifSheit nun aber, welche die ethische Einsicht fiir
die [...] Zukunftsverantwortung unwirksam zu machen droht und na-
tirlich nicht auf die Unheilsprophetie beschrankt ist, muf selber in die
ethische Theorie einbezogen und in ihr zum Anlaf eines neuen Grund-
satzes genommen werden, der nun seinerseits als praktische Vorschrift
wirksam werden kann. Es ist die Vorschrift, primitiv gesagt, dafl der
Unbheilsprophezeiung mehr Gehor zu geben ist als der Heilsprophezei-
ung. (Jonas, 1979, S.70)

219 In diesem Sinne setzt sich die Technikethik mit anthropologischen, natur-
und technikphilosophischen Fragen auseinander, die technikinduzierte Veran-
derungen des menschlichen Selbstverstindnisses oder allgemeine Folgen einer
zunehmenden Technologisierung der Gesellschaft beriihren.
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Die in diesem Kontext in den Vordergrund getretene Technikethik
nimmt eine antizipative Ausrichtung ein, indem sie sich der proak-
tiven Gestaltung von Technik verschreibt. In diesem Sinne muss
sie sich neben gewiinschten Effekten auch mit nicht-intendierten
Folgen befassen, welche ex ante mit Unsicherheiten behaftet sind
(vgl. Grunwald, 2013, S. 5); auch eine »Beurteilung des Nichtwissens
[muss] in die Folgendiskussion einflieflen« (Decker, 2013, S.37).
Wie Hohn (1996, S.29) konstatiert, werden »Technikdebatten [...]
heute durchgingig als Risikodebatten gefiihrt, in deren Zentrum
Fragen der technisch-6kologischen Selbstgefahrdung moderner Ge-
sellschaften stehen.« Treten die Folgen einer Handlung nur noch
mit gewisser Wahrscheinlichkeit ein, sind sie kontingent und es
reicht nicht mehr aus, die entsprechende Handlung allein anhand
ihrer Konsequenzen oder ihrer zugrundeliegenden Motivation zu
bewerten. Rehmann-Sutter (1998, S.48) fasst treffend zusammen:
»Das Zufiigen eines Schadens hat die Wirklichkeit des Schadens zur
Folge; das Auferlegen eines Risikos hat die Moglichkeit des Schadens
zur Folge.«

Angesichts kontingenter Handlungsfolgen ist es notwendig, Kants
ethische Grundfrage >Was soll ich tun?« umzuformulieren: >Welchen
Risiken darf ich mich und andere aussetzen?<«. Der Versuch, die Fra-
ge nach der Zuléssigkeit von Risikoiibertragungen unter diejenige
nach erlaubten direkten Schiadigungen zu subsumieren, ist jedoch
weder pragmatisch plausibel noch moraltheoretisch gerechtfertigt.
Zwei ausgewihlte Argumente aus der einschldgigen risikoethischen
Literatur verdeutlichen dies. So geht Thomson (1985a, S.127) zu-
néchst von der positiven Formulierung erlaubter Handlungen aus:
Wenn es gerechtfertigt ist, einer Person einen Schaden direkt zuzu-
fugen, dann ist es auch gerechtfertigt, sie einem entsprechenden
Schadensrisiko auszusetzen. Auch wenn diese Faustregel schliissig
erscheint, so ist sie doch wenig hilfreich, wenn es um das Verbot
bzw. die Zulassigkeit risikobehafteter Handlungen geht. Denn um
mit ihrer Hilfe eine Aussage tiber Risikotibertragungen treffen zu
kénnen, miissten zunédchst die Bedingungen definiert werden, unter
denen das Zufligen eines direkten Schadens erlaubt ist (vgl. Nida-
Rimelin et al., 2012, S.32). Dies stellt jedoch eine der schwierigs-
ten Fragestellungen in der Moraltheorie iiberhaupt dar. Auch die
Argumentation von McCarthy (1997, S.205-208) legt nahe, dass
zwischen Problemstellungen hypothetischer und direkter Schiden
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strikt zu trennen ist. Er formuliert das Recht, keinen Schaden durch
andere zu erleiden, als separate (Schadens-)These. Im Rahmen einer
ausfithrlichen Diskussion, inwiefern infolge einer Risikotibertragung
die Pflicht zur Kompensation derselben besteht, zeigt er, dass beide
Thesen grundlegend verschiedene ethische Problemstellungen zum
Gegenstand haben:

[...] any plausible theory of rights will assign to us something at least
very much like the right that others not harm us. Call the claim that
we have exactly that right the Harm Thesis, and suppose it is correct.
Suppose I impose a risk of harm on you, and this causes you to be
harmed. I have thereby infringed your right that I not impose a risk
of harm on you, and I have also infringed that I not harm you. (Ebd.,
S.224)

Fiir den Fall, dass sich ein Schadensrisiko tatsichlich materialisiert,
wire der Verursacher demnach zur Kompensation beider Rechtsver-
letzungen verpflichtet, und damit zweifach. Das mutet unplausibel
an und deutet darauf hin, dass die Rechtsverletzung, die die Kom-
pensationspflicht begriindet, bereits in der Risikoexposition besteht.
Risikoiibertragungen und direkte Schiaden sind daher voneinander
unabhingige moralische Gegenstdnde.

Beide Argumente zeigen letztlich, dass die Frage nach der Zu-
lassigkeit von Risikoiibertragungen ein eigenstindiges Problem der
Moraltheorie begriindet, das nicht auf die moralische Bewertung di-
rekter Schdden riickfiihrbar ist. Derartigen Problemstellungen wid-
met sich die Risikoethik, die sich als Teilbereich der Angewandten
Ethik mit der moralischen Bewertung von unsicheren und risikobe-
hafteten Handlungen im Kontext gesellschaftlicher Risiken beschaf-
tigt. Thre Natur ist dabei inhdrent pragmatisch; im Hinblick auf
konkrete Anwendungsfragen setzt sie sich mit den ethischen Kri-
terien der Rechtfertigung zweckmaifliger Ansitze der Risikopraxis
auseinander. Sie konzentriert sich darauf, praktische Losungen und
Entscheidungen im Umgang mit Risiken zu finden, die uns auch
in komplexen Problemlagen handlungsfihig machen. Bei der Abwi-
gung von Schaden und Nutzen geht sie stets kontextbezogen und
interdisziplindr vor. Grundlage jeder risikoethischen Betrachtung ist
die Annahme, dass Handlungen, die in Risikosituationen zu einem
potenziellen Schaden fithren, dennoch ex ante moralisch zuldssig
sein konnen - ndmlich genau dann, wenn Umstdnde vorliegen, un-
ter denen es aus ethischer Sicht vertretbar oder gar wiinschenswert
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erscheint, ein spezifisches Risiko einzugehen. Um diese Umstinde
konkreter bestimmen zu konnen, werden im Folgenden zunichst
zentrale Begrifflichkeiten, Konzepte, Themen und Fragen erldutert,
die zum grundlegenden Handwerkszeug der Risikoethik zahlen.

6.2 Risikoethische Grundlagen und Begriffe

6.2.1 Risikoethische Grundbegriffe: Unsicherheit, Ungewissheit und
Risiko

Das Konzept des Risikos ist im Allgemeinen definiert durch zwei
Risikovariablen: Konsequenz und Eintrittswahrscheinlichkeit. In
den Diskursen der Risikoforschung wird der Begriff >Risiko< nicht
einheitlich gebraucht.??0 Vielen risikoethischen Abhandlungen wird
daher ein Uberblick iiber Begriffsdefinitionen und Verwendungs-
weisen des Risikokonzepts in relevanten Debatten vorangestellt.??!
Ebenso heterogen wie der Risikobegriff wird auch der Terminus
der Unsicherheit verwendet. Unsicherheit in Bezug auf Handlungs-
folgen ist zunédchst kein exklusives Merkmal von Risikosituationen,
denn aufgrund »der epistemischen und naturalen Unterbestimmt-
heit der Umweltbedingungen menschlicher Praxis« (Nida-Riimelin
et al,, 2012, S.9) ist die Zukunft immer unsicher. Doch wieso wird
Unsicherheit in manchen Entscheidungssituationen problematisiert
und in anderen nicht? Die Antwort liegt in der qualitativen Beschaf-
fenheit der jeweiligen Unsicherheit und ihren Implikationen fiir
die ethische Bewertung einer Handlung. Um diese systematisch zu
untersuchen, ist die Kldrung relevanter Begrifflichkeiten notwendig.

Ein hiufiger Ansatz zur Differenzierung von Risiko- und Unsi-
cherheitsbegriff stellt diese in eine hierarchische Relation zueinan-

220 Fir eine iiberblicksartige Darstellung verbreiteter Verwendungsweisen siehe
Hansson (2005, S. 7-8).

221 Die in diesem Unterkapitel skizzierten risikoethischen Grundlagen, theoreti-
schen Elemente sowie Termini und Begrifflichkeiten stiitzen sich im Wesent-
lichen auf die Darstellungen in deutschsprachigen Standardwerken der Risi-
koethik wie beispielsweise Nida-Riimelin (2005), Nida-Riimelin et al. (2012),
Nida-Riimelin und Schulenburg (2013) sowie Rath (2011).

274

18.01.2026, 18:2013. Er—


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

6.2 Risikoethische Grundlagen und Begriffe

der.222 So schlagt z. B. Harsanyi (1977a, S.320) vor, dass man Situa-
tionen, in denen unvollstindige Informationen iiber Eintrittswahr-
scheinlichkeiten vorliegen, als unsicher bezeichnen sollte. Liegen
hingegen ausreichend bekannte Wahrscheinlichkeiten vor, spricht
man von Risiko im Sinne messbarer Unsicherheit (vgl. Hansson,
2005, S. 8, 2009, S.426). Im Falle, dass die Informationen sowohl
tiber Eintrittswahrscheinlichkeiten als auch iiber Konsequenzen un-
vollstindig sind, liegt Ungewissheit vor (vgl. Rath, 2011, S. 24). Auch
Nida-Riimelin et al. (2012, S.9-10) entwerfen Unsicherheit als ein
Kontinuum epistemischer Zustinde in Bezug auf die Abschitzbar-
keit von Eintrittswahrscheinlichkeiten moglicher Folgen, das sich
zwischen zwei antonymen Extremen erstreckt: Auf der einen Seite
befindet sich das »reine Risiko«, bei dem exakte Erwartungswerte
gebildet werden kénnen.??> Dem gegeniiber liegt ein Zustand, in
dem keinerlei begriindete Aussagen iiber Eintrittswahrscheinlichkei-
ten moglich sind - die Ungewissheit.??* Beide Extreme sind fiktiv,
denn meistens sind wenigstens Schitzungen auf der Basis von be-
griindeten Annahmen méglich.

Ausgehend von dieser Begriffsklarung ldsst sich nun auch der Ri-
sikobegriff definitorisch prézisieren. Goodall (2016b, S.31) definiert
Risiko allgemein als »the magnitude of misfortune associated with
the feared event multiplied by its likelihood.« In der Regel wird
zwischen einem allgemeinen und einem spezifischen Risikobegriff
differenziert, die jedoch unterschiedlich weit gefasst werden. Eine
Verwendung im umfassenden Sinne findet sich z. B. bei Nida-Riime-
lin et al. (2012, S.5), die risikobehaftete Entscheidungssituationen
dadurch definieren, dass »eine mdgliche Handlung ex ante, also

222 Grundlage dieser Ansdtze ist die entscheidungstheoretische Unterscheidung
des Wirtschaftswissenschaftlers Frank Knight (1921). Er beschreibt Unsicher-
heit als Konzept mit zwei Auspragungen, wobei >Risiko« den Zustand vollstan-
dig messbarer Variablen bezeichnet, wahrend >uncertainty< das nicht-messbare
Pendant darstellt. Letzteres kann sowohl kognitiv als auch sozial bedingt sein.

223 Dies entspricht der in Fufinote Nr.227 beschriebenen zweiten Form eines
verengten Risikobegriffs, der hier als Spezialfall unter dem umfassenden Risi-
kobegriff subsumiert wird.

224 Zusitzlich zu unsicheren Wahrscheinlichkeiten konnen auch Wissensméngel
in Bezug auf qualitative Merkmale der Folgen selbst existieren; in diesem Fall
spricht man von »vollstindiger Ungewissheit« (Nida-Riimelin et al., 2012,
S.9).
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zum Entscheidungszeitpunkt, zu mindestens zwei verschiedenen
Konsequenzen fithren kann, wobei ex post nur eine dieser mogli-
chen Konsequenzen tatsichlich eintreten kann.« Dabei kann jeder
moglichen Konsequenz prinzipiell eine positive Eintrittswahrschein-
lichkeit zugeordnet werden. Weitere begriffliche Differenzierungen
nimmt Rath (2011, S.18-20) in Bezug auf die beiden Risikovariablen
vor. Konnen allen relevanten Variablen valide numerische Werte zu-
geordnet werden, ldsst sich die Eintrittswahrscheinlichkeit objektiv
und exakt bestimmen. Ist dagegen ein Wert einer Variablen unsicher
und muss dahingehend eine Annahme getroffen werden, so spricht
man von subjektiver Wahrscheinlichkeit.??> Zudem unterscheidet
Rath zwischen sicherer und erwarteter Konsequenz, wobei Letztere
dann vorliegt, wenn die verfiigbaren Informationen unvollstindig
sind. Anstelle einer Differenzierung verschiedener Risikobegriffe
betont Hansson (2009, S. 424) zwei Gemeinsamkeiten aller Risiko-
konzepte: Zum einen impliziert Risiko immer einen epistemischen
Mangel an Wissen, es geht um »knowledge about the unknown;
zum anderen sind stets unerwiinschte Ereignisse involviert. Folglich
ist der Risikobegriff prinzipiell wertgeladen.

Wichtig fiir das Verstindnis des umfassenden Risikobegriffs ist die
Tatsache, dass dieser sich stets auf Entscheidungen und Handlungen
bezieht. Wahrend der Unsicherheitsbegriff epistemische Zustdnde
benennt, die spezifische Handlungsbedingungen darstellen, setzt der
Risikobegriff diese in einen Handlungszusammenhang: »Unsicher-
heit als Beschreibung eines epistemischen Zustandes ist somit de-
skriptive Voraussetzung fiir die normativ relevante Kennzeichnung
einer Entscheidung oder Entscheidungssituation als risikobehaftet.«
(Nida-Riimelin et al.,, 2012, S.10). Daraus folgt, dass Risiko im
umfassenden Sinne immer einen Akteursbezug aufweist, d. h. dass
die Manifestation einer Konsequenz immer (zumindest teilweise)
ursichlich durch eine Handlung bzw. Entscheidung ausgeldst wird
oder die Konsequenz in Ausmafl oder Wahrscheinlichkeit durch

225 Eine subjektive Wahrscheinlichkeit liegt auch dann vor, wenn begriindete
Zweifel bestehen, ob alle relevanten Variablen hinsichtlich ihres numerischen
Werts oder ihrer Relevanz korrekt beriicksichtigt wurden (vgl. Rath, 2011,
S.20).
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eine Handlung beeinflusst werden kann (vgl. ebd., S.5-7).226 Da-
bei ist zu beachten, dass die Konsequenzen einer Handlung neben
dem Risikourheber auch andere Unbeteiligte betreffen konnen; dies
macht eine weitere begriffliche Unterscheidung zwischen individuel-
len und iibertragenen Risiken notwendig. Wéhrend im Fall eines
individuellen Risikos dieses nur der verursachenden Instanz zufillt,
wobei diese eine Einzelperson oder ein gemeinsam handelndes Kol-
lektiv sein kann, sind bei einem iibertragenen Risiko unbeteiligte
Dritte potenziell davon betroffen (vgl. Rath, 2011, S. 19).

Dem umfassenden Begriffsverstindnis steht eine Verwendungs-
weise gegeniiber, die einer Verengung des Risikobegriffs gleich-
kommt.??” Diese ist jedoch aus ethischer Sicht unergiebig und hat
tiir real-lebensweltliche Probleme wenig Relevanz. Es erscheint plau-
sibel anzunehmen, dass bei realen Entscheidungen oft nur unvoll-

226 Fiir ein tieferes Verstandnis ist weiterhin der Begriff der >Gefahr< hilfreich.
Rath (2011, S. 24) beschreibt diese als labilen Zustand, der mit gewisser Wahr-
scheinlichkeit eine potenzielle negative Konsequenz freisetzt. Gefahr stellt in
ethischer Hinsicht den Gegenbegriff zu Risiko dar. Eine Gefahr an sich ist
ethisch irrelevant, nicht aber das Wissen um eine solche (vgl. Nida-Riimelin
et al,, 2012, S.22). Risiken sind entscheidungsbezogen, Gefahren hingegen
werden durch externe (Umwelt-)Bedingungen verursacht, die auch in sozialen
Konstrukten bestehen kénnen (vgl. Luhmann, 1991a, S. 89; 1991b, S. 30-31).

227 Der Begriff des Risikos wird dabei auf zwei Weisen verengt. Zum einen
bezeichnet er den Umstand, dass infolge einer Entscheidungssituation grund-
satzlich negative Konsequenzen auftreten kénnen. In diesem Zusammenhang
wird Risiko hidufig als Gegenbegriff zu >Chance« konzipiert; risikobehaftet
sind Situationen mit mindestens zwei potenziellen Konsequenzen, von denen
mindestens eine negativ und die andere nicht positiv (im Sinne von Nutzen)
ist (vgl. Rath, 2011, S.22). >Risiko< in diesem Sinne wiirde sich nur auf die
negativen Konsequenzen einer Handlung beziehen. Nun kann eine Handlung
aber nur dann rational in Betracht gezogen werden, wenn sie neben Risiken
auch Chancen bietet. Eine risikobehaftete Entscheidung ist daher immer »das
Ergebnis einer Abwagung von Nutzen und Schaden« (Nida-Riimelin et al.,
2012, S.7). Es erscheint nicht sinnvoll, mégliche positive und negative Konse-
quenzen isoliert zu betrachten. Zum anderen wird der Risikobegriff teilweise
auch verwendet, um einen spezifischen Fall von Unsicherheit zu beschreiben,
bei dem Wahrscheinlichkeiten und Konsequenzen prizise quantifizierbar sind.
Eine solche Verengung des Risikobegriffs ist aus praktischer Sicht nicht plau-
sibel, da er nur auf sehr wenige Fille in der Lebenswelt angewandt werden
konnte und eine entsprechende Risikoethik kaum Relevanz entfalten wiirde
(vgl. ebd., S.6). In der lebensweltlichen Praxis sind Folgen nicht nur selten
gewiss, sondern auch kaum in Form exakter Erwartungswerte bestimmbar.
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stindige Informationen vorliegen und sich daher keine exakten Er-
wartungswerte bestimmen lassen.??8 In dieser Forschungsarbeit wird
daher der umfassende Risikobegriff zugrunde gelegt, wie er z. B. von
Nida-Riimelin et al. (2012) und Rath (2011) verwendet wird.

6.2.2 Risiken im Handlungskontext: Risikosituationen und
Risikokonstellationen

Der Begriff des Risikos ist zunéchst abstrakt; er beschreibt »lediglich
die unterschiedlichen epistemischen Niveaus eines Akteurs in Bezug
auf die Folgen seiner Handlungen« (Nida-Riimelin et al., 2012,
S.25), ist aber nicht ausreichend, um eine Entscheidungssituation
zu charakterisieren. In Risikosituationen kommt zu den beiden Ri-
sikovariablen der Konsequenz und der Eintrittswahrscheinlichkeit,
welche den Risikobegrift kennzeichnen, noch eine dritte hinzu - die
sogenannte Risikokonstellation. Diese hat im Hinblick auf das zen-
trale risikoethische Anliegen, die Zuldssigkeit von Risikoiibertragun-
gen zu kldren, eine bedeutende Rolle inne, da sie die risikoethisch
relevanten Umstdnde und Rahmenbedingungen reflektiert, unter de-
nen ein Risiko besteht. Sie ldsst sich entlang zweier Dimensionen
spezifizieren: zum einen der Beziehung zwischen einem Risiko und
denjenigen, die von diesem betroffen sind, zum anderen der Trag-
weite bzw. des Ausmafles eines Risikos. Entsprechend der jeweiligen
Auspragungen dieser beiden Faktoren lassen sich vier verschiedene
Grundtypen von Risikosituationen differenzieren.

6.2.2.1 Individuelle vs. soziale Risikosituationen

Mit einer individuellen Risikosituation haben wir es dann zu tun,
wenn Urheber und Betroffene eines Risikos identisch sind, sodass
keine Externalititen vorliegen (vgl. Rath, 2011, S.27). Das entspre-
chende private Risiko muss zudem willentlich eingegangen worden
sein (vgl. Shrader-Frechette, 1991, S.105). Es muss sich jedoch nicht

228 Wie Hansson (2009, S. 427) anschaulich beschreibt, sind die Unsicherheiten
der realen Lebenswelt mehr mit einer Abenteuerexpedition in den Dschungel
vergleichbar als mit einem Besuch im Casino: In aller Regel sind uns weder
drohende Gefahren noch deren Wahrscheinlichkeiten bekannt.
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zwingend um eine Einzelperson handeln, auch ein Kollektiv kann
gemeinschaftlich agieren. Die Zugehorigkeit zu diesem muss freiwil-
lig erfolgen und die Konsequenzen, die sich aus einer Risikosituation
fiir jeden Einzelnen ergeben, miissen akzeptiert sein. Unklar ist, ob
das Zweite immer gegeben ist, wenn nur ein Entscheidungsverfah-
ren akzeptiert wurde. Unter diesen Umstidnden kann eine Situation
nur dann als individuelle Risikosituation bezeichnet werden, wenn
diejenigen, die einer konkreten Verteilung von Konsequenzen eines
Risikos nicht zustimmen, dennoch als Risikourheber gelten konnen.
Dies ist genau dann der Fall, wenn »das Akzeptieren eines Entschei-
dungsverfahrens zumindest prima facie die Verpflichtung impliziert,
im Einzelfall unerwiinschte Entscheidungen mitzutragen.« (Nida-
Rimelin et al., 2012, S. 29, Hervorh. i. Orig.)??

In der realen Lebenswelt scheint es eher selten der Fall zu sein,
dass gar keine Auswirkungen fiir andere zu erwarten sind (vgl.
Rath, 2011, S.28-29). Dennoch besitzen individuelle Risikosituatio-
nen insofern ethische Relevanz, als sie aufzeigen, dass auch Pflichten
gegeniiber der eigenen Person ethisch bedeutsam sein kénnen (vgl.
Nida-Rimelin et al., 2012, S.27-28). Einige (Risiko-)Forscher sind
der Ansicht, dass individuelle Risikosituationen sich durch ein Ab-
wigen von Vor- und Nachteilen angemessen entscheiden lassen (vgl.
Hacking, 1986, S.141; Shrader-Frechette, 1991, S.105-106). In diesem
Sinne handelt es sich nicht linger um ethische Fragen der Zuléssig-
keit, sondern um rationale, individuelle Kosten-Nutzen-Analysen.
Diese sind solange ethisch unproblematisch und damit risikoethisch
irrelevant, wie sie keinen Konflikt in Bezug auf Pflichten gegeniiber
der eigenen Person kreieren (vgl. Rath, 2011, S.28-29). Liegt ein sol-
cher allerdings vor, fordern u. a. Nida-Riimelin et al. (2012, S. 27-28),
diese Pflichten in den Abwiégungsprozess zu integrieren. Andere wie
beispielsweise Rawls (1971) vertreten die Ansicht, dass es unabhéngig
von bestehenden Pflichten gegen sich selbst moralisch zuléssig ist,
sich willentlich einem Risiko auszusetzen, solange andere davon
nicht tangiert werden:

[...] each man in realizing his own interests is certainly free to balance
his own losses against his own gains. We may impose a sacrifice on
ourselves now for the sake of a greater advantage later. A person quite

229 Trifft diese Bedingung nicht zu, liegt ein Fall von Risikoiibertragung durch
Zustimmung vor (vgl. Nida-Riimelin, 2005, S. 881-884).
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properly acts, at least when others are not affected, to achieve his own
greatest good, to advance his rational ends as far as possible. (Ebd.,
S.23)

Werden Pflichten gegen sich selbst hingegen prinzipiell verneint,
gibt es kein Kriterium mehr, um derartige Situationen ethisch zu
bewerten. Dies wiirde implizieren, dass alle Handlungen moralisch
erlaubt sind, die individuelle Risiken beinhalten; zudem wire risiko-
behaftetes Handeln in diesem Fall ebenso zu bewerten wie Handeln
mit sicheren Folgen (vgl. Gethmann, 2000, S. 62).230

Ist mindestens eines der betroffenen Individuen nicht zugleich
Verursacher des Risikos, spricht man von einer sozialen Risikosi-
tuation bzw. einem {iibertragenen Risiko, wobei die Ubertragung
willentlich oder unwillentlich erfolgen kann (vgl. Rath, 2011, S.29-
30). Fur die risikoethische Bewertung der (moralischen) Zuldssigkeit
von Risikotibertragungen ist Letzteres von grofier Bedeutung (vgl.
Nida-Riimelin et al., 2012, S.30). Deutlich wird dies beispielsweise
anhand von Thomsons (1985a, S. 124-126) Unterscheidung zwischen
verschiedenen Typen iibertragener Risiken. Fiigt eine Person einer
anderen eine unerwiinschte Konsequenz?* zu und legt ihr zusatzlich
noch ein Risiko fiir eine weitere auf, so nennt Thomson dies eine
unreine Risikotibertragung (impure risk imposition). Als Beispiel
fithrt sie eine Situation an, in der eine Person einer anderen durch
einen Schuss in den Bauch eine Verletzung beibringt, die zusitzlich
mit dem Risiko einhergeht, mittelfristig daran zu sterben. Solche
Fille sind insbesondere dann risikoethisch relevant, wenn die un-
erwiinschte Konsequenz, die zugefiigt wurde, relativ trivial ist im
Vergleich zu derjenigen, die durch die Risikoiibertragung droht. Er-
stere kann unter bestimmten Umstdnden als moralisch unbedeutend
betrachtet werden: »That is because the ground for the complaint
lying in the risk imposed is so much more grave than the ground for

230 Da in diesem Buch gesellschaftlich-soziale Problematiken im Sinne {ibertrage-
ner Risiken im Fokus stehen, wird die Diskussion individueller Risiken an
dieser Stelle nicht weiter vertieft.

231 Thomson (1985a) gibt einige Beispiele dafiir an, was als unerwiinscht gilt,
nimmt jedoch bewusst keine scharfe Abgrenzung vor. Grob gesagt ist eine
Konsequenz dann unerwiinscht, wenn sie mindestens ein Recht eines Betroffe-
nen verletzt: »It may help, however, to say that what I have in mind is very
roughly characterizable as follows: other things being equal, to cause a person
an outcome of the kind I mean is to infringe a right of his.« (Ebd., S.125).
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complaint lying in the unwanted outcome actually caused.« (Ebd.,
S.126) Die zentrale ethische Problemstellung verbleibt also in Bezug
auf das iibertragene Risiko. Ein solches ist Gegenstand einer reinen
Risikoiibertragung (pure risk imposition). Hierbei setzt eine Person
eine andere einem Risiko aus, wobei mindestens eine der moglichen
Konsequenzen unerwiinscht ist. Das Paradebeispiel ist hier das Rus-
sische Roulette: Unabhingig davon, ob eine Person tatsdchlich im
Verlauf des Spiels von einer Kugel todlich getroffen wird, hat sie
aufgrund der gravierenden potenziellen Konsequenz guten Grund,
eine moralische Beschwerde vorzubringen. Das trifft auch dann zu,
wenn die Betroffenen tiberhaupt nicht wussten, welchem Risiko sie
ausgesetzt waren.

6.2.2.2 Triviale vs. katastrophale Risikosituationen

Die zweite Dimension von Risikokonstellationen tritt als Kontinuum
diverser moglicher Auspriagungen des Ausmafles von Risiken auf,
das von zwei Extremfillen eingerahmt wird. Ein Risiko gilt als tri-
vial, wenn entweder Eintrittswahrscheinlichkeiten oder Konsequen-
zen - oder beides — sehr gering sind. Welches Risikoausmaf$ im
konkreten Fall jedoch noch unter diese Definition fallt, ist umstrit-
ten.?®? Nida-Rimelin et al. (2012, S. 47) schlagen vor, von trivialen
Risiken zu sprechen, »wenn die beteiligten Individuen nahezu indif-

232 Ein bekanntes Beispiel fiir eine triviale, aber dennoch risikoethisch kontro-
verse Risikosituation stammt von Thomson (1985a, S.128-131): Mit dem An-
schalten eines Gasherds zum Zweck des morgendlichen Kaffeekochens ist
ein prinzipielles Schadensrisiko fiir den Nachbarn verbunden, beispielsweise
durch eine Explosion oder das Austreten von Gas. Es gibt gute Griinde dafiir
anzunehmen, dass die Wahrscheinlichkeit, dass es dazu kommt, sehr gering ist.
Thomson diskutiert eingehend, ob das Risiko trotz des theoretischen Schadens
trivial bleibt, auch wenn die mogliche Konsequenz den Tod eines Betroffenen
bedeuten wiirde. Problematisch ist eine Definition von Fillen mit geringen
Wahrscheinlichkeiten als trivial dann, wenn der mégliche Schaden sehr hoch
ist: »What counts as a low or high risk of this or that harm is presumably a
function, not merely of the probability of the harm, but also of the nature of
the harm.« (Ebd., S.131) In diesen Fallen stellt sich die Frage, wie gering die
Wahrscheinlichkeit sein muss, damit die Situation insgesamt noch als trivial
gelten kann. Im risikoethischen Diskurs ist die Frage nach der Abgrenzung
trivialer Risiken umstritten; Rath (2011, S. 44) spricht von einer »Sisyphos-Auf-
gabe«.
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ferent sind zwischen dem Erwartungswert der relevanten Risikosi-
tuation und dem Status quo.« In dhnlicher Weise vermerkt Posner
(2004, S.168): »People may not demand any compensation at all
for bearing risks that are only trivial greater than zero [...]«. Aus
risikoethischer Sicht sind triviale Risiken deshalb von Bedeutung,
weil allgemeine Entscheidungskriterien hier nicht greifen, sondern
die Entwicklung spezieller Kriterien erforderlich ist (vgl. Rath, 2011,
S. 43).

Katastrophale Risiken hingegen zeichnen sich dadurch aus, dass
mindestens eine mdgliche Konsequenz eine sehr grofie Zahl an Indi-
viduen betrifft; die Auswirkungen sind grundsitzlich von sozialer
Relevanz.?33 Die Eintrittswahrscheinlichkeit ist dabei aus definitori-
scher Sicht kein konstitutiver Faktor, kann jedoch fiir Regulierungs-
entscheidungen von Bedeutung sein (vgl. Nida-Riimelin et al., 2012,
S.48-49; Rath, 2011, S. 45). Betroffene Individuen sind dabei Gber
die gemeinsame Risikoursache miteinander verbunden. Fiir Zeck-
hauser (1996, S.113) konnen bei katastrophalen Risiken auch Betrof-
fene zugleich Urheber in dem Sinne sein, dass ohne sie kein Risiko
bestiinde. Er spricht in diesem Kontext von Risikokonsumenten.
So kann z. B. den Bewohnern einer Kiistenregion eine implizite Zu-
stimmung unterstellt werden, sich einem potenziell katastrophalen
Hochwasserrisiko auszusetzen (vgl. Rath, 2011, S. 46).

6.2.2.3 Kombination von Risikosituationen

Individuelle und iibertragene Risiken einerseits sowie triviale und
katastrophale Risiken andererseits treten jeweils als antonyme Be-
griffspaare zueinander auf. Wihrend Risiken immer entweder indi-
viduell oder iibertragen sind - Externalititen liegen entweder vor
oder nicht -, stellen triviale und katastrophale Risiken Extrempunk-
te dar, zwischen denen sich ein Kontinuum an vielen méglichen
Auspréagungen erstreckt. Um Risikosituationen in Praxisproblemen
ethisch bewerten zu konnen, ist es sinnvoll, die beiden Kategorien
miteinander zu kombinieren, was jedoch nicht in allen Fallen mog-

233 Rath (2011, S. 45) weist darauf hin, dass Risiken, die von einzelnen Individuen
oder kleineren Gruppen als persénlich katastrophal angesehen werden, nicht
als katastrophal im Sinne der obigen Definition gelten kénnen. Diese werden
vielmehr als betrdchtliche Risiken bezeichnet.
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lich ist (vgl. Nida-Riimelin et al., 2012, S. 53). So ist es beispielsweise
plausibel anzunehmen, dass viele alltigliche Handlungen individuel-
le Risiken beinhalten, die zugleich trivial sind. Katastrophale Risiken
beziehen sich hingegen definitionsgemaf auf eine gréfliere Anzahl an
Individuen und sind daher nicht ohne Widerspruch als individuelle
Risiken denkbar. Ubertragene Risiken kénnen hingegen sowohl tri-
vial als auch katastrophal sein.

Dariiber hinaus sind auch Sonderfille denkbar. Einen solchen
beschreibt Thomson (1985a, S.125): Durch eine Handlung werden
zundchst triviale oder auch gar keine Risiken tibertragen, durch de-
ren wiederholte Ausfithrung - in Form von Handeln in Serie dersel-
ben bzw. paralleles Handeln einer anderen Person - wird jedoch auf-
grund der aggregierten Wirkung ein kritischer Wert tiberschritten,
der ein nicht-triviales Risiko begriindet. Thomson spricht in diesem
Kontext von Schwellenwert-Effekten (threshold effects), welche sie
am Beispiel eines Fischteichs veranschaulicht: Wahrend das erste
Hineinschiitten einer giftigen Substanz nur zu einer Triibung des
Wassers fiihrt, wird mit dem zweiten Mal schliellich eine fiir die Fi-
sche todliche Gesamtdosis erreicht. Nida-Riimelin et al. (2012, S. 41—
45) gehen niher auf die risikoethischen Implikationen dieses Son-
derfalls ein, indem sie sich die Frage stellen, wie die letzte Handlung
in der Handlungskette zu bewerten ist, welche die Materialisierung
des grofleren Schadens schlussendlich auslost. Wird jede einzelne
Handlung fiir sich genommen als moralisch vernachldssigbar ange-
sehen, muss das auch fiir die letzte in der Kette gelten. Sind die ein-
zelnen Handlungen, die in ihrer Gesamtheit zum Schaden fiihren,
koordiniert, so sind die Handelnden als ein Kollektiv zu verstehen,
das ein Risiko an Dritte Gibertrdgt. Dies gilt sowohl dann, wenn
mehrere Personen parallel handeln, als auch wenn Handlungen in
Serie erfolgen. Sind die Handlungen dagegen unkoordiniert, ist jedes
Individuum isoliert als handelnde Person anzusehen. In diesem Fall
ist es ethisch implausibel, lediglich demjenigen, dessen Handeln
letztlich unbeabsichtigt den aggregierten Grenzwert iiberschreitet,
eine willkiirliche Verantwortungszuschreibung aufzuerlegen, die als
»unbegriindete [...] Vermischung von kausaler und moralischer Ver-
antwortung« daherkommt (ebd., S. 44). In der Konsequenz verbleibt
damit als ethisch relevantes Kriterium sowohl fiir koordinierte als
auch unkoordinierte Handlungen lediglich, ob die handelnden Per-
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sonen um ihren Beitrag zur drohenden Grenzwertiiberschreitung zu
wissen verpflichtet gewesen wiren.

Wihrend die Schitzung von Wahrscheinlichkeiten primar metho-
dologische Probleme aufwirft, stellt die Bewertung der Schadensfol-
gen eine ethische Aufgabe dar. In Bezug auf die lebensweltliche Pra-
xis ist es plausibel anzunehmen, dass die meisten relevanten Risiken
weder trivial noch katastrophal sind und damit irgendwo zwischen
den Extrempunkten liegen. Nach Ansicht von Nida-Riimelin et al.
(2012, S. 53) greift das zuvor beschriebene idealtypische Kategorisie-
rungsschema dahingehend zu kurz: Reale Risikosituationen sind
meist nicht »typenrein[...]«, sondern es miissen die spezifischen
Umstinde mitbedacht werden. Rath (2011, S.47-48) weist zudem
darauf hin, dass bei der Implementierung von Risikostrategien auch
zeitliche Aspekte eine Rolle spielen. So konnten Risiken katastropha-
len Ausmafles, die weit in der Zukunft liegen, zum gegenwirtigen
Zeitpunkt als triviale Risiken behandelt werden, was sich auf forma-
ler Ebene iiber die Verwendung von Diskontraten in der Risikobe-
wertung beriicksichtigen liefle. Hieraus ergeben sich jedoch neue
ethische Probleme hinsichtlich der Bewertung zukiinftigen mensch-
lichen Lebens. Rath verweist hier auf einen Ansatz von Sunstein
(2002, S.226-227), der sich mit potenziellen Auswirkungen risikoe-
thischer Mafinahmen auf zukiinftige Generationen auseinandersetzt.

Wie sichtbar wurde, kommt der Kategorisierung von Risikositua-
tionen im Hinblick auf die risikoethische Bewertung von Handlun-
gen eine entscheidende Bedeutung zu, denn je nach vorliegendem
Typus greifen unterschiedliche risikoethische Kriterien. Auch wenn
sich eine exakte Abgrenzung in der Praxis nicht immer als moglich
erweist, so ist immerhin eine Eingrenzung hilfreich.

6.2.3 Grundfragen der Risikoethik: Zuldssigkeit, Fairness und
Verantwortung im Kontext von Risikoiibertragungen

Der Gegenstandsbereich der Risikoethik umfasst u. a. die ethische
Bewertung von Ausmafd und Wahrscheinlichkeit von Risiken sowie
des (sozialen) Beziehungsgefiiges, das zwischen Risikoverursachern
und Risikobetroffenen besteht. Die philosophische Diskussion ri-
sikoethischer Fragestellungen ldsst sich im Wesentlichen in finf
zentrale Problemfelder kategorisieren, die sich teilweise gegenseitig
bedingen und beeinflussen (vgl. Hayenhjelm & Wolff, 2012, e47); re-
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al-lebensweltliche Fragen tangieren in der Regel mehrere der nach-
folgend beschriebenen Themen.

Die erste Frage, die im Rahmen risikoethischer Auseinanderset-
zungen diskutiert wird, thematisiert die moralische Rechtfertigung
bzw. Zuldssigkeit von Risikoiibertragungen. Wéhrend es ethisch un-
problematisch erscheint, Personen einem Risiko auszusetzen, sofern
die mogliche Konsequenz auch direkt zugefiigt werden dirfte (vgl.
Scheffler, 1985, S. 83; Thomson, 1985a, S.127), greift die Risikoethik
insbesondere Situationen auf, die den negativen Fall beschreiben:
Auch wenn das Zufiigen einer direkten, ungewollten Konsequenz
moralisch verboten ist, konnen dennoch Umstinde vorliegen, unter
denen eine entsprechende Risikoiibertragung zuldssig ist. Der Um-
kehrschluss gilt allerdings nicht: Mit der Zulédssigkeit von Handlun-
gen, durch die Risiken {ibertragen werden, kann nicht das direkte
Zufiigen einer ungewollten Konsequenz gerechtfertigt werden (vgl.
Nida-Riimelin et al., 2012, S.32). Wird das Recht, keinem Risiko
durch andere ausgesetzt zu werden, als absolutes moralisches Gebot
betrachtet, resultiert daraus eine prinzipielle Unzuldssigkeit jeglicher
Art von Risikotibertragung. Hieraus ergibt sich das zweite zentrale
Problem, dem sich die Risikoethik widmet: Das sogenannte Prob-
lem of Paralysis impliziert, dass ein absoluter Geltungsanspruch
des Nichtschadensgebots den Raum erlaubter Handlungen derart
unplausibel einschrankt, sodass letztlich jegliches Handeln an sich
untersagt ware.

Das dritte Problemfeld der Risikoethik thematisiert Fragen einer
fairen Verteilung von Vor- und Nachteilen, die durch Risiken ent-
stehen. Nicht immer sind gesamtgesellschaftlich getragene Risiken
auch vorteilhaft fiir alle; haufig betreffen die Nachteile risikopoliti-
scher Entscheidungen lediglich Teile der Bevolkerung, wihrend an-
dere weitgehend von den auferlegten Risikoiibertragungen profitie-
ren. Eine zentrale Bedeutung in risikoethischen Fragen kommt da-
her distributiven Aspekten der Verteilung von Vor- und Nachteilen
risikobehafteter Entscheidungen und der damit verbundenen Unter-
scheidung zwischen Entscheidern und Betroffenen zu. Das vierte,
starker konzeptionell orientierte risikoethische Grundproblem be-
steht in der Risikobewertung bzw. der numerischen Abschitzung
eines Risikos. Immaterielle Werte wie Leben und Gesundheit von
Individuen lassen sich ebenso wenig in Zahlenwerten ausdriicken
wie konstituierende Faktoren individueller Risikoeinstellungen, z. B.
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die Wahrscheinlichkeiten, welche seltenen Ereignissen zugewiesen
werden. Das fiinfte risikoethische Themenfeld betrifft schliefSlich die
Bewertung moralischer Verantwortung fiir Risikotibertragungen im
Hinblick auf nicht klar differenzierbare Ursachen, unzureichendes
Wissen tiber mdgliche Folgen, kollektive Entscheidungen sowie spe-
zifische Verantwortlichkeiten gegeniiber zukiinftigen Generationen.

Traditionelle ethische Systeme geraten bei dem Versuch, normati-
ve Orientierung in Risikosituationen zu geben, regelmiflig an ihre
Grenzen. So wirken konsequentialistische Theorien oft zu tolerant
in dem Sinne, dass sie Risiken stets fiir zuldssig erklaren, sofern
der erwartete Nutzen die Kosten iibersteigt (vgl. Hayenhjelm &
Wolff, 2012, €26). Zudem stiitzen sie sich auf aggregierte Nutzen-
und Kostenwerte, die gegeniiber den Folgen fiir einzelne Personen
indifferent sind (siehe Kap. 6.3.1). Rechtebasierte Moraltheorien hin-
gegen schranken den Raum erlaubter Handlungen zu stark ein; es
erscheint impraktikabel, Individuen das Recht zuzuschreiben, nie-
mals einem Risiko ausgesetzt zu werden. Risikosituationen, die nur
negative Folgen haben, sind anhand von tradierten Moralprinzipien
nicht final begriindbar (siehe Kap. 4.4). Gleichzeitig ist eine systema-
tische Nichtberiicksichtigung von Unsicherheits- und Risikoaspek-
ten in ethischen Theoriegebduden nicht glaubwiirdig, denn Risiken
sind bei Handlungen in der realen Lebenswelt allgegenwirtig:

>Risk< as an integrated part of our understanding of moral actions
would bring much of moral theory closer to the inherent complexity
of moral issues. There are relevant discussions about uncertainty and
risk in decision theory and epistemology but these stay within the realm
of rational, rather than moral, actions. In moral and political philosophy
there have been interesting debates about moral luck and lotteries,
but such topics have typically been addressed in terms of reasons for
exemptions from moral responsibility, or in any case as special cases
rather than as an essential part of moral actions. (Ebd., e46-e47)

Um risikobehaftete Entscheidungen ethisch bewerten zu kénnen,
miissen Moraltheorien fiir Anwendungskontexte mit unsicheren Fol-
gen dahingehend konzeptionell erweitert werden, dass sie Unsicher-
heiten angemessen beriicksichtigen kénnen (vgl. Hansson, 2003,
S.291-292). Die Risikoethik bietet eine solche Erweiterungsmoglich-
keit an. Jedoch geht es in risikoethischen Argumentationen nicht
darum, alternative ethische Ansitze zu begriinden, sondern tradierte
Prinzipien lediglich da zu prézisieren, wo sie keine ausreichenden
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Antworten fiir risikobehaftete Entscheidungssituationen geben kon-
nen. Gemaf3 Rath (2011, S.12) kann die Risikoethik »immer nur
als Erganzung zu einer etablierten Moral verstanden werden.« Sie
behandelt nicht nur konkrete angewandte Probleme, sondern tréagt
auch zur Erweiterung der Moraltheorie an sich bei:

It is in part ethics, decision theory, and epistemology, applied to cases
of danger with the aim to inform the normative discussion on distinct
issues and problems. But it is also in part a re-shaping of moral philos-
ophy to reconcile moral theory with circumstances of epistemic uncer-
tainty and high stakes. (Hayenhjelm & Wolff, 2012, S. e46)

Im Wesentlichen identifiziert die Risikoethik drei Begriindungsan-
sdtze hinsichtlich der moralischen Zulédssigkeit von Risikoiibertra-
gungen: Der erste Ansatz beruht auf einer quantitativen Optimie-
rung bzw. auf Kosten-Nutzen-Abwigungen, der zweite riickt kon-
traktualistische Elemente in den Fokus und der dritte argumentiert
schliefSlich deontologisch auf der Grundlage individueller Rechte
und allgemein anerkannter Gerechtigkeitsprinzipien. Ersterer bildet
die Basis einer rationalen Risikopraxis, welche die politische Ent-
scheidungsfindung in praktischen Risikofragen seit geraumer Zeit
dominiert. Im folgenden Unterkapitel wird sie in ihren Grundziigen
dargestellt.

6.3 Grundziige der (rationalen) Risikopraxis: Paradigmen und
entscheidungstheoretische Ansatze

6.3.1 Risikopraktische Paradigmen

Praktische Fragen des Umgangs mit Risiken in Gesellschaft und
Politik stehen im Spannungsfeld vielschichtiger Anforderungen an
tragfiahige Konzeptionen, die sowohl kontextaddquate als auch nor-
methische Aspekte miteinbeziehen. Die Art und Weise, wie Risiken
vor dem Hintergrund gesellschaftlicher und politischer Fragen seit
den 1980er-Jahren problematisiert werden, ist gekennzeichnet durch
spezifische Ansdtze politischer und ethischer Risikobewiltigung, die
in weiten Teilen kontrdr zueinander stehen. Nida-Riimelin et al.
(2012, S.55) beschreiben dies als Paradigmendualismus: Auf der
einen Seite befindet sich das sogenannte konsequentialistisch-objek-
tivistische Paradigma, das sich in seinen Grundziigen an der utilita-
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ristischen Tradition ethischen Denkens einerseits sowie der 6kono-
mischen Entscheidungstheorie andererseits orientiert. Es fufdt auf
der Annahme, dass Risiken als mathematische Grofie aus Schaden
und Wahrscheinlichkeit objektiv bestimmbar sind, und damit auch
optimierbar. Zentrales Element ist die Aggregation von Einzelrisiken
zu einer Gesamtrisikosumme, die der Zielvorgabe einer 6konomisch
gepragten Risikooptimierung im Sinne einer »Maximierung des
Uber verschiedene Personen hinweg aggregierten Erwartungswertes
unter Bedingungen der Unsicherheit« (Nida-Riimelin et al., 2012,
S.57) unterliegt. Zu diesem Zweck wird im Rahmen des konsequen-
tialistischen Paradigmas auf Nutzenfunktionen zuriickgegriffen, die
normative Implikationen fiir die Wahl von bestimmten Handlungs-
alternativen aufweisen: namlich derjenigen, die den hochsten Nut-
zenwert einer spezifischen Nutzenfunktion realisieren.

Aus ethischer Sicht ist eine Aggregation in Bezug auf Einzelinter-
essen grundsatzlich fragwiirdig (vgl. Nida-Riimelin, 2005, S.877;
Nida-Riimelin et al., 2012, S. 57-59).234 Individuelle Rechte, Freiheit
und Autonomie sowie etablierte Gerechtigkeitsvorstellungen stellen
ethisch begriindete und verfassungsrechtlich gesicherte Grenzen
einer 6konomisierten Risikoaggregation dar. Personen diirfen nicht
ungefragt Risiken ausgesetzt werden, die ihnen im Zuge paternalisti-
scher Strategien zur Risikooptimierung auferlegt werden. Dabei wird
sich nicht nur tber individuelle, subjektive Risikowahrnehmungen
hinweggesetzt. Vielmehr bedeutet die mangelnde Unterscheidung
von Risikoakteuren zwischen Entscheidern und Betroffenen auch
eine Verletzung des autonomen, individuellen Zustimmungsvorbe-
halts, was die generelle Indifferenz utilitaristischer Konzeptionen
gegeniiber den Interessen der Einzelnen bei einer ausschliefllichen
Konzentration auf aggregierte Folgen und Wahrscheinlichkeiten wi-
derspiegelt (vgl. Nida-Rimelin, 2005, S.874-876). Die u. a. von
Rawls begriindete Separatheit von Personen fordert, dass interper-
sonelle Nutzenabwéigungen unzulissig bleiben. Da der Konsequen-
tialismus stets auf Optimierung ausgerichtet ist, konnen nur solche
Projekte Bestand haben, die zur Maximierung eines Gesamtnutzens
beitragen. Jeder Einzelne muss dem Gemeinwohl alles unterordnen,

234 Kritikpunkte, die sich auf die konsequentialistische Ausrichtung des Paradig-
mas beziehen, stehen im Kontext einer generellen Kritik eines ethischen Kon-
sequentialismus, wie sie beispielsweise Nida-Riimelin (1993) vertritt und die
auch bereits in Kap. 4.4.2 in Grundziigen dargelegt wurde.
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wodurch sich personliche Projekte auflosen und die Integritdt der
Person verletzt zu werden droht. Angesichts sich tatsachlich mani-
festierender Schidigungen infolge von Risikoiibertragungen und da-
mit einhergehender Verletzungen von Individualrechten wird deut-
lich, dass eine Maximierung des aggregierten Nutzens in jedem Fall
begriindungsbediirftig ist, da sie sich tiber das traditionell kantia-
nisch begriindete Instrumentalisierungsverbot hinwegsetzt. Gerech-
tigkeitsethische Problematiken ergeben sich aus der Fokussierung
auf eine interpersonelle Nutzensumme insofern, als das Auseinan-
derfallen von Vor- und Nachteilen fiir Individuen aufgrund von
Risikoiibertragungen grundsitzlich unberiicksichtigt bleibt. Es gibt
also Einschrankungen, die man auch dann nicht tbertreten darf,
wenn sie zur Optimierung eines gegebenen (konsequentialistischen)
Wertmaf3stabs fithren wiirden:

Die Ubersetzung [...] deontologische[r][...] Einschrinkungen in die
Werteterminologie fithrt dann etwa zur Theorie der Unvergleichbarkeit
menschlichen Lebens, was in der Konsequenz, wenn wir uns auch die
anderen oben genannten Aspekte vor Augen fiithren, zu einer mehrdi-
mensionalen Bewertungsmatrix fiihrt, die Handeln im Sinne des Opti-
mierungsparadigmas nur in engen Grenzen zulafit. (Ebd., S. 878)

Als Gegenpol und kritische Antwort auf die Defizite des konsequen-
tialistischen Paradigmas begreift sich das sogenannte postmodern-
subjektivistische Paradigma (vgl. Nida-Riimelin et al., 2012, S. 60-
63). Dessen Vertreter?® gehen im Anschluss an den insbesondere
soziologisch getriebenen Risikokonstruktivismus davon aus, dass
Risiken stets subjektiv sind und Einzelinteressen daher eine grofle
Bedeutung erlangen. Das zentrale Problem einer solchen Sichtweise
besteht in der Pramisse, dass Unsicherheiten nicht mehr als gegebe-
ner Teil der Realitdt angesehen werden, sondern lediglich als gesell-
schaftliche, kulturrelative und intersubjektiv konstituierte Konstruk-
te, fiir die sich keine allgemeingiiltigen Kriterien definieren lassen.
Damit wird die normative Dimension jeglicher Relevanz fiir risiko-
politische Entscheidungen beraubt. Es bleibt unklar, wie ein wohlbe-
griindeter Umgang mit Risiken auf gesellschaftlicher Ebene unter
dem postmodern-subjektivistischen Paradigma erfolgen kann, was
sich angesichts stetig steigender Entscheidungsnotwendigkeiten als

235 Als solche kénnen beispielsweise Ulrich Beck als Verfasser der Risikogesell-
schaft (1986), Wolfgang Bonf} (1995) oder Niklas Luhmann (1991b) gelten.
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problematisch erweist. Die Schwiéchen des konsequentialistisch-ob-
jektivistischen wie auch des postmodern-subjektivistischen Paradig-
mas miinden letztlich in der Begriindungsunfihigkeit hinsichtlich
einer umsetzbaren Risikopraxis.

In der Folge kam es zur Herausbildung eines dritten, alternati-
ven Paradigmas, das risikopolitische Fragen der neueren Zeit pragt.
Das sogenannte partizipatorische Paradigma (vgl. ebd., S.63-70)
ist durch eine primér politische Grundausrichtung charakterisiert.
Im Gegensatz zum postmodernen Pendant, das normative Elemen-
te vollstindig ausblendet, setzt es an der defizitiren normativen
Perspektive des konsequentialistischen Paradigmas an. Ausgehend
von einer Kritik an dessen zugrundeliegender Risikoobjektivierung
distanziert es sich insbesondere von der damit assoziierten quanti-
tativen Ausrichtung der Risikoanalyse, welche in indirekter Weise
auf normative Aspekte risikopolitischer Entscheidungen einwirkt.
Im Zentrum steht der Entwurf explizit normativer Konzeptionen
zur Gestaltung 6ffentlicher Risikodiskurse. Vertreter des partizipato-
rischen Paradigmas gehen dabei von dem Grundgedanken aus, dass
sich risikobehaftete Entscheidungen durch die Partizipation Betrof-
fener am Entscheidungsprozess legitimieren lassen. Herausforderun-
gen stellen sich fiir sie vor allem im Hinblick auf die Klarung der
normativen Grundpfeiler, mit denen die Partizipation begriindet
wird; konkret hinsichtlich ihrer diskursethischen und demokratie-
theoretischen Grundlagen sowie der Elemente, die aus der Logik
kollektiver Entscheidungen resultieren, z. B. Effekte aus strategischer
Interaktion etc.

Inzwischen sind diverse normative Basisintuitionen in Bezug
auf eine ethische Herangehensweise an die Problematik allgemein
anerkannt (vgl. Ott, 1998, S.139), die eine Zuriickweisung eines
konsequentialistisch-objektivistischen Paradigmas in seiner radika-
len Form implizieren. Dennoch wird die gesellschaftspolitische Risi-
kopraxis bis heute von entscheidungstheoretischen Kriterien domi-
niert, die konsequentialistisch geprigte Optimierungsziele — meist
im Rahmen der TFA - verfolgen. Diese rationale Risikopraxis ist
aufgrund ihrer Problemorientierung eng an politische und gesell-
schaftliche Prozesse gebunden und damit nicht génzlich ohne Wert-
urteile denkbar (vgl. Grunwald, 2002, S. 215-216). Die prominentes-
ten und aufgrund ihrer ausgereiften theoretischen Fundierung be-
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deutsamsten rationalen Entscheidungskriterien werden im Folgen-
den aus einer kritischen Perspektive umrissen.

6.3.2 Entscheidungstheoretische Kriterien rationaler Risikopraxis

6.3.2.1 Das Bayesianische Prinzip

Die auf Thomas Bayes zuriickgehende Bayesianische Entscheidungs-
theorie basiert auf einem Verstindnis des Rationalitdtsbegriffs als
spezifische Handlungsstruktur, welche die Grundform des spiteren
Rational-Choice-Paradigmas bildet (vgl. Nida-Riimelin et al., 2012,
S.73-92; Rath, 2011, S. 51-69). Ihr Grundmodell verbindet Elemente
der utilitaristischen und 6konomischen Theorie zum Konzept einer
Entscheidungsrationalitdt, in dessen Zentrum Maximierungsziele
hinsichtlich des Erwartungsnutzens stehen, die soziale Praferenzen
einer Gesamtgesellschaft widerspiegeln.

Neben der Anwendung im Rahmen von Kosten-Nutzen-Analysen
entstammt die fiir die Risikoethik bedeutsamste Version der Baye-
sianischen Entscheidungstheorie der Konzeption des Wirtschaftswis-
senschaftlers John Harsanyi. Nach dessen Verstindnis ist die Ethik
eine Teildisziplin der Theorie rationalen Handelns - genauer eine
Theorie des rationalen moralischen Urteilens. Thre Aufgabe ist es,
die Erreichung gesellschaftlicher Interessen iiber die Formulierung
und Begriindung von Axiomen sicherzustellen. Ein solches neo-utili-
taristisches Ethikverstindnis schliefSt Normen aus, die unabhingig
von konkreten Konsequenzen gut oder schlecht sein konnen (vgl.
Harsanyi, 1977a, S. 322-324). Nutzenwerte treten innerhalb von Har-
sanyis Theorie als Von-Neumann-Morgenstern-Nutzenfunktionen
auf (vgl. Harsanyi, 1977b, S. 642-644). Vor deren Hintergrund ent-
wickelt Harsanyi ein System, iiber das kardinale Vergleiche indivi-
dueller Nutzenniveaus moglich werden. Mit der Abgrenzung vom
klassischen Handlungsutilitarismus und seiner gleichzeitigen Hin-
wendung zum Regelutilitarismus versucht Harsanyi grundlegender
Kritik zu entgehen, was allerdings nur teilweise gelingt; fundamen-
tale Annahmen bleiben fragwiirdig. So setzt die Argumentation
zugunsten einer utilitaristischen Grundlage fiir risikoethische Ent-
scheidungssituationen die interpersonelle Vergleichbarkeit von Nut-
zenwerten voraus. Auch die Annahme, dass rationale Individuen
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allen moglichen sozialen Rollen a priori dieselbe Wahrscheinlichkeit
zuordnen,?*® ist sowohl empirisch als auch normativ nicht glaubhaft
— ebenso wie die Nichtbeachtung individueller Risikoeinstellungen.

6.3.2.2 Das Maximin-Kriterium

Da die Bayesianische Entscheidungstheorie rationale Priferenzen in
den Mittelpunkt stellt, ist sie nur auf solche Situationen anwendbar,
in denen Informationen vorliegen, die rationalitdtstheoretische Min-
destanforderungen erfiillen. Viele lebensweltliche Situationen sind
hingegen durch Ungewissheit gekennzeichnet, sodass (subjektive)
Wahrscheinlichkeiten nicht sicher angenommen werden koénnen.
Der geldufigste entscheidungstheoretische Ansatz fiir Situationen
unter Ungewissheit ist das Maximin-Kriterium als klassische Strate-
gie zur Risikovermeidung (vgl. Nida-Riimelin et al., 2012, S.95-99;
Rath, 2011, S. 69-88). Es impliziert in sozialen Risikosituationen die
Wahl derjenigen Alternative, deren schlechtestmdgliche erwartete
Konsequenz besser ist als die aller anderen Optionen. In Form
einer auf ordinalen Priferenzen basierenden, risikoaversen Strategie
der Vermeidung des grofiten Ubels bzw. der Wahl des hochsten Si-
cherheitsniveaus findet es prominente Anwendung beispielsweise im
Rahmen der Verantwortungsethik von Hans Jonas (1979) sowie der
politisch-ethischen Theorie von John Rawls (1971). Letzterer leitet
die Maximin-Regel kontraktualistisch als Ergebnis der im Urzustand
und unter dem Schleier des Nichtwissens getroffenen Wahl der Indi-
viduen her. Das Maximin-Prinzip fordert dabei, dass diejenige Alter-
native gewahlt wird, die fiir die am wenigsten begiinstigte Person
den hochsten Nutzen verwirklicht.?” Dies setzt ordinale Vergleiche
in zweierlei Hinsicht voraus: Wie Rawls erldutert, ldsst sich das am
schlechtesten gestellte Individuum aus dem Urzustand heraus ermit-
teln; das relevante Maf} zur Bestimmung des qualitativen Niveaus,
anhand dessen sich die Vorteilhaftigkeit von Ergebnissituationen be-

236 Diese Annahme beruht auf einer bayesianisch geprigten Interpretation des
Wahrscheinlichkeitsbegriffs, welche diesen nicht als relative Haufigkeit ver-
steht, sondern als Ausdruck rationaler Praferenzen. Diese Auffassung liegt
auch der Laplace’schen Wahrscheinlichkeitsverteilung zugrunde.

237 Diese Handlungsregel bildet die Grundlage von Rawls’ Differenzprinzip, das in
Kap. 7.3.3 naher ausgefiihrt wird.
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werten ldsst, besteht in der Aussicht auf spezifische gesellschaftliche
Grundgiiter (vgl. ebd., S. 92).

Auch wenn das Maximin-Kriterium in spezifischen Situationen
sinnvoll sein mag, ist es als allgemeine Regel unplausibel, was einer-
seits auf die Verkorperung einer hochst risikoaversen Einstellung
und andererseits die ausschlieSliche Beriicksichtigung negativer Fol-
gen zurilickzufithren ist. So kommt es teilweise zu kontraintuitiven
Ergebnissen, wenn diejenige Option gewdhlt wird, deren schlech-
testmogliche Konsequenz sich nur geringfiigig von derjenigen mog-
licher Alternativen unterscheidet, diese hinsichtlich der erwarteten
Vorteile bzw. positiven Effekte jedoch weitaus schlechter ist. In die-
sem Sinne setzt das Maximin-Prinzip zwar nicht direkt kardinale
Nutzenwerte voraus, jedoch sind diese bei sehr grofien Unterschie-
den zwischen Alternativen implizit entscheidungsrelevant.?*8 Neben
kontraktualistischen Begriindungsversuchen gibt es auch alternative
Ansitze, die versuchen das Maximin-Prinzip praktisch zu begriin-
den. So konstatiert beispielsweise Shrader-Frechette im Rahmen
ihres Scientific Proceduralism (1991, S.46-50), dass das Maximin-
Prinzip - im Gegensatz zum Bayesianischen Kriterium - eine hohe
Legitimitédt innerhalb einer gesellschaftlichen Ordnung geniefit, in
der Risikoevaluation als ein politischer Prozess verstanden wird.

6.3.2.3 Das Prinzip der Vorsicht

Das Prinzip der Vorsicht (precautionary principle) (vgl. Nida-Riime-
lin et al., 2012, S.105-122; Rath, 2011, S. 88-103) ist eine (internatio-
nale) Weiterentwicklung des Vorsorgeprinzips und dient traditionell
als institutionalisierte Grundlage verschiedener, vor allem umweltbe-
zogener Gesetzgebungen und Bestimmungen. Tatsdchlich handelt
es sich weniger um ein Entscheidungsprinzip im engeren Sinne als
vielmehr um ein Entscheidungsverfahren bzw. einen organisierten
Entscheidungsprozess (vgl. Graham & Hsia, 2002, S.373), der auf
verschiedene Entscheidungslogiken zuriickgreift, welche an das Ma-
ximin- bzw. Bayes-Kriterium angelehnt sind. Daher stellt es streng

238 Das Gegenstiick ist die Maximax-Regel, welche die Wahl der Alternative mit
der besten der bestméglichen erwarteten Folgen fordert und somit eine risiko-
freudige Einstellung widerspiegelt. Hier treffen analoge Kritikpunkte zu.
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genommen kein alternatives Entscheidungsprinzip dar, sondern ein
integratives Verfahren, in dessen Rahmen risikoaverse Vermeidungs-
strategien und utilitaristische Elemente eine variable Entscheidungs-
theorie konstituieren. Diese versteht sich als Methodik verantwor-
tungsethischer Risikooptimierung, in deren Zuge anfinglich von
einer temporéren Risikoaversion ausgegangen wird.

In der Literatur findet sich keine fixe Definition des Prinzips der
Vorsicht; vielmehr existieren verschiedene Varianten auf der Basis
eines gemeinsamen Anwendungsgrunds; ein solcher ist durch das
Vorliegen einer Risikosituation mit inakzeptablen Konsequenzen ei-
nerseits und unzureichenden wissenschaftlichen Informationen tiber
diese andererseits gegeben. Das Prinzip der Vorsicht steht naturge-
mafy immer in Zusammenhang mit der politischen Implementie-
rung entsprechender Risikostrategien. Es beinhaltet einen dreistufi-
gen Prozess, fiir dessen Beschreibung sich Rath (2011, S.93-95) an
einer von der Commission of the EC (2000, S.13-20) herausgegebe-
nen Richtlinie hinsichtlich des Prinzips der Vorsicht orientiert. Die
drei Stufen sind: Risikobewertung (wissenschaftliche Erfassung der
Risikosituation), Risikomanagement (Festlegung der Mafinahmen
mit dem Ziel der Erhaltung des Status Quo oder der Erreichung
eines bestimmten Zielzustands aus zunachst neutraler Position, d. h.
es ist auch denkbar, keine Mafinahme zu implementieren) und Risi-
koinformation (politische Kommunikation der Implementierung).
Liegen (wissenschaftliche) Unsicherheiten in der ersten Phase der
Risikoerfassung vor, so kommt das Prinzip der Vorsicht zum Einsatz;
dies ist insbesondere bei katastrophalen Risiken der Fall.

Die Kernidee des Prinzips besteht in einem Strategiewechsel,
welcher im zeitlichen Verlauf und aufgrund von Veranderungen in
der Informationsbasis vollzogen wird: Besteht ein Zustand weitrei-
chender Unsicherheit,?*® so wird zunéchst eine risikoaverse Strategie
der Risikovermeidung gewihlt. Ergeben sich zu einem spiteren Zeit-
punkt, beispielsweise durch Forschung oder neue gesellschaftliche

239 Der Begriff der wissenschaftlichen Unsicherheit spielt eine bedeutende Rolle
fir das Prinzip der Vorsicht, wobei sich unterschiedliche Interpretationen fin-
den lassen. Vor dem Hintergrund einer allgemeinen und moglichst umfassen-
den Definition wird »tendenziell jede Situation, in der subjektive Annahmen
hinsichtlich der Konsequenz oder der Eintrittswahrscheinlichkeit zu treffen
sind, ein Kandidat fiir die Anwendung des Precautionary Principle.« (Rath,
2011, S. 93)
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Entwicklungen, weitere Informationen iiber das betreffende Risiko,
so fehlt fortan die Rechtfertigungsgrundlage fiir die Fortfiihrung
eines strikt risikoaversen Vorgehens. Es erfolgt eine Strategieanpas-
sung auf der Basis einer risikoneutralen bzw. risikofreudigen Einstel-
lung. Das Prinzip der Vorsicht erfordert notwendigerweise eine steti-
ge Neubewertung der gegebenen Risikosituationen, um kontinuier-
lich Anpassungen an verdnderte Rahmenbedingungen vornehmen
zu konnen.

Kritik am Prinzip der Vorsicht als risikoethische Entscheidungs-
theorie richtet sich primédr gegen die spezifischen Herausforderun-
gen, mit denen es sich konfrontiert sieht. Rath (2011, S.99-102)
merkt an, dass aufgrund der Flexibilitdt des Prinzips besondere
Anforderungen fiir seine plausible Anwendung formuliert werden
miissen. Die Commission of the EC (2000, S.18-21) definiert Ver-
héltnisméafligkeit, Diskriminierungsverbot, Konsistenz, Bewertung
von Vor- und Nachteilen sowie die Beachtung wissenschaftlicher
Entwicklungen als fiinf Eckpunkte entsprechender Leitlinien, die
zudem die Thematik der Zuordnung der Beweislast kldren miissen.
Nida-Riimelin et al. (2012, S.119-122) skizzieren zwei weitere Argu-
mente. Erstens ist das Prinzip zur Abbildung systemischen Denkens
ungeeignet; durch die Fokussierung auf eine isolierte Risikosituati-
on kommt es zu einer Vernachldssigung von Systemeffekten, die
beispielsweise entstehen, wenn im Rahmen der Umsetzung von
Risikovermeidungsstrategien neue Risiken generiert werden oder
Ressourcen fehlen, um andere (zukiinftige oder parallele) Risiken
effektiv zu bewiltigen.?*? Die Folge kann ein hoheres Gesamtrisiko
sein, das eine Anpassung der Zielvorgabe hin zu einer Minimierung
des »aggregierten Systemrisikos« (ebd., S.120) erforderlich macht.
Zweitens bleibt unklar, welche Mechanismen bzw. Instrumente ge-
eignet sind, um gewiinschte Verteilungseffekte zu erreichen, wenn
Unsicherheit hinsichtlich erwarteter Wirkungen besteht.

6.3.2.4 Weitere Entscheidungsprinzipien

Neben den drei vorgestellten Kriterien gibt es noch weitere Entschei-
dungsprinzipien (vgl. Nida-Rimelin et al., 2012, S.99-103; Rath,

240 Diese Konzentration von Ressourcen zur Risikoreduktion bezeichnet Sunstein
(2005, S. 32) als »substitute risk«.
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2011, S.105-107), die aufgrund ihrer fehlenden systematischen Aus-
arbeitung im Hinblick auf risikoethische Fragen allerdings kaum
eine Rolle spielen. Sie seien an dieser Stelle lediglich der Vollstan-
digkeit halber erwahnt: 1. Das Hurwicz-Kriterium basiert auf einer
Kombination von Maximin und Maximax, indem es sowohl das
bestmégliche als auch das schlechtestmogliche Ergebnis einer Hand-
lung beriicksichtigt, welche jeweils mit einem Pessimismus-Optimis-
mus-Index gewichtet werden. Der Fokus auf Extreme ist hier ebenso
strittig wie die Nichtbeachtung von Wahrscheinlichkeiten. 2. Das La-
place-Kriterium nimmt gleichverteilte Wahrscheinlichkeiten an, was
willkiirlich und unplausibel erscheint. 3. Die Bootstrapping-Methode
basiert auf einer Entscheidungslogik, nach der in ethisch fragwiirdi-
ger Weise von vergangenem Risikoverhalten auf die Akzeptabilitat
zukiinftiger Risiken geschlossen wird. 4. Eine kritische ethische Aus-
einandersetzung mit dem Zufallsprinzip wurde bereits in Kap. 5.4.2.1
skizziert.

6.3.3 Zur Kritik traditioneller Risikopraxis

Die in diesem Kapitel vorgestellten, durchweg konsequentialisti-
schen Entscheidungskriterien rationaler Risikopraxis sehen sich
einer zunehmend kritischen Haltung gegentiber, die ihre zentralen
Argumente aus der Warte einer generellen Kritik am ethischen
Konsequentialismus speist. Zusammenfassend lassen sich gemafs
der Darstellung von Rath (2011, S.109-119) fiinf zentrale Problem-
felder identifizieren, die in allen drei dominanten Entscheidungs-
prinzipien prasent sind.?#! Erstens setzen die skizzierten Kriterien
implizit oder explizit die Vergleichbarkeit risikorelevanter Zustan-
de hinsichtlich individueller Nutzenwerte (Bayes), gesellschaftlicher
Positionen (Maximin) oder Risikodimensionen in Systemeffekten
(Prinzip der Vorsicht) voraus. Zweitens werden Verteilungseffekte
entweder, wie im Rahmen des Bayes-Kriteriums als Maximierung

241 Rath nennt noch weitere kriterienspezifische Themen, hinsichtlich derer sich
die Prinzipien kritisieren lassen. Auf eine ausfithrliche Darstellung derselben
wird an dieser Stelle jedoch verzichtet, da es hier weniger um eine Widerle-
gung einzelner spezifischer Prinzipien als vielmehr um eine generelle Kritik an
der konsequentialistischen Basis geht, welche die genannten Entscheidungskri-
terien gemeinsam haben.
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des Durchschnittsnutzens, unglaubwiirdig begriindet oder einem
hoheren Ziel, beispielsweise der Vermeidung besonders schlechter
Konsequenzen bei Maximin und Vorsichtsprinzip, untergeordnet.
Drittens stellt die Verletzung individueller Rechte eine grundsitz-
lich kontroverse Problematik angewandter ethischer Fragen dar, die
einer komplexen Begriindung bedarf. Ein iiberzeugendes Kriterium
der Risikobeurteilung kann niemals lediglich aggregativ sein, son-
dern wiirdigt stets individuelle Interessen der Betroffenen. Viertens
werfen die Kriterien Fragen zur Legitimitdt von individuellen bzw.
kollektiven Entscheidungstragern und spezifischen Entscheidungs-
kategorien auf. Fiinftens verzichten sie allesamt auf die Legitimati-
onsgrundlage expliziter Zustimmung, die nicht nur eines der méch-
tigsten risikoethischen Instrumente ist, sondern als lebensnahes Ele-
ment die ethische Komplexitit angewandter Fragen zu reduzieren
vermag.

Aus der ethischen Kritik an einer konsequentialistischen Grund-
orientierung rationaler Entscheidungskriterien folgt somit, dass die-
se als finale Grundlage einer glaubwiirdigen Risikopraxis norme-
thisch nicht zu rechtfertigen sind. In diesem Zuge muss auch die
konsequentialistisch geprigte Denkweise in Bezug auf die ethische
Dimension von Entscheidungsstrategien fiir Risikofragestellungen,
wie sie insbesondere im Kontext der TFA vorherrschend ist, in Fra-
ge gestellt werden. Eine der prominentesten kritischen Positionen
vertritt hier Roeser (2018, 2020). Sie argumentiert sowohl aus Sicht
einer demokratischen Legitimitét als auch aus der Warte allgemein
anerkannter Grundwerte wie Fairness, Autonomie und Gleichheit
u. a. gegen die technokratische Fokussierung auf rein formale, quan-
titative Ansdtze der Risikobewertung. Dabei betont sie insbesonde-
re die Rolle von Emotionen, welche sie als Ausdruck verinnerlich-
ter Werte interpretiert.?#> Auch Hanssons (2007b, S.27) Forderung
nach der Ergidnzung quantitativer Methoden der Risikoanalyse mit
spezifisch ethischen Aspekten wie Freiwilligkeit, Zustimmung, Ab-
sicht und gerechtigkeitsethischen Uberlegungen unterstreicht die
Notwendigkeit eines Paradigmenwechsels von einem konsequentia-
listischen hin zu einem nicht-konsequentialistischen Ansatz fiir den

242 Hilfreich fiir das Verstindnis von Roesers Thesen ist ein Artikel von Nyholm
(2020b), in dem er sich vor dem Hintergrund technologischer Risiken erldu-
ternd mit Roesers Pramissen auseinandersetzt.
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ethischen und gesellschaftspolitischen Umgang mit Risiken. Dieser
ist unabhingig von der Begriindbarkeit und Plausibilitdt postmo-
dern-subjektivistischer und partizipatorischer Konzeptionen an sich
geboten (vgl. Nida-Riimelin, 2005, S. 864-865; Nida-Riimelin et al.,
2012, S.125-133). Dies gilt umso mebhr fiir risikobehaftete Technolo-
gien, bei denen beispielsweise deontologische Aspekte bisher weitge-
hend unterreprisentiert sind. Die im folgenden siebten Kapitel ent-
wickelte deontologische Perspektive versteht sich daher als Antwort
auf die Feststellung, dass die rationalen Grundstrukturen einer tradi-
tionellen Risikopraxis der praktischen Problemstellung moralischer
Unfalldilemmata nicht gerecht werden kdnnen.
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7. Unfallalgorithmen als risikoethisches
Verteilungsproblem

Bevor in diesem siebten Kapitel schlieSlich zur risikoethischen Ana-
lyse tibergegangen wird, ist an dieser Stelle zunichst eine klaren-
de Vorbemerkung zu einer zentralen Begrifflichkeit notwendig. In
den bisher einschldgigen risikoethischen Forschungsbeitrdgen ist im
Hinblick auf das zugrundeliegende Entscheidungsproblem beinahe
ausschlieSlich von einer »Risikoverteilung« (risk distribution) die
Rede (vgl. z. B. Berkey, 2022; Dietrich, 2021; Dietrich & Weisswan-
ge, 2019; Geisslinger et al., 2021; Smith, 2022). »The ethics of au-
tomated vehicles may be better framed as the fair distribution of
risks, both during and before forced-choice situations«, stellt auch
Goodall (2017, S.496) fest. Aus strikt definitorischer Sicht ist die
Verwendung dieses Begriffs jedoch nicht korrekt. Der Terminus der
>Distribution« bzw. >Verteilung« ist dkonomischen Ursprungs und
wird insbesondere im Kontext von Konzepten der distributiven Ge-
rechtigkeit, z. B. bei Rawls, mit einer Verteilung von Giitern bzw.
Ressourcen assoziiert. Mit ihm eng verwandt und héufig verwechselt
ist der inhaltlich weiter gefasste Begriff der >Allokation¢, der sich
ebenfalls mit distributiven Fragen auseinandersetzt. In den Wirt-
schaftswissenschaften meint >Allokation« die Verteilung bzw. Zuord-
nung knapper Ressourcen bzw. Produktionsfaktoren mit dem Ziel,
diese denjenigen Produktionsmoglichkeiten einer Volkswirtschaft
im Sinne von Giitern und Dienstleistungen zuzufiihren, welche den
bestmoglichen Einsatz der Produktionsfaktoren verwirklichen (vgl.
Bundeszentrale fiir politische Bildung, 2016). >Allokation« bezieht
sich also auf Inputfaktoren, mittels derer Outputs erzeugt werden;
die Verteilung Letzterer auf Wirtschaftssubjekte wird als >Distributi-
on< bezeichnet.

Diese begriffliche Differenzierung hat bedeutende Implikationen
fiir ein korrektes Verstandnis der Entscheidungsproblematik, die der
Programmierung von Unfallalgorithmen zugrunde liegt. Um was
geht es eigentlich genau? Der Versuch, entstehende Schidden anhand
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ethischer Kriterien zu verteilen, ist schon deshalb unplausibel, weil
die Entscheidungssituation sich gerade dadurch auszeichnet, dass
die sich tatsichlich manifestierenden Folgen kontingent sind. Es
geht vielmehr um die Inputfaktoren, die Schiden hervorbringen -
um etwas, aus dem potenziell eine negative Konsequenz entstehen
kann, aber nicht zwangslaufig muss: um Risiken. Streng genommen
wire es also angemessener, von einem Allokationsproblem von Risi-
ken zu sprechen:

The distribution of the risks of operating autonomous vehicles [...]
may fall short of the targeting paradigm specific individuals, yet the
centralised and coordinated nature of algorithmic risk transforms this
process to one of risk allocation rather than mere risk distribution.
This is because allocation infers direction, edging towards intentionali-
ty, and emphasises the perspective of the patient-victim in the accident
relationship by connoting the imposition of risk. (Liu, 2017, S. 201)

Der Begriff der >Verteilung« ist hingegen dann addquat, wenn es um
die Outputs geht, die durch Risiken generiert werden. Diese lassen
sich allgemein als die Vor- und Nachteile beschreiben, die aus einer
Risikokonstellation resultieren und anhand von Fairnesskriterien
verteilt werden sollten (siehe Kap. 7.3.3): »Distributive justice, [...]
is the fairness between those who directly and indirectly benefit
and those who directly and indirectly carry the burdens«. (Goér
Herve et al., 2023, S.4) Tatsachlich werden Fragen einer fairen Ri-
sikoverteilung im Kontext von Unfallalgorithmen zumeist anhand
einer Diskussion von Nutzen und Lasten im Zuge von Risikotiber-
tragungen erdrtert. Das akzentuierte Problem ist damit im Kern
durchaus ein Verteilungsproblem, wenn auch nur indirekt eines von
Risiken. Aus diesem Grund wird in der in diesem Buch vorgelegten
risikoethischen Abhandlung von einem risikoethischen Verteilungs-
problem bzw. einer Verteilung von Vor- und Nachteilen, nicht aber
von einer Risikoverteilung gesprochen. Wann immer in direkter
oder indirekter Weise auf Literatur verwiesen wird, die den Begriff
der >Risikoverteilung« verwendet, sei angemerkt, dass zitierte Inhalte
sinngemifd vor dem Hintergrund der erlduterten Begriffsreflexion zu
verstehen sind.
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7.1 Die (risiko-)ethische Problematisierung von Mobilitatsrisiken
im Kontext autonomer Fahrsysteme

7.1.1 Autonome Fahrzeuge im Spannungsfeld zwischen soziologischer
Risikoakzeptanz und ethischer Risikoakzeptabilitiit

Obwohl Mobilititsrisiken gegenwirtig vor allem im Zusammenhang
mit neuen Technologien diskutiert werden, sind sie kein Spezifikum
der Verkehrsautomatisierung, sondern vielmehr seit jeher Bestand-
teil des Systems Mobilitat. Jedoch nimmt ihre Komplexitdt seit den
Anfangstagen des motorisierten Verkehrs und damit verbundenen
hoheren Fahrgeschwindigkeiten stetig zu. Am Verkehrsgeschehen
beteiligte Personen sind zum einen jenen Risiken ausgesetzt, die
durch andere Verkehrsteilnehmer herbeigefithrt werden, und zum
anderen verursachen sie selbst Risiken, die wiederum andere betref-
fen. Dabei sind Risiken und Gefahren im Kontext von Mobilitétssys-
temen, wie auch in vielen anderen Bereichen unseres alltdglichen
Lebens, weitgehend gesellschaftlich akzeptiert. Sie werden aufgrund
ihres bedeutenden gesellschaftlichen Nutzens oftmals bedenkenlos
in Kauf genommen. Das ldsst sich einerseits durch psychologische
Effekte erkldren, denn aus psychologischer Sicht klaffen Risikorea-
litdit und Risikowahrnehmung oft auseinander. Sichtbar wird dies
zum einen hinsichtlich der subjektiven Wahrnehmung von Eintritts-
wahrscheinlichkeiten. Bei sehr seltenen Ereignissen bzw. sinkenden
Wahrscheinlichkeiten riickt das Wissen um die kausale Verkniipfung
zwischen einer Handlung und deren Folgen tendenziell in den Hin-
tergrund (vgl. Hansson, 2003, S. 292), wahrend unmittelbare Vortei-
le der Mobilitit in den Vordergrund treten. Zum anderen werden
neuartige Risiken tendenziell eher tiberschitzt, etablierte hingegen
unterschitzt. Risiken, die man glaubt steuern zu kdnnen, werden als
weniger bedrohlich empfunden; stehen Risiken mehr in der &ffent-
lichen Diskussion, verdndert dies das subjektive Risikobewusstsein
ebenfalls (vgl. Nida-Riimelin, 2005, S. 868-871; Rath, 2011, S. 120).
Andererseits wird auf gesamtgesellschaftlicher Ebene zwischen
Kosten bzw. Risiken und Nutzen eines Mobilitdtssystems abgewo-
gen, wobei Sicherheit (safety) und Komfort (convenience) die zen-
tralen Aspekte darstellen. Ist der gesellschaftliche Nutzen hoher als
die Kosten, werden Risikotibertragungen innerhalb des betreffenden
Systems als zuldssig bewertet und ein gewisses Risiko ist grund-
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satzlich zu tolerieren (vgl. Gasser, 2015, S. 548). Mobilitit als gesell-
schaftliches System kann damit auf quasi-kontraktualistische Weise
als im Kern gerechtfertigt erachtet werden (vgl. Miiller & Gogoll,
2020, S. 1554). Dies muss umso mehr fiir automatisierte Fahrsysteme
gelten, von deren Einfithrung man sich gerade eine signifikante
Erhohung der Verkehrssicherheit erhofft.

Derartige Argumentationsstrukturen sind zwar logisch valide und
damit gesellschaftlich akzeptiert, aus (risiko-)ethischer Sicht jedoch
prinzipiell problematisch. Philosophische Kritik riickt vor allem die
Diskrepanz zwischen gesellschaftlichem und individuellem Nutzen
in den Vordergrund. Sie richtet sich dabei gegen den konsequentia-
listischen Kern des Gedankengangs, unter dessen Primat individu-
elle Interessen im Rahmen einer gesamtgesellschaftlichen Nutzenab-
wiagung dem groflen Ganzen untergeordnet werden, wie es auch im
Grundkonzept rationaler Risikopraxis verankert ist. Wie bereits die
kritische Auseinandersetzung in Kap. 6.3.3 gezeigt hat, ist ein solches
Vorgehen nicht haltbar. Verkehr ist ein soziales System, das sich an
den Bediirfnissen des Einzelnen ausrichten muss und letztlich nur
durch diese legitimiert werden kann.

Dennoch ist es plausibel anzunehmen, dass gesamtgesellschaftlich
getragene Risiken des automatisierten Verkehrs nicht notwendiger-
weise fiir alle Individuen vorteilhaft sind; vielmehr ist davon auszu-
gehen, dass gewisse Gruppen - i. e. die Halter bzw. Insassen eines
selbstfahrenden Fahrzeugs - in den Genuss der Vorteile kommen,
wiahrend andere vor allem die resultierenden Nachteile tragen. Auch
das auf den ersten Blick einschlagige Argument, dass aufgrund des
Sicherheitspotenzials autonomer Fahrzeuge alle Mitglieder einer Ge-
sellschaft von einer erhdhten Verkehrssicherheit profitieren wiirden,
kann die Skepsis gegeniiber einer ethisch fragwiirdigen Verteilung
von Vor- und Nachteilen nicht aufheben. Erstens ist zweifelhaft,
ob sich das visiondre Sicherheitsversprechen autonomer Fahrzeuge
Uberhaupt erfiillen wird (siehe Kap. 2.2.3). Zweitens schliefit eine
allgemeine Verbesserung des Sicherheitsniveaus nicht aus, dass In-
dividuen im Einzelfall schlechter gestellt werden konnen, z. B. in
Situationen, die durch die rezeptiven und kognitiven Limitationen
technischer Systeme erst verursacht werden (vgl. Brandle & Grun-
wald, 2019, S. 289).

An dieser Problematik setzt die Risikoethik an, die die Legitimitat
eines risikobehafteten Systems stets unter Bezugnahme auf Einzelin-
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teressen begriindet: Ein System, das Risiken produziert, kann nur
unter Beriicksichtigung distributiver Effekte ethisch gerechtfertigt
werden, d. h. wenn die entstandenen Vor- und Nachteile fiir alle
Betroffenen fair verteilt sind. So argumentiert Ferretti (2010, S. 506)
von einem institutionalistischen Standpunkt aus, dass eine bestimm-
te Risikohandlung, die andere betrifft, unter diesen Voraussetzun-
gen fiir eine gerechte Gesellschaft akzeptabel sein kann. Dies ist
beispielsweise dann der Fall, wenn ein »equitable social system of
risk-taking« (Hansson, 2003, S.305) vorliegt, das auf der folgenden
zentralen These basiert: Das Prima-Facie-Recht, keinen Risiken aus-
gesetzt zu werden, kann dann tiberschrieben werden, wenn die Risi-
koiibertragung Teil eines gerechten Systems von Risiken ist, welches
dem Einzelnen Vorteile bringt.?+3

Auch wenn die soziologisch begriindete Akzeptanz aggregierter
Nutzenabwigungen unabhéngig von ihrem konkreten Anwendungs-
kontext prinzipiell ethisch fragwiirdig ist, wird sie zumeist nicht
gesondert ethisch thematisiert, sondern als etabliertes gesellschafts-
strukturelles Phdnomen betrachtet.2** Ein mdglicher Grund dafiir
mag darin liegen, dass die Risiken des herkdmmlichen Straflenver-
kehrs durch die Annahme impliziter Zustimmung der Einzelnen
als legitimiert angesehen werden, um das Problem of Paralysis -
und damit einen drohenden Verlust der durch das Mobilitdtssystem
generierten Vorteile — zu umgehen. Ungeachtet dessen, dass eine
solche Argumentationsbasis generell ethisch fragwiirdig ist, muss sie
angesichts des autonomen Fahrens erst recht kritisch adressiert wer-
den. Mogliche Zustimmungsvorbehalte sind angesichts neuartiger
technikinduzierter Risiken neu zu verhandeln (siehe Kap. 7.2.3.3);
insbesondere dann, wenn die Nutzung autonomer Fahrzeuge tat-
sachlich eines Tages verpflichtend werden sollte.

243 Diese These Hanssons wird im weiteren Verlauf des siebten Kapitels noch
intensiv erortert.

244 Als einflussreich gilt in diesem Kontext das Modell des Ingenieurs Chauncey
Starr (1969), der sich als einer der ersten Wissenschaftler mit der gesellschaftli-
chen Akzeptanz neuer technischer Risiken auseinandergesetzt hat. Ausgehend
von einer Analyse der in Gesellschaften historisch nachweisbaren und traditio-
nell akzeptierten Risiken hat er eine Theorie gesellschaftlicher Risikoakzeptanz
entwickelt, in deren Rahmen Letztere nicht auf eine moralische Bewertung,
sondern auf soziologisch feststellbare Gewohnheiten hinsichtlich der Risikoak-
zeptanz zuriickgefiihrt wird.
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Autonome Fahrsysteme verdndern die Risikolandschaft des zu-
kiinftigen Straflenverkehrs auf disruptive Weise. Ein zentraler
Grund, weshalb Mobilitétsrisiken im Kontext des autonomen Fah-
rens im Vergleich zu herkémmlichen Fahrzeugen ethisch stirker
problematisiert werden, liegt in der Natur der betreffenden Risiken.
Die >neuen« Risiken sind technikinduziert, d. h. sie werden durch
spezifische Funktionsweisen technischer Systeme in einer Weise
transformiert, die ethisch problematisch ist: Diese Risiken sind sys-
temisch und verdndern das Wesen risikobehafteter Entscheidungen
- aus einer intuitiv-situativen Reaktion in einer spontan auftreten-
den Verkehrssituation wird eine {iberlegte, bewusste Entscheidung,
die sich in Algorithmen niederschlagt (vgl. Lin, 2015, S. 74; Nyholm
& Smids, 2016, S.1278-1279). Die im Rahmen der Fahrautomatisie-
rung herbeigefithrten Risiken sind in hohem Mafle abhingig von
einem fehlerfreien Betrieb der entsprechenden Systeme, der jedoch
angesichts der generellen Fehleranfilligkeit von Maschinen nie zu
vollstandiger Sicherheit fithren kann.

Wie Sahlin und Persson (1994, S.38-53) betonen, miissen neben
Risiken, die sich direkt auf zu erwartende Konsequenzen beziehen,
auch epistemische Risiken Bestandteil einer validen Risikobewer-
tung sein, welche die Zuverlédssigkeit des vorausgesetzten Wissens
hinterfragt. Hinzu kommt schliefllich, dass Technik an sich grund-
sdtzlich nicht wertneutral ist, sondern vielmehr geeignet, wesentli-
che Aspekte des menschlichen Lebens zu konditionieren (vgl. Mla-
denovic & McPherson, 2016, S.1132-1133). Die Erkenntnis, dass eine
explizite Risikobetrachung bei KI-Systemen unerldsslich ist, reifte
spatestens seit dem Inkrafttreten der Datenschutz-Grundverordnung
(DSGVO) im Jahr 2018 und der damit verbundenen Forderung nach
der Etablierung von Privacy-by-Design-Ansitzen. Der im Herbst
2021 vom Ingenieurverband IEEE herausgegebene Ethikstandard
fiir intelligente und autonome Systeme (IEEE 7000) mit dem Titel
»IEEE Standard Model Process for Addressing Ethical Concerns
during System Design« tragt dem zunehmenden Bewusstsein Rech-
nung, dass Ethik bereits von Beginn eines Entwicklungsprojekts
an mitgedacht werden muss, um spitere negative Auswirkungen zu
verhindern. Grundlage dieses Standards ist das von Sarah Spieker-
mann erarbeitete Prinzip des Value Based Engineering, welches das
Ziel verfolgt, ethische Werte und Normen in allen Phasen der Sys-
tementwicklung zu berticksichtigen (Ethics by Design). Der Standard
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enthdlt zehn Handlungsempfehlungen, zu denen auch eine risiko-
bewusste und verantwortungsvolle Entwicklung von KI-Systemen
zahlt (vgl. Institute of Electrical and Electronics Engineers, 2021;
Spiekermann & Winkler, 2022).

Vor diesem Hintergrund ist festzuhalten, dass die Aufgabe der
ethischen Gestaltung von Unfallalgorithmen verschiedene Problem-
stellungen mit sich bringt. Ziel des dritten und letzten Teils der
Forschungsarbeit ist es, ausgewdhlte Aspekte aus dem Blickwinkel
einer risikoethischen Perspektive zu beleuchten und damit {iber den
Horizont einer rein theoretischen Ebene hinauszugehen, auf welcher
der bisherige Forschungsdiskurs in weiten Teilen stattfindet (vgl.
Poszler et al., 2023, S. 19). Als Pointierung des inkompatiblen Aufein-
andertreffens individueller Interessen werden Dilemma-Szenarien
als besonders geeignet erachtet, dieses Ziel zu erreichen. Wenn sich
Situationen, in denen es unweigerlich zu Schiden kommt - mindes-
tens in dem Sinne, dass das Recht, keinem Risiko ausgesetzt zu wer-
den, verletzt wird -, nicht vollig ausschliefSen lassen, dann verblei-
ben im Hinblick auf die automatisierte Mobilitdt nur zwei Moglich-
keiten: Entweder sind Risikoiibertragungen in jeglicher Form und
rigoros unzuldssig, was ein Verbot der Einfiihrung des autonomen
Fahrens an sich zur Folge hitte. Das Postulat eines Nullrisikos wiir-
de eine kategorische Zuriickweisung jeglicher Risikoiibertragungen
implizieren und somit eine zu starke und absurde Einschrankung
des Raums erlaubter Handlungen darstellen. Dies wiederum stiinde
dem Zweck der Moral als Erméglichung guten Handelns zuwider
(vgl. Hansson, 2003, S.297-299; Hayenhjelm & Wolff, 2012, e37;
Rippe, 2013, S.534) und erscheint aus pragmatischer Sicht unplausi-
bel. Oder es gibt spezifische Umstdnde, unter denen dieses Recht
tiberschrieben werden darf und die es zu identifizieren gilt; Hans-
son beschreibt dies als »exemption problem« (2003, S. 302). Letztge-
nanntem Auftrag widmen sich die Ausfiihrungen in diesem dritten
Teil des Buches im Hinblick auf das Anwendungsproblem. Zunichst
wird ndher erldutert, inwiefern diese einen origindren Beitrag zum
Forschungsdiskurs leisten.
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7.1.2 Unfallalgorithmen und Risikoethik: Ansdtze bisheriger
(risikoethischer) Forschung

Im Zuge dominanter Forschungszuginge, wie sie in Kap. 4 expliziert
wurden, wird die Frage nach der Programmierung von Unfallalgo-
rithmen als moralisches Designproblem konzipiert, das die prakti-
sche Gegebenheit unsicherer Handlungsfolgen zum entscheidungs-
relevanten Zeitpunkt vernachléssigt. Zwar wird stellenweise ange-
deutet, dass Unsicherheit in Dilemma-Szenarien eine Rolle spielt;?4°
konkrete Forschungsdesiderate werden daraus zunéchst jedoch nicht
abgeleitet. Erst im Zuge einer kritischen Auseinandersetzung mit
den bis dato vorgeschlagenen Ansétzen einerseits sowie einer stirke-
ren, auch technischen Anwendungsorientierung andererseits riicken
neuere Beitrdge zunehmend Risikoaspekte in den Vordergrund. Di-
verse von Bund und Landern finanzierte Forschungsprojekte haben
die Bildung interdisziplindrer Forschungsteams forciert, die anwen-
dungsnéher forschen als noch zu Beginn des Diskurses. Auf techni-
scher Seite sind Risikoanalyse und Risikomanagement als zentrale
Bestandteile von Forschung und Entwicklung fest verankert. Impul-
se aus dem ingenieurwissenschaftlichen Diskurs, der Risikoaspekte
wie technikgenerierte Unsicherheiten bzw. Unreife der Technik be-
reits intensiv erforscht (vgl. Dietmayer, 2015; Hubmann et al., 2017),
bereichern zunehmend verwandte Debatten in anderen Disziplinen.

So ist auch im ethischen Diskurs der letzten drei bis vier Jahre
eine stetig steigende Anzahl an akademischen Beitrdgen zu verzeich-
nen, die die Problemstellung unter Bezugnahme auf Komponenten
aus Risikomanagement, Risikoanalyse und Risikoethik diskutieren.
Grundlage dieser Entwicklung im deutschen Forschungsdiskurs
sind nicht zuletzt auch die Richtlinien der Ethik-Kommission (Di
Fabio et al., 2017), die eine Entscheidungsstrategie fordern, welche
Risikoaspekte in systematischer Weise berticksichtigt. Der kiirzlich
in Kraft getretene und daher verstarkt in die 6ffentliche Wahrneh-
mung geriickte AI Act tragt ebenfalls erheblich dazu bei, dass risiko-
basierte Konzepte in Zukunft alternativlos sein werden, und daher
verstarkt an Relevanz gewinnen. Das neue europidische KI-Gesetz

245 Benannt wird dieser Aspekt beispielsweise bei Bhargava und Kim (2017), Birn-
bacher und Birnbacher (2016), Davnall (2020), Goodall (2016a, 2016b, 2017),
Grunwald (2015), Hiibner und White (2018), Keeling (2020) sowie Nyholm
und Smids (2016).
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legt Unternehmen zukiinftig die Verpflichtung auf, die mit den von
ihnen entwickelten KI-Anwendungen in Zusammenhang stehenden
Risiken mithilfe leistungsfahiger Test- und Validierungsverfahren
umfassend zu identifizieren, zu analysieren, zu bewerten und ent-
sprechend zu handeln. Die Durchfithrung von Folgenabschitzungen
in Bezug auf die Grundrechte wird fortan von Betreibern von Hoch-
risiko-KI-Systemen, wie sie auch selbstfahrende Fahrzeuge darstel-
len, eingefordert (vgl. Future of Life Institute, 2024).

Ein Schwerpunkt der bisherigen Literatur zu Unfallalgorithmen,
die sich risikoethischer Konzepte im weiteren Sinne bedient, liegt
auf der Betrachtung von Fragen sozialer Gerechtigkeit.*¢ Lebens
(2017) prominente Anwendung von Rawls’ Differenzprinzip, welches
das Wohlergehen der am schlechtesten gestellten Personen in einer
Gesellschaft fordert, bildet einen zentralen Ausgangspunkt kontro-
verser Diskussionen hinsichtlich der Analyse distributiver Effekte
in Dilemma-Szenarien. In dhnlicher Weise verteidigt auch Smith
(2022) eine konstruktivistische Rawls’sche Methode bei der Herlei-
tung gerechtigkeitsethischer Prinzipien fiir Unfallalgorithmen. Im
Zuge seiner Kritik an der Verwendung des Trolley-Problems fordert
er eine institutionalistische Orientierung hin zu einem »distributi-
ven Paradigma« in der normativen Analyse autonomer Fahrsysteme,
in dessen Rahmen Fragen einer gerechten Verteilung ausgehend von
gesellschaftlichen Kernstrukturen erortert werden.

[...] we have considerable reason to adopt institutionalism about our
moral obligations in the context of AVs. Rather than try to understand
our obligations in the domain of AV by using trolley problems to inter-
rogate how an ideal agent would behave and then trying to replicate that
behavior for AV, we should determine the set of principles or rules that
govern the fair distribution of benefits and burdens for the deployment
of AVs. Our personal obligations, then, would be to attempt to instanti-
ate those principles, but the primary normative principles would apply
to institutions and practices. (Ebd., S. 286)

246 Dieser Fokus entspricht der gerechtigkeitsethischen Agenda, die unter dem
Terminus >Verkehrsgerechtigkeit< wissenschaftlich erforscht wird: »Transport
justice describes a normative condition in which no person or group is disad-
vantaged by a lack of access to the opportunities they need to lead a meaning-
ful and dignified life [...] but also emphasises a more equal distribution of
transport benefits and burdens in society [...].« (Martinez-Buelvas et al., 2022,
S. 3) Fiir einfithrende Beitrage in dieses Forschungsfeld siehe z. B. Karner et al.
(2020), Martens (2016) sowie Pereira et al. (2017).
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Smith unterstreicht die Bedeutung einer ganzheitlichen Sichtweise,
die iiber die situativ beschrinkten Konsequenzen einzelner Dilem-
ma-Szenarien hinausgeht und die Wirkungen auf Strukturen sozialer
Gerechtigkeit mitveranschlagt. Mladenovic und McPherson (2016)
hingegen gehen im Rahmen ihrer Untersuchung gerechtigkeitsethi-
scher Fragen iiber den Anwendungsfokus unvermeidbarer Unfallsi-
tuationen hinaus, indem sie die Problematik aus der Makroperspek-
tive eines Systems vernetzter Straflenverkehrsiiberwachung beurtei-
len.

Auch wenn diese Forschungsbeitrdge nicht explizit risikoethisch
ausgerichtet sind, konnen sie doch in gewissem Sinne als Grundlage
fiir weiterfithrende risikoethische Forschung dienen. So kombinie-
ren Dietrich und Weisswange (2019) Aspekte beider Ansitze, indem
sie sowohl eine theoretische Begriindung als auch eine praktische
Implementierung eines Planungsmoduls fiir einen Prototypen vor-
legen, welcher der explizit implementierten Regel des Differenzprin-
zips (»Minimiere die maximalen Kosten aller Beteiligten«)*'” folgt.
Dabei legen sie den Schwerpunkt nicht auf Dilemma-Szenarien,
sondern auf Routinesituationen mit geringen oder moderaten Risi-
ken. In einem weiteren Beitrag entwirft Dietrich (2021) eine Archi-
tektur eines automatisierten Fahrzeugbetriebssystems, das ein spezi-
elles Modul fiir die Risikoabschidtzung und das Risikomanagement
umfasst, sodass anfangliche Ungleichheiten bei der Risikoexposition
ausgeglichen werden. Auch hierbei rekurriert er auf das Rawls’sche
Differenzprinzip in seiner urspriinglichen Interpretation als institu-
tionelle Zuweisungspolitik. In diesem Sinne pladiert er dafiir, das
automatisierte Fahren als institutionelle Aktivitat zu gestalten (vgl.
Dietrich, 2020).248

Weitere einschldgige Artikel fokussieren sich auf die Identifizie-
rung und Analyse ethischer Entscheidungsmetriken und die Kon-
zeption kontinuierlicher Entscheidungsprozesse fiir die Auswahl
geeigneter Trajektorien, bei denen risikoethische Aspekte sowohl
implizit als auch explizit beriicksichtigt werden. Poszler et al. (2023,
S.15-16) geben eine Ubersicht iiber entsprechende Ansitze, zu de-

247 Auf Rawls’ Differenzprinzip wird in Kap. 7.3.3 vertiefend eingegangen.

248 Fiir eine Perspektive, die Risiko im Kontext (bio-)technologischer Innovatio-
nen und vor dem Hintergrund eines nicht-welfaristischen Verstdndnisses als
eine Last der Kooperation auf den Schultern von Regulierungsinstitutionen
interpretiert, siche Ferretti (2010).
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nen die Data Theories Method (vgl. Robinson et al., 2021), die
Ethical Valence Theory (vgl. Evans et al., 2020), der Expected Moral
Value Approach (vgl. Bhargava & Kim, 2017) sowie diverse Konzep-
te expliziter ethischer Algorithmen zur Trajektorienplanung zdhlen.
Zu Letzteren gehort auch die von Németh (2022) vorgeschlagene
Methode zur Routenauswahl, welche quantitative und qualitative
Entscheidungsebenen integriert: Zundchst wird auf der Basis einer
quantitativen Wahrscheinlichkeitsauswertung die unkritischste Rou-
te ermittelt, bevor bestehende Konflikte mittels zusatzlicher quali-
tativer ethischer Prinzipien entschieden werden. Auf &hnliche Wei-
se operiert auch die Optimierungsfunktion im Rahmen des Steue-
rungskonzepts von Thornton et al. (2017).

Geisslinger et al. (2021) nehmen eine praxisorientierte Perspekti-
ve ein, indem sie (rationale) Entscheidungsprinzipien der Risikoe-
thik auf die Trajektorienplanung autonomer Fahrsysteme anwenden.
Dabei benennen sie zunichst interdisziplinare Anforderungen, die
Unfallalgorithmen im Hinblick auf eine mdgliche Implementierung
erfilllen miissen.?*” Von diesen Kriterien ausgehend, erarbeiten sie
ein Framework, das die Spezifikationen der zentralen rationalen
Entscheidungsprinzipien (Bayes-Regel, Maximin-Prinzip und Vor-
sorgeprinzip) in mathematische Gleichungen iibersetzt und mittels
einer komplexen, situativ gewichteten Kostenfunktion integriert.
Dieser Ansatz ist aufgrund seiner pluralistischen Struktur flexibel auf
eine Vielzahl moglicher Szenarien anwendbar, kann jedoch interne
Konflikte und Widerspriiche, die zwischen den einzelnen Prinzipien
bestehen, nicht autheben (vgl. Fossa, 2023, S.76). In einem neueren
Ansatz beschaftigen sich Geisslinger et al. (2023a) mit der Auswer-
tung der Risiken maoglicher Trajektorien fiir alle Verkehrsteilnehmer.
Anhand einer Kategorisierung in vier Giiltigkeitsstufen definieren
sie giiltige Trajektorien und identifizieren mittels einer ethischen
Kostenfunktion diejenigen, die im Hinblick auf verschiedene konse-

249 Diese lauten: 1. Représentation der Realitat, d. h. Beriicksichtigung von
Kontextfaktoren bei zweckmifliger Vereinfachung komplexer Sachverhalte, 2.
Technische Realisierbar- bzw. Formalisierbarkeit, 3. Allgemeingiiltigkeit bzw.
Universalitét fiir eine Vielzahl denkbarer Szenarien, 4. Soziale Akzeptanz als
Voraussetzung fiir erfolgreiche Nutzeradoption, 5. Transparenz als Absiche-
rung beziiglich rechtlicher Anforderungen (vgl. Geisslinger et al., 2021, S.1037-
1038).
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quentialistische und deontologische Kriterien die niedrigsten Kosten
verursachen.

Einer der zentralen Kritikpunkte an den bisher vorgelegten risi-
koethischen Ansitzen betriftt die primire Folgenorientierung bei
der Bewertung risikobehafteter Aktionen des Fahrsystems, infolge
derer ethisch relevante Aspekte wie Handlungsmotivationen oder
spezifische Pflichten vernachlédssigt werden, ebenso wie potenziel-
le Vorteile aus Risikoiibertragungen. Ein mdglicher Grund fiir die
Priorisierung konsequentialistischer Kriterien ist, dass bisherige For-
schung sich der Problematik aus der Perspektive moglicher Imple-
mentierungen anndhert. Wie bereits in Kap. 4.4.2 und Kap. 4.4.3
dargelegt, lassen sich insbesondere utilitaristische Kriterien einfa-
cher formalisieren als z. B. deontologische. Es stehen Aspekte einer
fairen Verteilung von Risiken einerseits (vgl. Dietrich, 2021; Dietrich
& Weisswange, 2019) sowie der Risikobewertung und Risikoabschit-
zung mittels mathematischer Kostenfunktionen andererseits (vgl.
Geisslinger et al., 2021, 2023a; Németh, 2022; Thornton et al., 2017)
im Fokus. Indem sie sich ausschlief3lich auf Kriterien rationaler Ri-
sikopraxis stiitzen, gelingt es den bisherigen Ansitzen jedoch nur
begrenzt, zentrale ethische Probleme zu kldren.

Unter Bezugnahme auf die fiinf Problemfelder der Risikoethik,
die in Kap. 6.2.1 beschrieben wurden, bleiben im Hinblick auf
die bisherige risikoethische Forschung wesentliche Fragen offen.
Beispielsweise sind Summenbildungen, wie sie in Kostenfunktionen
meist erfolgen, immer in der einen oder anderen Form aggregativ,
wohingegen aus risikoethischer Sicht stets die Perspektive der Ein-
zelnen einzunehmen ist. Die Beurteilung komplexer Beziehungsge-
fige zwischen Akteuren steht im Zentrum der Risikoethik, wird
in gegenwirtigen Implementierungsversuchen jedoch kaum bertick-
sichtigt. So versdumen es die Ansitze bislang, verantwortungsethi-
sche Aspekte umfassend in Betracht zu ziehen.?>? Geisslinger et al.
(2021) unterstreichen die Notwendigkeit, ihren Entwurf durch die
Integration spezieller Gewichtungsfaktoren weiterzuentwickeln, um
Verantwortlichkeiten formal zu reprasentieren. Im Rahmen eines
neueren Ansatzes versuchen Geisslinger et al. (2023a), konkrete

250 Auch in dieser Forschungsarbeit spielt der Aspekt der Verantwortung keine
explizite Rolle in der inhaltlichen Gestaltung des risikoethischen Entwurfs, ist
jedoch in Form der Pramissen der deontologischen Grenzkriterien, die in Kap.
7.3.2 und Kap. 7.3.3 begriindet werden, implizit enthalten.
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Ausprigungen von Verantwortung iiber die Reduzierung der Risiko-
kosten innerhalb des bayesianischen Funktionsterms auszudriicken.
Thre Auffassung ist dabei einerseits sehr spezifisch; andererseits
ist generell fraglich, inwiefern sich (moralische) Verantwortung in
quantifizierbaren Faktoren iiberhaupt adidquat abbilden lésst. For-
male Modellierungen, die fiir Implementierungen unverzichtbar
sind, stellen letztlich immer Vereinfachungen dar; komplexe Kon-
zepte konnen bei einer Darstellung in fiir Maschinen verstandlichen
Formeln meist nur verkiirzt wiedergegeben werden, wobei u. U.
essenzielle Aspekte verloren gehen oder in ihrem ethischen Kern
nicht addquat abgebildet werden. So versuchen Geisslinger et al.
(ebd.), eine auf den Anwendungskontext reduzierte Auffassung von
Verantwortung in ihre Kostenfunktion zu integrieren, die der Viel-
schichtigkeit des ethischen Konzepts an solches nicht gerecht wer-
den kann.

Dietrich (2021) hingegen argumentiert zwar explizit verantwor-
tungsethisch, um zu begriinden, weshalb mogliche Ungerechtigkei-
ten bei der Programmierung von Systemalgorithmen aktiv durch die
Integration von Gerechtigkeitszielen thematisiert werden miissen.
Fir deren konkrete Implementierung greift er jedoch wiederum
auf die nach Rawls’schem Verstdndnis zwar kontraktualistisch be-
griindete, aber konsequentialistisch operierende Maximin-Regel zu-
riick, welche ihrerseits ethische Schwierigkeiten aufweist (siehe Kap.
6.3.2.2).25

Sowohl Geisslinger et al. (2023a) als auch Dietrich (2021) ver-
zichten darauf, die Rechtfertigbarkeit der verwendeten rationalen
Prinzipien kritisch zu priifen. Einen entsprechenden argumentativen
Versuch legt Berkey (2022, S.217-222) vor, indem er eine faire Zu-
weisung von Risiken im Kontext automatisierter Mobilitét fordert:

[...] firms ought to program autonomous vehicles in ways that aim to
ensure that the safety-related benefits of those vehicles are distributed as
fairly as possible among all of those who could potentially be harmed as
a result of the use of motor vehicles. (Ebd., S. 216)

251 Als Grundlage einer verantwortungsethischen Diskussion technologiebezoge-
ner Risiken siehe Van de Poel und Nihlén Fahlquist (2013), die das Verhiltnis
von Risiko und Verantwortung sowie Verantwortungskonzeptionen, insbeson-
dere das Problem of Many Hands, thematisieren.
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Er diskutiert mogliche Griinde, mit denen ein Abweichen von an-
fanglich gleichverteilten Risiken gerechtfertigt werden konnte. Ein
solcher besteht zum einen in der Vorrangstellung, die er der Redu-
zierung des absoluten Risikolevels bzw. des Gesamtschadens gegen-
iber dem Postulat gleichverteilter Risiken einrdumt: »The aim of re-
ducing injuries and deaths as much as possible should, on my view,
take priority over distributing risks equally when there is a conflict.«
(Ebd., S. 225) So wiirde die Annahme, dass autonome Fahrzeuge das
Sicherheitsniveau erhéhen, implizieren, dass im Mischverkehr dieje-
nigen weniger Risiko tragen sollten, die anstelle von konventionellen
selbstfahrende Fahrzeuge nutzen.?>? Zum anderen ist eine Differen-
zierung zwischen Insassen motorisierter Verkehrsmittel einerseits
und Fufigingern bzw. Radfahrern andererseits ethisch relevant, da
Letztere signifikant niedrigere Risiken fiir andere heraufbeschworen.
In diesem Kontext sieht Berkey vor allem eine prinzipielle Priorisie-
rung von Fahrzeuginsassen kritisch.

Auch Abney (2022) deutet mogliche Grundpfeiler einer dezidiert
risikoethischen Perspektive an. Im Kontext von Missbrauch und
Manipulation von Systemalgorithmen beschreibt er verschiedene
Faktoren, die die Akzeptabilitit eines Risikos konstituieren. Zu die-
sen zdhlen eine (vollumfingliche) Zustimmung bzw. Freiwilligkeit
hinsichtlich eines eingegangenen Risikos, der Umfang der betroffe-
nen Gruppen (Beteiligte vs. Unbeteiligte), die Natur relevanter Risi-
ken (»state risk« vs. »step risk«), Schwellenwerte bei Ausmafl und
Wahrscheinlichkeiten sowie die Legitimation von Entscheidungsin-
stanzen. Er erortert diese Aspekte jedoch nicht ndher, sondern for-
muliert sie lediglich als Forschungsimpulse, die in Richtung einer
fundierten risikoethischen Analyse weisen. Eine solche zu skizzieren
ist das Anliegen der vorliegenden Forschungsarbeit. Nachfolgend
werden zundchst deren Gegenstand und Ziele naher spezifiziert.

7.1.3 Gegenstand und Ziele eines alternativen risikoethischen
Entwurfs

Zentrales Ziel der vorliegenden Arbeit ist es, den Forschungsdiskurs
moralischer Unfalldilemmata weiterzuentwickeln, indem untersucht

252 Plausibel ist dies jedoch nur unter der Voraussetzung, dass alle Individuen
potenziell gleiche Zugangschancen zu automatisierter Mobilitdt haben.
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wird, welchen Beitrag eine risikoethische Perspektive zur Kldrung
offener Fragen leisten kann. In Anbetracht der im vorhergehenden
Unterkapitel aufgezeigten Forschungsliicke ist festzuhalten, dass dem
Forschungsdiskurs eine systematisch entwickelte, dezidiert risikoe-
thische Grundlage fehlt, auf der sich sowohl Dilemma-Szenarien
als auch Routinefahrsituationen ganzheitlich ethisch wie auch ge-
sellschaftlich-sozial interpretieren lassen. Der hier vorgelegte Ent-
wurf kniipft sowohl an diejenigen Beitrage an, welche die Problema-
tik aus einem implementierungsnahen Blickwinkel betrachten, als
auch an diejenigen, die sich auf distributive Aspekte fokussieren.
Im Gegensatz zu Ersteren wird in dieser Arbeit unabhingig von
(technischen) Erfordernissen moglicher Implementierungsansitze
eine ethische Perspektive entworfen, ohne jedoch technisch relevan-
te Spezifika des Anwendungsproblems génzlich aus den Augen zu
verlieren. Es werden keine konkreten Implementierungsprinzipien
erarbeitet, sondern grundlegende ethische Fragen diskutiert, aus de-
nen sich normative Implikationen fiir Implementierungsversuche
ableiten lassen. Diese Herangehensweise tragt dem interdisziplini-
ren Charakter der Fragestellung insofern Rechnung, als sie betont,
dass auch anwendungsnahe Forschung nicht ohne fundierte, theore-
tische (ethische) Grundlagen auskommt, die zunachst unabhéngig
von (formalen) Realisierungsfragen zu kldren sind. Auf diese Weise
soll vermieden werden, dass es durch eine zu starke Fokussierung
auf die technische Realisierung bzw. Realisierbarkeit zu einer Ver-
nachlissigung der Plausibilitit und Uberzeugungskraft - und damit
der Qualitdt — der zugrundegelegten ethischen Argumente kommt.
Wie in Kap. 4.2 gezeigt, zeichnen sich Dilemma-Szenarien im
Kontext automatisierter Mobilitdt durch eine gesellschaftlich-soziale
Dimension aus, der im Zuge des moralphilosophisch dominierten
Zugangs kaum Beachtung geschenkt wurde. Der in diesem dritten
Teil entwickelte Entwurf kann als Versuch verstanden werden, der
Forderung nach einer institutionalistischen Problemperspektive zu
entsprechen, wie sie beispielsweise von Smith (2022) formuliert
wird. Unter Bezugnahme auf das »distributive Paradigma« wird
an die bisherigen risikoethischen Beitrdge angekniipft und zugleich
iber diese hinausgegangen. Dabei werden u. a. Rawls’sche Konzepte
vor dem Hintergrund einer risikoethischen Gesamtinterpretation
von Unfallszenarien und als Teil eines deontologischen Entwurfs in-
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tegriert, wahrend bisherige Forschungsarbeiten in einer ausschlief3-
lich distributiven Perspektive verbleiben.

In der nachfolgend dargestellten risikoethischen Auseinander-
setzung werden ausgehend von den in Kap. 6 vorgestellten theoreti-
schen Grundlagen zentrale risikoethische Grundfragen in Bezug auf
das Anwendungsproblem auf systematische Weise thematisiert. Ein-
zelne risikoethische Argumente werden verkniipft und schlief3lich
im Rahmen einer Skizze der Grundziige deontologischer Risikoethik
zusammengefithrt. Der auf diese Weise erarbeitete risikoethische
Entwurf kann als Alternative zu den in Teil II rekonstruierten Dis-
kursen begriffen werden und bietet neue Impulse fiir zukiinftige
Auseinandersetzungen mit Unfallalgorithmen. So werden mégliche
Ansitze der Rechtfertigung der moralischen Zuldssigkeit von Risiko-
iibertragungen anhand von Dilemma-Szenarien diskutiert, welche
im Kontext der automatisierten Mobilitdt auftreten konnen. Diese
diirfen jedoch nicht so strikt sein, dass jegliche praktische Relevanz
verloren geht; dies wird vor allem hinsichtlich des in Kap. 5 erar-
beiteten metaethischen Postulats der Nicht-Verrechenbarkeit inkom-
mensurabler Werte problematisiert. Zudem werden Entscheidungs-
strategien beziiglich der Problematik einer gerechtfertigten Vertei-
lung individueller Vor- und Nachteile im spezifischen Problemkon-
text kritisch erdrtert, wobei deontologische Prinzipien — anders als
in den bisherigen implementierungsnahen Ansitzen - als hard cons-
traints aufgefasst werden.

Den formalen Anforderungen hinsichtlich des begrenzten Um-
fangs dieser Arbeit ist es geschuldet, dass dabei nicht alle The-
menkomplexe?>® der Risikoethik gleichermaflen intensiv bearbeitet
werden konnen. Einige werden nur angedeutet und bilden weiter-
fithrende Forschungsdesiderate (siche Kap. 8.2). Die risikoethisch
relevanten Aspekte der (numerischen) Risikobewertung und Risiko-
abschitzung sowie verantwortungsethische Fragen werden im Fol-
genden daher nur gestreift, jedoch nicht umfassend behandelt. Im
néchsten Unterkapitel wird die risikoethische Analyse anhand von
zentralen Konzepten und Kriterien systematisch entfaltet.

253 Siehe die fiinf Problemfelder der Risikoethik aus Kap. 6.2.3.
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7.2 Analyse der Risikokonstellationen in Dilemma-Szenarien
entlang von Kriterien der Risikoakzeptabilitat

7.2.1 Akteure, Beziehungsnetzwerke und private Risiken

Wie in Kap. 4 ausgefithrt wurde, ldsst der bisher dominante For-
schungszugang zentrale ethische Fragen im Kontext der Gestaltung
von Unfallalgorithmen ungeklirt; der Fokus auf die (moralphiloso-
phische) Frage nach der ethisch >richtigen< Entscheidung ergibt kei-
ne final rechtfertigbaren Strategien. In diesem Kapitel wird eine risi-
koethische Auseinandersetzung vorgelegt, welche es erlaubt, einen
alternativen Betrachtungswinkel auf das Anwendungsproblem ein-
zunehmen, der Impulse fiir neue Entscheidungsperspektiven bereit-
stellt. In einem ersten Schritt wird zunéchst eine risikoethische Inter-
pretation des zugrundeliegenden Entscheidungsproblems skizziert,
das durch seine dilemmatische Struktur eine besondere Risikokon-
stellation begriindet.?>*

Risikoethische Uberlegungen kommen immer dann zum Zuge,
wenn ethisch relevante Unsicherheiten im Hinblick auf Handlungs-
folgen bestehen. Grundlage jeder risikoethischen Betrachtung ist
die Annahme, dass, auch wenn es moralisch unzuldssig ist, einem
Individuum eine bestimmte Konsequenz direkt zuzufiigen, dennoch
Umstdnde vorliegen konnen, die es erlauben, das Individuum einem
entsprechenden Risiko auszusetzen, infolgedessen die Konsequenz
moglicherweise eintreten kann. Hinsichtlich der Gestaltung von
Unfallalgorithmen kann zum Zeitpunkt der Entscheidungsfindung,
und damit auch der ethischen Bewertung entsprechender Algorith-
men, nur von Risiken, nicht aber von tatsdchlichen Schidigungen
ausgegangen werden:

The harm that interests us in the case of traffic is not one of intention-
ally harming third parties. Our main focus lies on actions that might
cause harm to others but usually do not, meaning actions that put other
members of society at risk, even if the risk of getting harmed for each
individual is relatively low. (Miiller & Gogoll, 2020, S. 1552)

254 Die Grundstruktur einer risikoethischen Perspektive auf Unfalldilemmata hat
die Autorin bereits an anderer Stelle in groben Ziigen entwickelt (vgl. Schaft-
ner, 2020b).
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Gegenstand des ethischen Entscheidungsproblems sind also nicht
tatsichliche Schaden, sondern vielmehr Schadensrisiken. Weiterhin
folgt bereits aus der Definition von Dilemmata, dass Schaden in
diesen spezifischen Situationen unausweichlich ist, d. h. fiir mindes-
tens ein beteiligtes Subjekt muss plausiblerweise das Eintreten einer
negativen Konsequenz angenommen werden.

Diese Betrachtungsweise wirft die Frage auf, wie mit drohenden
Schidden (= Risiken) in Dilemma-Szenarien umgegangen werden
soll. Die Programmierung von Unfallalgorithmen ldsst sich als risi-
koethisches Verteilungsproblem interpretieren; die Frage nach der
moralphilosophischen Begriindung von Entscheidungsprinzipien
fiir Unfalldilemmata, die im Zentrum des dominanten Forschungs-
zugangs steht, wird dabei transformiert in die risikoethische Frage
der Rechtfertigbarkeit von Dilemma-Risiken sowie der fairen Ver-
teilung daraus resultierender Vor- und Nachteile. Im Rahmen der
nachfolgenden Auseinandersetzung wird das Anwendungsproblem
vor dem Hintergrund zweier miteinander zusammenhéngender risi-
koethischer Grundfragen neu entworfen: Einerseits stellt sich die
Frage, wie sich entstehende Risikoiibertragungen moralisch rechtfer-
tigen lassen; andererseits geht es darum, unweigerlich bestehende
Risiken in einer Weise zuzuweisen, die ethisch plausiblen und vali-
den Kriterien geniigt. Beide Problemstellungen sind eng miteinander
verwoben und lassen sich nicht vollstindig unabhéngig voneinander
untersuchen. Aus diesem Grund werden beide Aspekte im Folgen-
den stets im Zusammenhang betrachtet.

Als sozio-technische Systeme bewegen sich autonome Fahrzeuge
in einem komplexen Verkehrsgeschehen, das durch das Zusammen-
wirken miteinander interagierender und aufeinander reagierender
Subjekte charakterisiert ist. Dabei sind am Straflenverkehr teilneh-
mende Personen zum einen jenen Risiken ausgesetzt, die durch an-
dere Verkehrsbeteiligte entstehen, und zum anderen verursachen sie
selbst Risiken fiir andere; diese Praxis wechselseitiger Risikotibertra-
gungen gilt sowohl fiir die Insassen autonomer Fahrzeuge als auch
fir andere Verkehrsteilnehmer (vgl. Grunwald, 2015, S.667). Das
zentrale Element, das die Risikokonstellationen im Kontext von Un-
falldilemmata kennzeichnet, besteht in der Reziprozitdt von Risiko-
ibertragungen. Jedes aktive Eingreifen in das Verkehrsgeschehen -
ob Ausweichmanéver oder Neupositionierung innerhalb einer Fahr-
spur, Uberqueren einer Strafle oder Uberholmanéver — stellt eine
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dynamische Umverteilung von Risiken dar. Sicherheit und Risiko
der Einzelnen hingen daher entscheidend von den Handlungen
anderer ab:

The choice situation—in terms of levels of autonomy and risk to
driver—is almost entirely determined by others. Drivers may select
certain »categories«< of autonomy or risk, but they have very little control
over the delineation of the categories themselves. The expected conse-
quences of these decisions are deeply entangled with the choices of
others on the road, from pedestrians to animals to cyclists to other
vehicles (some of whom may not have drivers at all)—and attempts to
manage these risks are dependent on the other actors. (Smith, 2022,
S.284)

Auf diese Weise {libertragene Risiken existieren nicht einfach; sie
sind vielmehr Bestandteil eines Beziehungsnetzwerks, welches die
Akteure durch ihre wechselseitige Risikourheberschaft generieren:
»Risks do not just ,exist® as free-floating entities; they are taken,
run or imposed. Risk-taking and risk imposition involve problems
of agency and interpersonal relationships [...].« (Hansson, 2007b,
S.27) Risiken sind stets an Handlungen gebunden und etablieren ein
spezifisches Beziehungsgefiige zwischen Entscheidenden (decision-
makers), Betroffenen (risk-exposed) und potenziellen Begiinstigten
(beneficiaries). Fiir die risikoethische Beurteilung konkreter Risiken
ist es essenziell, wie sich diese drei Rollen zueinander verhalten:
Wer trifft die Entscheidung tiber eine Risikoiibertragung und mit
welcher Absicht? Profitieren Entscheidende oder andere Personen
davon, Dritte einem Risiko auszusetzen? Findet eine Kompensation
von Betroffenen durch Begiinstigte statt? (Vgl. ebd., S. 27-28)

Im Zuge der Konkretisierung derartiger Fragestellungen auf das
Anwendungsproblem von Unfallalgorithmen sind zunichst die risi-
koethisch relevanten Akteure zu spezifizieren. Bezogen auf Szenari-
en der Risikoiibertragung konnen unter >Entscheidenden« diejeni-
gen verstanden werden, welche eine risikobehaftete Handlung initi-
ieren, in deren Folge Risiken fiir andere entstehen. In der Regel
sind in diesem spezifischen Kontext Entscheider und Begiinstigte
gleichzusetzen, denn diese sind durch ihre (risikoverursachenden)
Aktionen in der Lage, ihre eigenen Projekte zu verfolgen, und pro-
fitieren daher. Dies konnte beispielsweise auf die Insassen eines au-
tonomen Fahrzeugs zutreffen, die durch die automatisierte Beforde-
rung Zeit fiir andere Tatigkeiten wie Lesen oder Arbeiten gewinnen.
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Da sie sich jedoch durch ihre Teilnahme am Straflenverkehr immer
zugleich auch selbst einem Risiko aussetzen, konnen sie - u. U
und in Abhingigkeit von der spezifischen Konstellation — auch zu
den Betroffenen zéhlen, ebenso wie jede andere beteiligte Person.
Weiterhin ergeben sich aus der Analyse der Beziehungsverhiltnisse
zwischen Risikoakteuren auch Implikationen fiir die Identifikation
relevanter Risikokonstellationen. Diese werden zunéchst nur neutral
dargestellt und erst in einem zweiten Schritt ethisch bewertet bzw.
hinsichtlich ihrer Akzeptabilitat diskutiert.

Was die Beziehung zwischen einem Risiko und den von diesem
Betroffenen angeht. erscheint es strittig, inwiefern individuelle Risi-
ken, in denen sich Personen selbst einem (privaten) Risiko ausset-
zen, ohne dass Auswirkungen fiir andere bestehen, im Kontext auto-
matisierter Mobilitit als relevant anzusehen sind. Wie Nida-Riimelin
et al. (2012, S.154) anmerken, stellt das Konzept der allgemeinen
Gefdhrdungshaftung klar, dass allein durch die »Beteiligung am
Straflenverkehr auch bei korrektem Verhalten ein gewisses Risiko
fir andere Personen« besteht. Eine Teilnahme am Straflenverkehr
ist daher nicht widerspruchsfrei ohne die Verursachung von Exter-
nalitdten denkbar. Dennoch kann eine individuelle Risikosituation
vorliegen, denn eine solche kann unter bestimmten Voraussetzungen
auch durch ein Kollektiv verursacht werden:

Alle Mitglieder miissen willentlich diesem Kollektiv beigetreten und
eine mogliche ungleiche Verteilung von Konsequenzen, resultierend
aus einer Risikosituation, muss von allen akzeptiert sein. Sind diese
Bedingungen erfiillt, dann kann von einer individuellen Risikosituation
gesprochen werden, dessen Urheber ein Kollektiv ist. (Ebd., S.29)

Es ist grundsitzlich denkbar, ein solches Kollektiv dynamisch als die
Gesamtheit aller Verkehrsbeteiligten aufzufassen, die sich zu einem
gewissen Zeitpunkt quasi >im System« befinden und deren jeweilige
Risiken innerhalb der Systemgrenzen bleiben; die Teilnahme am
Verkehr kann dann als willentliche Akzeptanz der »>Spielregeln« aus-
gelegt werden. Fraglich ist allerdings, inwiefern diese Zustimmung
mangels Alternativen freiwillig erfolgt. Ebendies greifen Nida-Riime-
lin et al. in ihrer Darstellung eines weiteren Typus von Risikositua-
tionen auf, »in denen zwar ein Risiko {ibertragen wird, dies aber
durch die Zustimmung eines ausreichend informierten Risiko-Be-
troffenen in Abwesenheit jeglichen Zwangs legitimiert wird.« (Ebd.,
S.29) Ist die Zustimmung freiwillig und auf Basis ausreichender
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Informationen erfolgt, so gilt das Risiko als kollektiv eingegangen,
wobei die potenziellen Konsequenzen nicht iiber die beteiligten In-
dividuen hinausgehen diirfen.

Dennoch ist es im Hinblick auf das Anwendungsproblem nicht
sinnvoll, Dilemma-Szenarien primér als individuelle Risikosituatio-
nen zu interpretieren. Erstens sind individuelle Risikosituationen
mit Konsequenzen katastrophalen Ausmafles definitionsgemafS un-
vereinbar, was den praktischen Gegebenheiten jedoch widerspricht,
wie in den nachfolgenden Unterkapiteln gezeigt wird. Zweitens ist
anzumerken, dass - vorausgesetzt, die von Nida-Rimelin et al.
beschriebenen Sonderfille individueller Risikosituationen wiirden
hier greifen - sich die risikoethischen Fragen nach der Zuldssigkeit
von Risikotlibertragungen bzw. den Kriterien einer fairen Risikover-
teilung gar nicht oder nur in sehr begrenztem Mafle stellen. Auf-
grund der unterschiedlichen Voraussetzungen hinsichtlich individu-
eller Risikoverursachung und Risikotoleranz sind erwarteter Nutzen
und erwartete Risiken zwischen Anspruchsgruppen in der Regel
derart asymmetrisch verteilt bzw. umstritten, dass eine freiwillige
Akzeptanz derselben nicht zweifelsfrei angenommen werden kann.
Daher erscheint es sowohl praktisch als auch ethisch notwendig,
diese Fragen zu kldren. Aus diesem Grund richtet sich der Fokus
der vorgelegten risikoethischen Auseinandersetzung auf tibertragene
Risiken, d. h. Situationen, in denen ein Individuum oder eine Grup-
pe von einem Risiko betroffen ist, welches nicht selbstverursacht
ist; das Risiko geht von den verursachenden Personen auf den bzw.
die Betroffenen tiber (vgl. Rath, 2011, S. 30). Die real-lebensweltliche
Manifestation dieser Konstellation ist im Kontext des autonomen
Fahrens auf vielfaltige Weise denkbar. Im Folgenden werden zur
Veranschaulichung der Problematik zunichst verschiedene relevante
Szenarien kurz umrissen.

7.2.2 Szenarien der Risikoiibertragung

Aufgrund der Vielfalt moglicher Szenarien, in denen moralische
Dilemmata mit Beteiligung autonomer Fahrzeuge auftreten konnen,
sind Risikoiibertragungen in verschiedenen Beziehungskonstellatio-
nen denkbar. Diese lassen sich hinsichtlich ihrer risikoethischen
Problematik kategorisieren. Im einfachen Unfallszenario gehen von
einem selbstfahrenden Fahrzeug Risiken fiir andere Verkehrsbetei-
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ligte aus, wie in den Beispielszenarien 1 >Grofimutter versus Kind«
und 2 >Einzelperson versus Gruppe<. Umgekehrt verursachen all
diese Akteure ebenfalls Risiken fiir im konkreten Szenario invol-
vierte Parteien, i. e. die Insassen des autonomen Fahrzeugs sowie
die jeweils anderen Fufiganger(gruppen). Diese klassische Dilemma-
Konstellation kann aus risikoethischer Sicht als Standardfall gelten,
der sich durch komplexere ethisch relevante Beziehungsverhaltnisse
erweitern und ausdifferenzieren lasst.

Bevor diese Varianten im Folgenden erldutert werden, ist zunéchst
eine Anmerkung zur Situationsstruktur nétig. Da Schaden in mora-
lischen Dilemmata definitionsgemédfS unvermeidbar ist, stellen die-
se Nullsummenspiele dar. Dieses urspriinglich aus der Spieltheorie
stammende Konzept impliziert im 6konomischen Sinne, dass die
Summe aller Gewinne auf dem Markt stets null ist, weshalb der
Erfolg eines Marktteilnehmers immer zulasten des Verlustes eines
anderen geht. Ubertragen auf den Kontext von Dilemma-Szenarien
bedeutet dies, dass die Summe aller Risikowahrscheinlichkeiten stets
>l ergibt, d. h. wenn sich das Risiko einer Partei reduziert, erhoht
sich dasjenige der anderen. Daraus folgt, dass risikorelevante Hand-
lungen in geschlossenen Systemen stets mit der Ubertragung von
Risiken verbunden sind. Voraussetzung dafiir ist die Annahme, dass
Risikokonstellationen dynamisch sind; jede noch so geringe Aktion
eines jeden Beteiligten hat das Potenzial, die Risikokonstellation
grundlegend zu verdndern.

Hinsichtlich der Schadenskomponente des Risikobegriffs besteht
ein solcher interpersoneller Zusammenhang zwischen den Risiken
der Beteiligten nur indirekt bzw. in Fallen, in denen risikorelevante
Aktionen direkte Externalititen aufweisen. So senkt die Wahl schwe-
rer Fahrzeugtypen auf der einen Seite tendenziell das zu erwartende
Schadensausmaf fiir die Insassen, erhoht dieses aber zugleich fiir
Radfahrer oder Fufiginger. Auf der anderen Seite wirken sich er-
hohte individuelle Sicherheitsmafinahmen wie das Tragen spezieller
Schutzkleidung durch Motorradfahrer nicht direkt auf die zu erwar-
tenden Schadenshohen anderer aus — wohl aber indirekt auf deren
Risiken tiber die Wahrscheinlichkeitskomponente, wie es in Beispiel-
szenario 4 >Motorradfahrer mit/ohne Helm« unter der gleichzeitigen
Annahme eines utilitaristischen Schadenskalkiils der Fall ist.

Vor diesem Hintergrund konstituieren Handlungen, die sowohl
in Bezug auf Eintrittswahrscheinlichkeit als auch auf Schadenshéhe

320

18.01.2026, 18:2013. Er—


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

7.2 Analyse der Risikokonstellationen in Dilemma-Szenarien

direkt oder indirekt Einfluss auf Risikoiibertragungen nehmen, ver-
schiedene vom Standardfall abweichende Dilemma-Varianten. Eine
solche ist beispielsweise auf verkehrswidriges Verhalten zuriickzu-
fithren. So kommt es in Beispielszenario 3 >Rote Ampel« aufgrund
des regelwidrigen Uberquerens einer Fufigingerampel zu einer Risi-
koverschiebung zu Ungunsten des nachfolgenden Verkehrs, in Bei-
spielszenario 6 >Tunnel« ist das abrupte Abbremsen die Ursache fiir
eine erhohte Risikoexposition desselben. Einen ethisch komplexen
Spezialfall innerhalb dieser Kategorie stellen Szenarien dar, in denen
Risikotibertragungen durch bewusstes Fehlverhalten bzw. manipula-
tives Verhalten provoziert werden (vgl. Abney, 2022, S.259-260;
Hevelke & Nida-Riimelin, 2015¢, S.19-20). Schiitzen Algorithmen
z. B. im Zweifelsfall stets Fufigénger, so konnten sich Letztere durch
riicksichtsloses Handeln einen Sicherheitsvorteil verschaffen. Auch
dem ohne Helm fahrenden Motorradfahrer in Beispielszenario 4
>Motorradfahrer mit/ohne Helm« bieten sich im Falle eines auf
die Realisierung der geringsten Schadenssumme ausgerichteten Al-
gorithmus Fehlanreize, aufgrund derer die betreffende Person Teile
ihres eigenen Risikos auf andere tibertragen kann.?>

Eine weitere Kategorie von Risikoiibertragungen manifestiert sich
in Szenarien, in denen neben beteiligten Parteien auch Unbeteilig-
te gewissen Risiken ausgesetzt werden, wie die Fufigdngerin in Bei-
spielszenario 5 >Unbeteiligte auf Biirgersteig« oder die Kinder in
Beispielszenario 8 sHerannahender LKW«.2¢ Eine ethisch besonders
kontroverse Variante sind sogenannte Selbstopferungsszenarien, in
denen das Steuerungssystem des autonomen Fahrzeugs, wie in den
Beispielszenarien 6 >Tunnel< und 7 >Klippe¢, eine Kollision mit
unbelebter Infrastruktur bevorzugt, in deren Folge die Insassen zu
Schaden kommen, um andere Verkehrsteilnehmer zu schiitzen. In

255 Auch wenn diese Szenarien meist mit einer an spezifischen ethischen - meist
utilitaristischen — Prinzipien ausgerichteten Programmierung der Algorithmen
assozilert sind, ist ein Ausnutzen von deren Funktionsweisen grundsitzlich
unabhingig davon méglich, welche konkreten Prinzipien zugrunde gelegt wer-
den, sofern diese transparent und allgemein bekannt sind.

256 Zur ethischen Relevanz der Differenzierung zwischen Beteiligten und Unbetei-
ligten wurden bereits in Kap. 4.4.1 einige Argumente aus der philosophischen
Ethik erldutert. Auch in Kap. 7.3.3 wird diese Problematik nochmals risikoe-
thisch aufgegriffen; an dieser Stelle geniigt vorerst die Bemerkung, dass sich
die Gesamtkonstellationen in relevanten Szenarien durch Risikoiibertragungen
auf Unbeteiligte verandern.
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diesen Fillen wirken die Risiken, die von den Passagieren durch
die Nutzung des autonomen Fahrzeugs auf andere externe Parteien
ibertragen wurden, gewissermafien auf ihre Initiatoren zuriick.

Im Hinblick auf die Tragweite bzw. das Ausmafl verursachter
Risiken lassen sich die in Unfallszenarien relevanten Risikosituatio-
nen weiter spezifizieren. Da Dilemma-Situationen selten auftreten,
sind die Eintrittswahrscheinlichkeiten entsprechend zu erwartender
Schidden sehr gering. Dies wire im Sinne spezifischer Positionen
der Risikoethik als triviales Risiko zu werten. Fiir Thomson (1985a,
S.128-137) liegt ein solches Risiko genau dann vor, wenn die Ein-
trittswahrscheinlichkeit hinreichend klein ist, was sie anhand ihrer
prominenten Beispiele des Gasherds einerseits und des Russischen
Roulettes andererseits demonstriert. Mogliche Konsequenzen sind
dabei jeweils irrelevant. Hinsichtlich der spezifischen situativen
Charakteristika von Unfallszenarien erscheint es jedoch implausibel,
diese als triviale Risikosituationen zu kategorisieren. Wie die in Kap.
3.2.3 aufgefithrten Argumente belegen, sind Individuen im Hinblick
auf mogliche Risiken bzw. Erwartungswerte in Dilemma-Situationen
keineswegs indifferent, was nach Nida-Riimelin et al. (2012, S.47)
jedoch eine Voraussetzung fiir das Vorliegen eines trivialen Risikos
sein miisste.

Andere hingegen definieren triviale Risiken vorrangig iiber die
Tragweite eines Risikos; so betont Posner (2004, S.141), dass ein
triviales Risiko nur dann vorliegt, wenn die Konsequenzen zumin-
dest nicht katastrophal sind, ungeachtet ihrer Eintrittswahrschein-
lichkeit. Dies lésst sich auf zweierlei Weisen auf Dilemma-Szenarien
iibertragen: Zum einen sorgen die systematischen Effekte der in
einer groflen Zahl von Fahrzeugen wirksamen, identischen Steue-
rungssoftware dafiir, dass diese nicht nur in einer konkreten Situa-
tion Anwendung findet, sondern potenziell viele Fille betriftt, von
denen nicht bekannt ist, wann, wo und wie sie auftreten werden.
Die entsprechenden Risiken werden also quasi auf die Gesamtheit
aller Verkehrsbeteiligten {ibertragen. Zum anderen sind Szenarien
denkbar, in denen unmittelbare Risiken katastrophalen Ausmaf3es
verursacht werden, z. B. wenn es im Zuge einer Kollision zum Aus-
treten von chemischen Schadstoffen oder grofleren Mengen Treib-
stoff kommt, was wiederum eine grofle Zahl von Menschen auf
katastrophendhnliche Weise tangiert. Auch wenn diese Szenarien
berechtigterweise als unwahrscheinlich gelten konnen, sind Risiken
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in dilemmatischen Fahrsituationen auf dem Kontinuum moglicher
Risikotragweiten in jedem Fall ndaher am Extrempunkt der katastro-
phalen als an jenem der trivialen Risiken anzusiedeln; eine exakte
Verortung ist im Hinblick auf pragmatische Aspekte nicht zwingend
notwendig. Im nachsten Unterkapitel erfolgt nun die risikoethische
Evaluation der hier vorgestellten Szenarien unter konsequentialisti-
schen und vertragstheoretischen Gesichtspunkten.

7.2.3 Diskussion aus Sicht konsequentialistischer und
kontraktualistischer Kriterien

Nachdem zuvor veranschaulicht wurde, welche Konstellationen in
Unfallszenarien denkbar sind, werden diese in einem zweiten Schritt
aus risikoethischer Perspektive analysiert. Besonderes Augenmerk
wird dabei auf die spezifische ethische Komplexitit gelegt, die durch
die zugrundeliegende Dilemma-Struktur begriindet wird. Wéhrend
es offensichtlich moralisch falsch ist, einen FufSgidnger zu {iberfah-
ren, sind Handlungen, die mit sehr geringer Wahrscheinlichkeit
zur selben Konsequenz fithren, nicht grundsitzlich verboten. Die
entscheidende Frage ist, wie schwach die kausale Verkniipfung zwi-
schen Ursache und Wirkung sein muss, um eine entsprechende
Handlung zu legitimieren. Hansson (2003, S.292-301) bezeichnet
dies als das »mixture appraisal problem«, das ethische Prinzipien
bzw. Theorien auf unterschiedliche Weise beantworten. Die Risi-
koethik stellt im Wesentlichen drei Begriindungsansitze bereit, die
jeweils spezifische Kriterien hinsichtlich der moralischen Zuléssig-
keit von Risikoiibertragungen beinhalten: Der erste Ansatz umfasst
quantitative Optimierungen bzw. Kosten-Nutzen-Abwagungen auf
der Basis konsequentialistischer Argumente, wihrend der zweite
kontraktualistische Elemente wie die Zustimmung Betroffener in
den Fokus riickt. Der dritte Ansatz schliefllich argumentiert deonto-
logisch vor dem Hintergrund individueller Rechte und allgemein
anerkannter Gerechtigkeitsprinzipien. Welcher Begriindungsversuch
im konkreten Fall anwendbar ist, hingt von den jeweiligen situati-
ven Umstdnden ab. Die nachfolgende risikoethische Analyse erfolgt
daher entlang etablierter Kriterien der Risikoakzeptabilitdt, anhand
derer sowohl die Frage nach der Zuldssigkeit von Risikoiibertragun-
gen als auch distributive Aspekte erdrtert werden.
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7.2.3.1 Konsequentialistische Kriterien: Grenzen quantitativer
Optimierung

Konsequentialistische risikoethische Kriterien bilden den Kern ra-
tionaler Risikopraxis. Sie beantworten die Frage nach der Zulis-
sigkeit von Risikoiibertragungen mithilfe der Quantifizierung von
Eintrittswahrscheinlichkeiten und Schadenshdhen in Form eines
numerischen Erwartungswerts, der iiber alle mdglichen Folgen einer
Handlungsoption aggregiert (vgl. Nida-Riimelin et al., 2012, S. 36—
37). Bezogen auf Unfalldilemmata des autonomen Fahrens wiirde
dies implizieren, dass diejenige Handlungsalternative mit dem ge-
ringsten zu erwartenden Gesamtschaden gewdhlt werden sollte.
Allerdings ist die Fokussierung auf eine rein quantitative Bestim-
mung von Risikowerten als Basis ethischer Bewertungen fragwiirdig.
An dieser Stelle sei auf die entsprechenden Ausfithrungen in Kap.
6.3.3 verwiesen, deren Ergebnisse hier nur in zusammengefasster
Form wiedergegeben werden. Hauptkritikpunkte an konsequentia-
listischen Ansitzen sind, dass zum einen durch die Aggregation
im Sinne der Optimierung des gesamten Risikoerwartungswerts
individuelle Rechte und Risikopriferenzen systematisch missachtet
werden. Zum anderen bleiben dabei auch Verteilungsaspekte und
Gerechtigkeitsabwagungen unberiicksichtigt; ethisch problematisch
ist dabei insbesondere, dass unter dem konsequentialistischen An-
satz der Nachteil des einen stets durch einen geniigend grofien Vor-
teil eines anderen gerechtfertigt werden kann (vgl. Hansson, 2003,
S.295).

7.2.3.2 Kontraktualistische Kriterien: Formen der Zustimmung und
ihre Relevanz fiir Unfallalgorithmen

Kontraktualistische Ansétze der Risikoethik legitimieren die norma-
tive Giiltigkeit von Prinzipien und entsprechenden risikobehafteten
Handlungen unter Bezugnahme auf das zentrale Kriterium der Zu-
stimmung. In der Risikoethik herrscht weitgehend Einigkeit dariiber,
dass triviale Risiken zustimmungslos iibertragen werden diirfen, da
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andernfalls das soziale Leben zu stark erschwert wiirde.?®” So bewer-
tet Thomson (1985a, S.134-137) einen grundsatzlichen Ausschluss
von Handlungen mit inakzeptablen Konsequenzen, wie ihn bei-
spielsweise das Maximin-Prinzip impliziert (vgl. Rath, 2011, Fufin.
37), ungeachtet ihrer Wahrscheinlichkeit als kontraintuitiv. Auch
Leonard und Zeckhauser (1986, S. 45) lehnen es ab, triviale Risiken
zu regulieren, weil es ineffizient und impraktikabel ist, von jedem
potenziell Betroffenen eine Zustimmung einzuholen.

Die Ubertragung von Risiken, deren Ausmafl nicht als trivial
gelten kann, ist dagegen kontrovers. Dies hingt teilweise damit zu-
sammen, dass, obwohl Zustimmung in allen kontraktualistischen
Entwiirfen als bedeutsames Konzept erachtet wird, unterschiedliche
Ansichten dariiber existieren, warum dies so ist. Scheffler (1985,
S.76-83) sieht z. B. rechtebasierte Begriindungen als problematisch
an, in deren Rahmen Zustimmung lediglich als Mittel interpretiert
wird, um praktisch notwendige Verletzungen individueller Rechte
mit ihrer Geltung zu verséhnen.?®® Es wire stattdessen notwendig
einzuschrinken, wann etwas als Rechtsverletzung gilt, und in die-
sem Zuge z. B. triviale Risiken zu erlauben, denn tiber Zustimmung
allein lassen sich nicht alle denkbaren Falle klaren: »[...] consent
cannot serve as the sole vehicle for the justification of social instituti-
ons and patterns of social coordination, for its own value depends in
part on those very institutions and patterns.« (Ebd., S. 85) In diesem
Sinne spricht er sich gegen ein absolutes Verbot von Risikotiibertra-
gungen aus.

Auch weitere Lesarten hinsichtlich der Rolle von Zustimmung
in Risikofragen gemifd Scheffler legen nahe, dass es unzuléssig ist,
Personen ohne deren Zustimmung Risiken auszusetzen. Wahrend
die eine die instrumentelle Bedeutung von Zustimmung (»its effec-
tiveness as an instrument for promoting good states of affairs and
avoiding bad ones« (ebd., S.77)) akzentuiert, begreift die andere
Zustimmung als intrinsischen Wert bzw. Komponente eines selbst-
bestimmten, guten Lebens. Alle drei Interpretationsweisen begriin-
den jedoch kein absolutes Verbot von Risikoiibertragungen. Ein

257 Siehe die Diskussion des Problem of Paralysis in Kap. 7.11.

258 In diesem Zusammenhang sind Rechtsbegriindungen konsequentialistisch, es
fehlt eine plausible nicht-konsequentialistische Begriindung (vgl. Scheffler,
1985, S. 82).
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solches wire kontraintuitiv, wenn durch Risikoiibertragung ein >bes-
serer Zustand« im Sinne der jeweiligen Ansitze herbeigefiihrt wer-
den konnte. Letztlich implizieren sie eine Abwigung der Vor- und
Nachteile von Handlungsalternativen, die weder zwangslaufig 6ko-
nomisch noch aggregativ sein muss, sondern durchaus distributive
Effekte beriicksichtigen kann (vgl. ebd., S. 78-79).2%°

In der Risikoethik werden drei Arten der Zustimmung diskutiert,
die sich hinsichtlich wesentlicher qualitativer Kriterien unterschei-
den: »Es konnen [...] drei Bedingungen unterschieden werden, die
einer faktischen Zustimmung Giiltigkeit verleihen: (1) Abwesenheit
von Zwang, (2) Informiertheit und (3) Kompetenz« (Rehmann-Sut-
ter, 1998, S.51). Fiir die zustimmungsbasierte Legitimation von Ri-
siken kann grundsitzlich postuliert werden: Je hoher der Partizi-
pationsgrad betroffener Individuen an einer Entscheidung, desto
hoher die Legitimitit der entsprechenden Risiken (vgl. Gibson, 1985,
S.153; Rath, 2011, S.33-34). Als robusteste Form gilt die explizite
Zustimmung, die fordert, dass dem betreffenden Individuum alle
verfiigbaren Informationen vorliegen und es frei von duferen Zwin-
gen entscheidet (vgl. Thomson, 1985a, S.137). Das zustimmende
Individuum wird in diesem Zuge selbst zum Risikourheber, die Ri-
sikosituation damit von einer sozialen zu einer individuellen (vgl.
Rippe, 2013, S.524). Im Hinblick auf die Klarung konkreter Risiko-
tbertragungen ist diese Form jedoch in den wenigsten risikoethisch
relevanten Fillen gegeben, denn in der Regel ist weder die erforder-
liche Informationsbasis vorhanden noch sind die praktischen Rah-
menbedingungen entsprechend effizient:

259 Es gibt noch einen anderen Spezialfall, unter dem Zustimmung kein notwen-
diges Kriterium darstellt. McCarthy (1997, S.210-217) diskutiert in diesem
Kontext einen Vorschlag von Thomson, demzufolge die Zuléssigkeit einer
Rechtsverletzung durch eine Risikotibertragung eine Frage des Abwiagens ist.
Dabei ist sowohl relevant, was sich daraus fiir den Verursacher ergibt, als auch
das Maf}, in dem der Geschidigte dadurch schlechter gestellt wird: »At least
roughly, a rights infringement is permissible if the good that would come of the
infringement sufficiently outweighs the burden of the infringement to the bea-
rer of the right.« (Ebd., S. 210) Dies impliziert auch, dass eine Rechtsverletzung
dann unzuléssig bleibt, wenn sie dem Betroffenen unverhiltnismaflig schadet.
Auf einen Zustimmungsvorbehalt kann demnach verzichtet werden, wenn eine
Rechtsverletzung im Sinne eines Abwigens der Vorteile des Verursachers und
der Nachteile des Betroffenen zuldssig wire.
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Actual consent is not a realistic criterion in a complex society in which
everyone performs actions with marginal but additive effects on many
people’s lives. According to the criterion of actual consent, you have a
veto against me or anyone else who wants to drive a car in the town
where you live. Similarly, I have a veto against your use of coal to heat
your house, since the emissions contribute to health risks that affect
me. In this way each of us can block activities by many other persons.
(Hansson, 2003, S. 300)

Schwichere Formen der Zustimmung sind im Hinblick auf prakti-
sche risikoethische Probleme relevanter, jedoch hinsichtlich ihrer
Legitimitit diskussionswiirdig. Bei der indirekten Zustimmung resul-
tiert eine risikobehaftete Handlung aus einem Entscheidungsverfah-
ren, dem explizit zugestimmt wurde; das Individuum ist hierbei
von konkreten Einzelfallentscheidungen ausgeschlossen (vgl. Rath,
2011, S.34-35). Gemafs Thomson (1985a, S.137-139) muss in diesem
Zusammenhang genau spezifiziert werden, welchen konkreten In-
halt die Zustimmung umfasst. So hat man durch die Teilnahme an
einer Lotterie noch nicht einem potenziellen finanziellen Verlust
zugestimmt; ebenso wenig hat man durch die Entscheidung, durch
ein verrufenes Stadtviertel zu spazieren, seine Zustimmung zu einem
moglichen Uberfall gegeben. Prinzipiell kann eine indirekte Zustim-
mung auch implizit erfolgen. In diesem Fall ldsst sich die Zustim-
mung eines Individuums aus »ihrer institutionellen Eingebunden-
heit oder ihrem beobachteten Verhalten in anderen Kontexten« (Ni-
da-Riimelin et al., 2012, S.196) ableiten. Es liegt nahe anzunehmen,
dass diese Form der Zustimmung in vielen Fillen zu zweifelhaften
Ergebnissen fiihrt.

Die bezogen auf ihre Legitimationskraft schwichste Form stellt
die hypothetische Zustimmung dar, die davon ausgeht, dass einem
Risiko explizit zugestimmt wiirde, sofern alle notwendigen Informa-
tionen vorlagen (vgl. Rath, 2011, S.35). Da hier der Risikourheber
quasi stellvertretend fiir den Risikobetroffenen entscheidet, ist diese
Form der Zustimmung in ihrer Begriindung prinzipiell fragwiirdig,
weil sie die individuelle Autonomie und Verantwortungsfahigkeit
untergribt.260

260 Um dieses Problem zu vermeiden, schligt Gibson (1985, S.151-152) vor, die
Zulissigkeit hypothetischer Zustimmung auf Félle zu beschrinken, in denen
es den Betroffenen, z. B. aufgrund ihres gesundheitlichen oder kognitiven Zu-
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Welche Relevanz entfalten konkrete Formen der Zustimmung nun
fiir den in dieser Forschungsarbeit untersuchten Anwendungsfall?
Wie in den meisten real-lebensweltlichen Fragen der Gestaltung
sozialen Miteinanders ist auch im Hinblick auf Unfallalgorithmen
eine Annahme expliziter Zustimmung zu Risikoiibertragungen nicht
iberzeugend. Aufgrund ihres restriktiven Charakters wiirden Mobi-
litatssysteme génzlich zum Erliegen kommen, wenn fiir jedes denk-
bare Risikoszenario eine explizite Zustimmung eingeholt werden
musste:

Wiirde man versuchen, das explizite Zustimmungskriterium als allge-
meines Kriterium fiir die Risikoexposition einzufithren, wiirde mora-
lisch richtiges Handeln in einer Vielzahl von Lebenssituationen nahezu
unmoglich. Selbst wenn man zu Fufy durch die Stadt geht, setzt dies
andere Personen Risiken aus, wie zum Beispiel andere Fufiginger oder
Fahrradfahrer, denen man in den Weg laufen konnte. Jeden um Erlaub-
nis zu fragen, verunmoglichte die Durchfithrung der Handlung. (Rippe,
2013, S. 528)

Eine auf indirekter Zustimmung basierende Entscheidungsstrategie
fiir das Anwendungsproblem erscheint auf den ersten Blick nahelie-
gender, erweist sich bei naherer Betrachtung aber ebenfalls als dis-
kussionswiirdig. Inwiefern kann die Beteiligung am Straflenverkehr
bereits als Zustimmung zu simtlichen kontextrelevanten Risikotiiber-
tragungen gewertet werden? Rippe (2013, S. 524) schreibt dazu: »Im-
plizite Zustimmung liegt vor, wenn eine urteilsfahige Person, obwohl
sie Informationen iiber ein Risiko hat, der Situation der Risikoexpo-
sition nicht ausweicht oder sich bewusst in sie hineinbegibt.« Ge-
maf3 dieser Definition ndhmen die Insassen eines autonomen Fahr-
zeugs also durch ihre Wahl des Beforderungsmittels bewusst Risiken

stands, tatsachlich nicht (mehr) moglich ist, selbst zu entscheiden. Auch diese
Fille sind allerdings nicht von einer kritischen Beurteilung ausgenommen.
Hansson (2003, S.300-301) bemangelt, dass Vertreter der hypothetischen Ver-
tragstheorie bisher den Nachweis schuldig sind, wie ein hypothetischer Vertrag
- also einer, der nicht tatsichlich eingegangen wird - bindend sein kann.
Speziell fir Falle mit involvierten Risiken bzw. Unsicherheiten gilt zudem, dass
keiner der existierenden Ansdtze zeigen konnte, wieso tiberhaupt ein solcher
Zustand angenommen werden sollte, denn auch in einem solchen kann keine
fiir alle Beteiligten zustimmungsféhige Strategie erreicht werden: »In particu-
lar, the debate following Rawls’s Theory of Justice has shown that there is no
single decision-rule for risk and uncertainty that all participants in Rawls’s
hypothetical initial situation can be supposed to adhere to.« (Ebd., S. 301).
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in eigener Verantwortung in Kauf. Doch um welche Risiken handelt
es sich dabei? Gemafs Thomson (1985a, S.137-139) ist es entschei-
dend zu spezifizieren, wozu inhaltlich konkret zugestimmt wurde. Es
ist davon auszugehen, dass Verkehrsteilnehmer Risikoiibertragungen
unter der Voraussetzung zustimmen, dass sich »alle Handelnde[n]
an gewisse Regeln halten, denen man wiederum zustimmt oder zu-
mindest verniinftigerweise zustimmen kann.« (Rippe, 2013, S.529)
Risikotibertragungen, die sich aus nicht-regelkonformem Verhalten
ergeben, sind demnach nicht Gegenstand der Zustimmung und so-
mit auch nicht legitimiert; so etwa in Beispielszenario 4 >Motorrad-
fahrer mit/ohne Helm¢, wo fiir die Risikoiibertragung, die daraus
resultiert, dass der andere keinen Helm trigt, keine Zustimmung
angenommen werden kann.

Im Kontext automatisierter Mobilitat umfasst die Forderung re-
gelkonformen Verhaltens sowohl menschliche Akteure als auch auto-
nome Fahrzeuge. Die Zusicherung zustimmungsfahigen Verhaltens
kann nur iiber ein ethisch rechtfertigbares Design von Steuerungsal-
gorithmen erfolgen. Eine entscheidende Rolle kommt hierbei den
Verflechtungen zwischen ethischer Risikoakzeptabilitit und soziolo-
gischer Risikoakzeptanz zu (siehe Kap. 7.1.1). Mit der Beteiligung
am Straflenverkehr nehmen Individuen gewisse gesellschaftlich ak-
zeptierte Risiken in Kauf. Im Zuge der Automatisierung des Ver-
kehrs verdndert sich jedoch die Risikostruktur relevanter Situations-
zusammenhinge grundlegend. Zugleich ist Mobilitdt weiterhin ein
Grundbediirfnis, auf das nicht einfach verzichtet werden kann, auch
wenn neu generierte Risikokonstellationen individuell inakzeptabel
sein mogen. Im Grunde hat jemand, der den neuartigen Risiken
eigentlich nicht zustimmt, keine Alternative; er entscheidet nicht
frei von dufleren Zwingen, was die Plausibilitit einer in diesem
Kontext implizit erfolgten Zustimmung in Frage stellt. Ferner ist die
Annahme, Nutzer stimmten durch ihre Nutzung eines selbstfahren-
den Fahrzeugs dem implementierten ethischen Entscheidungsalgo-
rithmus vollumfénglich zu, nur so lange plausibel, wie die Akteure
auch die Méglichkeit haben, sich potenziell anders zu entscheiden.
Sollten autonome Fahrzeuge eines Tages verpflichtend werden, wire
die Voraussetzung der Zwangsfreiheit nicht linger erfillt und die
Legitimierung von Risikotibertragungen miisste neu verhandelt wer-
den.
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Dennoch kann auch fiir den Fall, dass keine Einschrinkungen
bzw. duferen Umstidnde gegeben sind, die als hinreichend zwingend
angesehen werden konnen, die Beteiligung am Verkehr noch nicht
automatisch als willentlicher Akt der Zustimmung zur automatisier-
ten Mobilitdt als Ganze verstanden werden. Eine indirekte Zustim-
mung setzt weiterhin voraus, dass die Individuen den Inhalt bzw.
Gegenstandsbereich ihrer Zustimmung kennen. Hierzu ist es not-
wendig, dass sie iiber ausreichende Informationen iiber mogliche
Auswirkungen ihrer eigenen Handlungen und der anderer Akteure
verfiigen. Zu diesem Zweck ist es unumganglich, dass algorithmische
Handlungsvorschriften transparent und nachvollziehbar sind. Eben-
so wie Risiken menschlichen Fehlverhaltens prinzipiell erwartbar
sind, muss auch die nicht vollstindig eliminierbare Fehleranfallig-
keit technischer Systeme in gewissem Mafle akzeptiert werden, um
das Problem of Paralysis zu vermeiden. Da jedoch der Raum mog-
licher Szenarien unendlich und die Informationsbasis naturgemafd
unvollstindig ist, kann es immer Situationen geben, iiber die man
nicht nachgedacht und denen man folglich auch nicht zugestimmt
hat.?! Die Forderung einer vollumfinglichen und eindeutigen Infor-
mationslage erscheint daher vor dem Hintergrund pragmatischer
Uberlegungen zu stark:

Even if AVs only have a >slave morality< in which they always follow
orders, and citizens implicitly consent to their use (through, say, polit-
ical means), that still leaves unanswered whether the risk (of malfunc-
tion, unintended consequences, or other error) to unintended parties
is morally permissible. After all, even if widespread consent is in some
sense possible, it is completely unrealistic to believe that all humans
affected by Al in AVs could give informed consent to their use. So does
the morality of consent require adequate knowledge of what is being
consented to? (Abney, 2022, S. 267, Hervorh. i. Orig.)

Ebenso wenig ist es jedoch plausibel, aus der willentlichen Teilnah-
me am Straflenverkehr zwingend zu folgern, dass die Individuen
jeder prinzipiell denkbaren Risikoiibertragung in diesem Kontext
zustimmen. Génzlich klaren lasst sich die Problematik der inhaltli-
chen Unterbestimmtheit angenommener Zustimmungshandlungen
letztlich nicht.

261 Dies lasst sich prinzipiell auf real-lebensweltliche Zusammenhénge verallge-
meinern, denn die Zukunft ist immer unsicher.
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Auch fiir das Konstrukt der hypothetischen Zustimmung wird
eine allgemeine Zustimmungsfahigkeit der relevanten Risikoiiber-
tragungen vorausgesetzt. Die Programmierung von Unfallalgorith-
men ist Teil der Regulierungsaufgabe automatisierter Mobilitét. Ein-
zelne Risikobetroffene werden zwar nicht explizit gefragt, jedoch
genief$t die Wahrung ihrer Autonomie hohe Prioritat. Die Heraus-
forderung besteht einerseits in der inhaltlichen Ausgestaltung ei-
nes Algorithmus, dem alle zustimmen wiirden, und andererseits
in der ethischen Legitimierung stellvertretender Zustimmung, die
unabhingig von inhaltlichen Aspekten zu begriinden ist. Bisher feh-
len tiberzeugende Ansitze, um eine hypothetische Zustimmung fiir
praktische Probleme ernsthaft in Betracht zu ziehen.

In Anbetracht dessen lassen sich Dilemma-Szenarien nur be-
grenzt mithilfe der Konstrukte indirekter bzw. impliziter Zustim-
mung erkliren. Vielmehr kann die Schaffung hinreichender Vor-
aussetzungen fiir eine indirekte Zustimmung als erkldrtes Ziel der
Programmierung von Unfallalgorithmen verstanden werden; deren
ethische Problematik lasst sich nur klaren, wenn auch im Einzelfall
(normativ) zustimmungsfahige Handlungsvorschriften entwickelt
werden.262

Ein weiterer Typ kontraktualistischer Ansitze greift auf das Kon-
strukt der Risikokompensation als Zustimmungsalternative zuriick.
Um Fille zu identifizieren, in denen Zustimmung nétig ist, wird
zwischen kompensierbaren und nicht-kompensierbaren Risiken dif-
ferenziert. Liegen Erstere vor, so kann eine Zustimmung entfallen;

262 Bis dato existieren in Bezug auf die ethische Problematik von Unfallalgorith-
men keine systematisch ausgearbeiteten risikoethischen Entwiirfe, die sich auf
vertragstheoretische Argumente stiitzen. Der Ansatz von Derek Leben ist zwar
prominent, aber nicht explizit risikoethisch. Dennoch lassen sich einige seiner
Gedankengénge und Implikationen in risikoethische Argumente tibertragen.
Leben entwirft einen von Rawls inspirierten Algorithmus fiir autonome Fahr-
zeuge, dessen zentrale Idee auf der maschinellen Schitzung der Uberlebens-
wahrscheinlichkeit jeder betroffenen Person bei jeder méglichen Handlung der
Maschine basiert (vgl. Leben, 2017, S.110-114). Davon ausgehend wird mittels
eines iterierten Maximin-Prinzips berechnet, welche Option jede einzelne Per-
son wiahlen wiirde, wenn sie sich in einer »original bargaining position of
fairness« (ebd., S.108) befande, bis hin zu einem Pareto-optimalen Zustand.
Obwohl Lebens Argumentation auf Rawls’ vertragstheoretischer Interpretation
des Maximin-Prinzips beruht, betont sie damit letztlich auch die Bedeutung
von Verteilungseffekten.
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die Kompensation ersetzt sozusagen eine formale Zustimmung und
legitimiert auf diese Weise die Risikotibertragung. Als kompensier-
bar gelten Risiken immer dann, wenn es sich um materielle Schiaden
handelt oder um solche immateriellen, die materiale Auswirkungen,
z. B. in Form finanzieller Verluste, haben (vgl. Rath, 2011, S.38;
Thomson, 1986b, S.157). Kompensation kann auf zwei Arten erfol-
gen: Entweder wird die betroffene Person ex ante auf Basis des
errechneten Erwartungswerts fiir das Tragen des Risikos entschadigt
oder die Entschidigung erfolgt ex post und entspricht dem tatsach-
lich manifestierten Schadenswert. Wahrend eine Risikoiibertragung
mit Ex-Ante-Kompensation im Kern kontraktualistische Ziige trégt,
da sie auch abgelehnt werden kann, weist eine Kompensation ex
post den Charakter einer Verbindlichkeit auf, die im Nachhinein
beglichen wird (vgl. Rath, 2011, S.39-40), und hat daher praktische
Grenzen. So merken Leonhard und Zeckhauser (1986, S.32-36)
hier kritisch an, dass Fragen der Risikourheberschaft nicht immer
eindeutig zu kldren sind, woraus sich Konflikte beziiglich der Zu-
schreibung von Haftbarkeit und Verantwortung ergeben kénnen.
Sie pladieren daher fiir eine formalisierte Ex-Ante-Kompensation
in Form eines Vertrags, der eine grundsitzliche Zustimmungsbereit-
schaft voraussetzt. Dies bedeutet, dass Kompensation nur dann eine
Alternative zur Zustimmung sein kann, wenn sie ex ante erfolgt.
Aus Sicht von Thomson (1986a, S.66-71) hingegen kann die Ex-
Post-Kompensation auch dann als gleichwertig angesehen werden,
wenn sie Handlungen den Weg bereitet, bei denen ex ante keine
Verhandlungen méglich sind. In jedem Fall lasst sich festhalten, dass
Kompensation eine fehlende Zustimmung nur in sehr begrenztem
Maf3e plausibel ersetzen kann.

Zustimmungsbediirftig sind soziale Risiken insbesondere dann,
wenn sie nicht kompensierbar sind (vgl. Rath, 2011, S.63). Dies
trifft primér auf physische Schiadigungen bis hin zu tddlichem Aus-
gang, katastrophale Schadensausmafie oder Beeintrachtigungen im-
materieller Werte zu. Fiir diese Fille, zu denen auch die Risiken im
Kontext von Unfallalgorithmen zdhlen, miissen alternative Strategi-
en entwickelt werden;?% in rein kontraktualistischer Fassung sind

263 Der zentrale Beitrag von Raths (2011) Abhandlung besteht in der Entwicklung
einer alternativen Entscheidungstheorie, die sich von den etablierten Kriterien
(Bayes, Maximin, Prinzip der Vorsicht) unterscheidet, indem sie besonderen
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Konzepte der Kompensation hier nicht zu begriinden. Inwiefern
sie dennoch im Rahmen deontologischer Ansitze integrierbar sind,
wird im Folgenden gezeigt.

7.2.4 Deontologische Risikoethik: Begriindung, Ansitze und
Konzeptionen

Wie in Kap. 5 erdrtert, sind Dilemma-Szenarien im Kontext des au-
tonomen Fahrens durch eine Nicht-Verrechenbarkeit fundamentaler
moralischer Gebote charakterisiert. Diese folgt aus der inkompati-
blen Verschriankung legitimer Interessen verschiedener Personen,
die sich auf inkommensurable Werte zuriickfithren lassen. Die
Ergebnisse der metaethischen Analyse implizieren, dass es durch
Risikoiibertragungen unvermeidbar zu moralisch unzuldssigen Be-
eintrichtigungen von individuellen Rechten, Autonomie und Ver-
antwortungsfahigkeit kommt. Wie zuvor dargelegt, erscheint ein
radikales Verbot risikobehafteter Handlungen im Hinblick auf prak-
tische Aspekte wenig plausibel. Es stellt sich daher die Frage, un-
ter welchen Umsténden sich spezifische, im deontologischen Sinne
dilemmatische Risikoiibertragungen sowohl allgemein als auch im
Anwendungskontext ethisch rechtfertigen lassen. In der Grundord-
nung einer freiheitlichen Demokratie gelten bestimmte individuelle
Rechte und Freiheiten kategorisch, d. h. sie unterliegen einem Abwé-
gungsverbot und diirfen keinem Optimierungskalkiil unterworfen
werden. Diesem Umstand tragen deontologische Ansdtze der Risi-
koethik Rechnung, die auf dem Grundgedanken basieren, dass nicht
allein Schadensausmafl und Eintrittswahrscheinlichkeit fiir die mo-
ralische Bewertung eines Risikos relevant sind, sondern auch andere
moralische Handlungsgriinde Beachtung finden miissen.

Die Notwendigkeit einer deontologischen Risikoethik ergibt sich
aus der Unfahigkeit konsequentialistischer Ansitze, bestimmte ethi-
sche Problematiken, die sich beispielsweise in Bezug auf Abwégungs-
verbote stellen, zu erfassen und normativ zu beriicksichtigen. Ni-

Fokus auf die Entscheidungsinstanz legt. In Abgrenzung zu der Annahme
traditioneller Ansitze, dass Risikoentscheidungen von einem neutralen Indivi-
duum getroffen werden, skizziert Rath im Rahmen seines sogenannten risikoe-
thischen Kontraktualismus die Grundziige einer prozeduralen Entscheidungs-
findung durch Risikobetroffene.
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da-Riimelin et al. (2012, S.154-155) verdeutlichen dies anhand der
»Tragddie der groflen Zahl«: Wird eine hinreichend grofie Anzahl
von Personen einem minimalen Risiko ausgesetzt, so fithrt dies trotz
der geringen Eintrittswahrscheinlichkeit im Durchschnitt dennoch
zu einer gewissen Anzahl an Toten. Aus konsequentialistischer Sicht
wire diese Risikoiibertragung ebenso zu bewerten wie eine alternati-
ve Handlung, infolge derer die gleiche Anzahl an Personen gezielt
getdtet wiirde:

Eine konkrete Person zu téten oder ihre T6tung zuzulassen, obwohl sie
vermeidbar ist, kann durch 6konomische Vorteile, Annehmlichkeiten
des Lebens, den technologischen Fortschritt etc. nicht aufgewogen wer-
den. Im Rahmen deontologischer Risikoethik konnen unterschiedliche
Kriterien der moralischen Beurteilung eine Rolle spielen, die sich nicht
auf ein fundamentales Kriterium wie das der Maximierung des Nutzen-
erwartungswertes reduzieren lassen. Das genannte Abwagungsverbot,
das uns moralisch unverzichtbar erscheint, kann nur von deontologi-
schen Risikoethiken integriert werden. (Ebd., S.155)

Innerhalb der deontologischen Risikoethik existieren verschiedene
Abstufungen. Eine strikt deontologische Risikoethik weist jegliche
Relevanz von Handlungsfolgen fiir die moralische Bewertung einer
Handlung zuriick. Im Hinblick auf lebenspraktische moralische Di-
lemma-Strukturen sprechen Nida-Riimelin et al. (ebd., S.159) von
einer aporetischen Situation, die durch das absolute Abwéagungsver-
bot im Rahmen einer strikt deontologischen Ethik zweiter Ordnung
hervorgerufen wird. Um eine solche Situation vollstindig aufzulo-
sen, wire es notig, den Geltungsanspruch individueller Rechte zu re-
lativieren, indem dieser an das Vorliegen gewisser Bedingungen ge-
kntipft wird: Individuelle Rechte kdnnten nur dann geltend gemacht
werden, wenn eine Handlungsoption existiert, bei der keine ande-
ren deontologisch begriindeten Pflichten verletzt wiirden. Besteht
keine solche Option, werden die entsprechenden Rechtsanspriiche
ungiiltig und damit das Dilemma aufgehoben. Ist eine solche Per-
spektive im Fall des autonomen Fahrens denkbar? Aufgrund der
Nicht-Verrechenbarkeit deontologisch begriindeter Pflichten gibt es
keinen moralischen Grund, der es rechtfertigen wiirde, das Leben
einer bestimmten Person zu bevorzugen. Daher liegt es nahe anzu-
nehmen, dass, wenn Individualrechte nicht-eliminierbare ethische
Griinde darstellen, das entsprechende Dilemma bestehen bleibt und
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Entscheidende zwangsldufig moralisch scheitern miissen (vgl. ebd.,
S.160).264

Im Gegensatz dazu schliefit eine nicht-strikt bzw. schwach deon-
tologische Risikoethik eine konsequentialistische Optimierung nicht
kategorisch aus, sondern ldsst diese im Rahmen deontologischer
Grenzen zu, die sich aus den normativen Merkmalen der spezifi-
schen Entscheidungssituation ergeben. Ubertragen auf den Anwen-
dungskontext des autonomen Fahrens wiirde das z. B. bedeuten,
dass Opferungen von Personen zum Zweck der Schadensoptimie-
rung grundsatzlich unzuléssig bleiben, weil dabei individuelle Le-

264 Die rechtebasierte Risikoethik diskutiert die Problematik eines kategorischen
Verbots risikobehafteter Handlungen als sogenannte Risiko-These im Sinne
der Primisse eines moralisch begriindeten Nicht-Schadens-Rechts. Dieses
wird verletzt, wenn eine Person einem Risiko ausgesetzt wird, da dadurch
moglicherweise individuelle Interessen tangiert werden, die zur Lebensfiih-
rung relevant sind. Diese These wird oftmals als zu starke Einschrankung der
menschlichen Handlungsfihigkeit angesehen (vgl. Hansson, 2003, S. 297-299).
Dariiber hinaus wird angezweifelt, ob eine auf Rechten basierende Ethik fiir
risikoethische Fragestellungen grundsitzlich geeignet ist (vgl. Nozick, 1974,
S.73-76; Thomson, 1990, S.243-246). Befirworter wiederum argumentieren,
dass die Risiko-These nur dann ceteris paribus zum Problem der Handlungs-
unfihigkeit fithren wiirde, wenn sie (nahezu) alle Handlungen verbéte (vgl.
Steigleder, 2016a, S.254-261, 2016b, S.440-441). Ein solches Verbot wire al-
lerdings nur dann notwendig, wenn Risikotibertragungen in jedem Fall eine
unzuldssige Rechtsverletzung darstellen wiirden, was nicht der Fall ist, z. B.
wenn ex ante eine Zustimmung vorliegt, in Notwehrsituationen oder bei dro-
henden Schiden fiir Dritte (vgl. McCarthy, 1997, S. 217). Risikopraktische Fra-
gen stehen in einem Spannungsfeld gleicher Geltungsanspriiche der Rechte auf
Nicht-Schaden einerseits und Verwirklichung maximaler Freiheit andererseits,
das ein Abwiégen von Rechtsverletzungen verschiedener Personen notwendig
macht, wobei weder die eine noch die andere Seite unangemessen privilegiert
werden darf (vgl. Steigleder, 2016b, S. 441). Die Bewertung der Angemessenheit
orientiert sich am Kriterium der Unentbehrlichkeit der Rechte als »Vorausset-
zungen handelnder Selbstverwirklichung« (ebd., S. 441). Eine gewisse Risiko-
toleranz, die eine situativ einseitige Bevorzugung von Rechten zulédssig macht,
ist in diesem Sinne nicht nur pragmatisch, sondern auch normativ notwendig
- sowohl auf Akteur- als auch Rezipientenseite. Straffenverkehrsrisiken stellen
hierbei ein klassisches Beispiel dar, weil sie sich trotz umfénglicher Vorsichts-
mafinahmen nicht vollstindig eliminieren lassen. Diese Risiken kénnen als
gering und damit kontrollierbar gelten; ein generelles Verbot wiirde die Rechte
der Betroffenen unangemessen privilegieren und dabei die Freiheit der Akteu-
re zu stark einschranken (vgl. Steigleder, 20164, S. 262).
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bensrechte verletzt werden:2% »Risiko kann lediglich innerhalb der
Grenzen optimiert werden, in denen sichergestellt ist, dass die Op-
timierung nicht durch die Verletzung von Rechten und anderen
deontologischen Kriterien erkauft wird.« (Nida-Riimelin et al., 2012,
S.159) Mit dem Abwigungsverbot, das aus der Nicht-Verrechenbar-
keit begriindeter Pflichten folgt, gehen deontologische Einschran-
kungen einher, die bei jeglicher Risikooptimierung berticksichtigt
werden miissen.?®® Auf diese Weise verfolgt eine deontologische Risi-
koethik das Ziel, einerseits Werte wie Freiheit, Autonomie und indi-
viduelle Rechte zu schiitzen, die durch Risikoiibertragungen bedroht
sind, andererseits aber auch nicht zu restriktiv zu sein, um eine
vollige Paralyse sozialen Miteinanders zu vermeiden. Wie kann eine
solche Risikoethik konkret aussehen? Im nachfolgenden Unterkapi-
tel wird schrittweise ein entsprechender deontologischer Entwurf
fiir den spezifischen Kontext von Unfallalgorithmen erarbeitet.

7.3 Grundziige einer deontologischen Risikoethik fiir
Unfallalgorithmen

7.3.1 Kohdrente Risikopraxis nach Julian Nida-Riimelin: Grundlinien,
Ziele und Anwendung

Der Philosoph, Autor und ehemalige Politiker Julian Nida-Riimelin,
der von 2020 bis 2024 Mitglied im Deutschen Ethikrat war, for-
muliert im Rahmen eines Kapitelbeitrags fiir das Handbuch Ange-
wandte Ethik (1996) die Grundlagen einer deontologischen, in ihrer
politischen Dimension kontraktualistisch verfassten Risikoethik. Ge-

265 Dies gilt, entgegen dem gleichlautenden Einwand, auch dann, wenn die Betrof-
fenen noch gar nicht feststehen. Letztlich stehen diese in einer in gewisser Wei-
se deterministischen Welt immer schon fest, wir kénnen sie aufgrund unseres
begrenzten epistemischen Vermdgens lediglich nicht erkennen. In moralischer
Hinsicht ist diese Situation demnach genauso zu bewerten wie die gezielte
Schidigung von Personen (vgl. Nida-Riimelin et al., 2012, S.152-153).

266 Das bedeutet ausdriicklich nicht, dass im Rahmen einer schwach deontologi-
schen Risikoethik keine Abwégungen stattfinden, beispielsweise bei vorliegen-
den Zielkonflikten zwischen Komfort und Sicherheit; diese lassen sich aller-
dings kontraktualistisch plausibel begriinden (vgl. Nida-Riimelin et al., 2012,
S.155).
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meinsam mit Johann Schulenburg und Benjamin Rath legte er 2012
einen Band vor, der die sieben Jahre zuvor skizzierten Eckpfeiler
aufgreift und weiterentwickelt. Den Ausgangspunkt dieser risikoe-
thischen Abhandlung bildet die Feststellung, dass die zeitgendssische
Risikopraxis Inkohdrenzen aufweist, die sich vor allem hinsichtlich
des Umgangs mit Hochtechnologien manifestieren. Zuriickzufiih-
ren sind sie auf das Spannungsverhaltnis zwischen konsequentialisti-
schen und deontologischen Intuitionen, das sich in risikopraktischer
Perspektive in den normativen Grundausrichtungen widerspiegelt,
die Okonomie einerseits und juridischen Normen des Rechtssystems
andererseits zugrunde liegen. Diese Unterschiede sind, trotz ihrer
auf den ersten Blick unvereinbar erscheinenden Grundsatze, in ein
kohérentes Normensystem iiberfiihrbar, welches konsequentialisti-
sche und deontologische Logik zusammenbringt (vgl. Nida-Riimelin
et al., 2012, S.161-175). Den Weg ebnet hierbei das Nutzentheorem,
dessen Postulate nicht zwingend konsequentialistisch, sondern viel-
mehr inhaltlich neutral sind, und in das daher auch nicht-konse-
quentialistische Handlungsgriinde wie gerechtigkeitsethische Uber-
legungen einfliefen konnen.?®” Es »wird nicht das individuelle
Wohlergehen zum Mafistab der Rationalitdt gemacht, sondern die
Kohidrenz der individuellen Praferenzen.« (Ebd., S.165-166) Deon-
tologische Normen sind also als Handlungsgriinde zu verstehen, die
sich in Form handlungsleitender Préferenzen formalisieren lassen,
um im Rahmen einer quantitativen Bewertungsfunktion einbezogen
zu werden.

Ziel dieser deontologischen Konzeption ist eine kohirente Risi-
kopraxis, die konsequentialistische und deontologische Elemente
entsprechend ihrer jeweiligen Rechtfertigungsgrundlage integriert.
Konkret bedeutet das: Eine (konsequentialistische) Risikooptimie-
rung wird nicht kategorisch zuriickgewiesen, sondern durch deon-
tologische Grenzen eingeschrinkt. Diese Konzeption scheint in ge-
wissem Sinne an die in Kap. 4.4.4.5 formulierte Forderung eines plu-
ralistischen Ansatzes anzukniipfen, wie sie unter dominanten For-
schungszugingen haufig vertreten wird. Eine kohérente Risikopraxis
beriicksichtigt zwar verschiedene ethische Handlungsgriinde, recht-

267 Die vier Kohdrenzpostulate lauten: Transitivitat, Vollstindigkeit, Monotonie
und Stetigkeit der Priferenzen iiber Wahrscheinlichkeitsverteilungen (vgl. Ni-
da-Riimelin et al., 2012, S.173).
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fertigt diese aber unabhéngig voneinander. Die Idee, Unfallszenarien
als primér utilitaristisches Optimierungsproblem zu interpretieren,
das deontologische Prinzipien in Form von Nebenbedingungen (soft
constraints) einbezieht, liegt den meisten bisher vorgeschlagenen,
implementierungsnahen Ansitzen zugrunde (vgl. Geisslinger et al.,
2021, 2023a; Gerdes & Thornton, 2015; Németh, 2022; Thornton et
al., 2017). Im Gegensatz zu diesen und dhnlichen Ansétzen betont
eine deontologische Risikoethik jedoch, dass deontologische Kriteri-
en harte Grenzen (hard constraints) darstellen sollten, die Vorrang
vor quantitativen Optimierungszielen haben: »Optimierung ist nur
in den Grenzen zuldssig, in denen vorrangige deontologische Krite-
rien nicht verletzt werden.« (Nida-Riimelin et al., 2012, S. 175)

Der Ansatz von Nida-Riimelin et al. nimmt Bezug auf die kon-
traktualistische Rekonstruktion einer deontologischen Ethiktheorie,
die auf der Kompatibilitit des Vertragsarguments von Immanuel
Kant?®® (vgl. 1900ff., TP, AA 08) einerseits und den Grundziigen
der Wesensbestimmung der Moral nach Thomas Scanlon (1982)
andererseits beruht (vgl. Nida-Riimelin et al., 2012, S.181-187).

268 Das weniger prominente kontraktualistische Argument von Kant lautet in
konziser Fassung: »Hier ist nun ein urspringlicher Contract, auf den allein
eine biirgerliche, mithin durchgingig rechtliche Verfassung unter Menschen
begriindet und ein gemeines Wesen errichtet werden kann. - Allein dieser
Vertrag (contractus originarius oder pactum sociale genannt), als Coalition
jedes besondern und Privatwillens in einem Volk zu einem gemeinschaftlichen
und offentlichen Willen (zum Behuf einer blof3 rechtlichen Gesetzgebung),
ist keineswegs als ein Factum vorauszusetzen nothig (ja als ein solches gar
nicht moglich); gleichsam als ob allererst aus der Geschichte vorher bewiesen
werden mifite, daf$ ein Volk, in dessen Rechte und Verbindlichkeiten wir als
Nachkommen eingetreten sind, einmal wirklich einen solchen Actus verrichtet
und eine sichere Nachricht oder ein Instrument davon uns miindlich oder
schriftlich hinterlassen haben miisse, um sich an eine schon bestehende biir-
gerliche Verfassung fiir gebunden zu achten. Sondern es ist eine blofle Idee
der Vernunft, die aber ihre unbezweifelte (praktische) Realitdt hat: ndmlich
jeden Gesetzgeber zu verbinden, dafy er seine Gesetze so gebe, als sie aus
dem vereinigten Willen eines ganzen Volks haben entspringen kénnen, und
jeden Unterthan, so fern er Biirger sein will, so anzusehen, als ob er zu einem
solchen Willen mit zusammen gestimmt habe. Denn das ist der Probirstein
der Rechtmifligkeit eines jeden offentlichen Gesetzes.« (Kant, 1900ff., TP, AA
08: 02-21, Hervorh. i. Orig.) Kants Werk Uber den Gemeinspruch: Das mag
in der Theorie richtig sein, taugt aber nicht fiir die Praxis wurde erstmals 1793
verdffentlicht.
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Grundlage ist dabei folgender Gedankengang: Das Fundament einer
deontologischen Ethik besteht in der kantianisch gepragten Konzep-
tion individueller Autonomie, die mit Anspriichen auf Freiheit und
Gleichheit verbunden ist. Wie Scanlon im Rahmen seines ethischen
Kontraktualismus erlautert, lasst sich eine auf diese Weise verstande-
ne deontologische Ethik mit einem kontraktualistischen Verstandnis
dessen, was das Wesen der Moral ist, zusammenbringen. Auf dieser
Basis stellt sich die Konzeption von Nida-Riimelin et al. letztlich als
kontraktualistisch verfasste Risikopraxis auf der Grundlage deonto-
logischer Begriindungen dar, die ihre inhaltliche Ausgestaltung aus
dem Wesen individueller Autonomie speist. Die zentralen Grenzkri-
terien einer solchen Risikopraxis fiir demokratisch und freiheitlich
verfasste Gesellschaften sind daher durch individuelle Autonomie in
Form von Individualrechten?®® einerseits und etablierte distributive

269 Die beiden wichtigsten Typen deontologischer Theorien sind die wiirdeba-
sierte Moraltheorie, die auf Kant zuriickgeht, einerseits und rechtebasierte
Moraltheorien andererseits. Sie unterscheiden sich hinsichtlich dessen, was
sie als normative Grundkategorie akzeptieren: Wihrend die wiirdebasierte
Moraltheorie moralische Pflichten aus der menschlichen Wiirde ableitet, legen
rechtebasierte Moraltheorien moralische (oder juridische) Anspruchsrechte
zugrunde. Im Allgemeinen werden rechtebasierte Ansétze kontrovers wahrge-
nommen; héufig werden sie als fundamentale Verkiirzung des Phanomens des
Moralischen betrachtet. Dies erscheint auch fiir das Themenfeld dieser Arbeit
einschlagig. Eine Verletzung der relevanten Rechte ist nicht zuletzt deshalb
moralisch unzuldssig, weil Personen individuell autonom sind und daher Tra-
ger eigenstindiger Entscheidungskompetenz, die ein Paternalismusverbot in
Kraft setzt (vgl. Nida-Riimelin, 2005, S. 875-876; Nida-Riimelin et al., 2012,
S.57). Eine Argumentation allein auf der Basis von Anspruchsrechten wiir-
de den dahinter liegenden intrinsischen und inkommensurablen Werten der
individuellen Autonomie und Freiheit nicht gerecht. Eine kritische Haltung
gegeniiber einem rechtebasierten Ansatz in der Risikoethik nimmt Hansson
(2003, S. 289-299) ein. Er argumentiert, dass ein Nullrisiko auch bei absoluten
Rechten impraktikabel ist: »Unfortunately, such a strict extension of rights and
prohibitions is socially untenable. Your right not to be killed by me is certainly
accompanied by a prohibition for me to perform many types of acts that
involve a risk of killing you, but it does not involve a prohibition of all such
acts. Such a strict interpretation would make human society impossible. I am
allowed to drive a car in the town where you live, although this increases the
risk of being killed by me.« (Ebd., S.298) Zudem erscheint es implausibel, die
Akzeptabilitit von Risiken nur anhand ihrer Wahrscheinlichkeit zu beurteilen
und mogliche durch sie hervorgerufene Vorteile aufler Acht zu lassen. Aus
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Gerechtigkeitsvorstellungen andererseits gegeben (vgl. Nida-Riime-
lin, 2005, S. 874).

Wihrend der Entwurf von Nida-Riimelin et al. (2012) auf rein
konzeptioneller Ebene verbleibt, wird die ihm zugrundeliegende Ar-
gumentation in diesem letzten Teil des Buches auf den Anwendungs-
kontext von Unfallalgorithmen iibertragen. Dabei wird der Ansatz
vor dem Hintergrund der Problemspezifika inhaltlich konkretisiert
und weiterentwickelt. Es werden zwei zentrale Prinzipien herausge-
arbeitet, die den beiden deontologischen Grenzkriterien im Hinblick
auf die Realisierung einer kohérenten Risikopraxis fiir das Anwen-
dungsproblem entsprechen und dessen Grundlage bilden. Diese bei-
den Grenzkriterien stellen nicht-verhandelbare Rahmenbedingun-
gen dar, innerhalb derer sich die Verteilung von Vor- und Nachteilen
aus Risikotibertragungen als >neues< Optimierungsproblem bewegt.

Wie im zweiten Teil des Buches ausgefiihrt wurde, zeichnen sich
Unfalldilemmata durch nicht-eliminierbare Individualrechte aus.
Aus pragmatischer Sicht erscheint es jedoch plausibel zu fordern,
dass gewisse Risiken in Kauf genommen werden sollten, ohne dass
dies aus ethischer Sicht als Rechtsverletzung zu beurteilen wire.
Die Frage ist also, in welchem Rahmen Verletzungen von Individu-
alrechten als zuldssig gewertet werden konnen und wie diese zu
begriinden sind. Risikoethische Argumentationen sind dabei nicht
aggregativ, sondern nehmen stets den Einzelnen in den Blick. Um
die Wahrung individueller Autonomie trotz der Aufweichung des
absoluten Geltungsanspruchs der entsprechenden Individualrechte
zu gewahrleisten, kann ein etabliertes risikoethisches Konzept zu
Rate gezogen werden, das sowohl individuelle Interessen als auch
soziale Erfordernisse in Betracht zieht: Risikotibertragungen sind
genau dann zu akzeptieren, wenn sie den Einzelnen zugemutet wer-
den diirfen. Neben ihrer Orientierung an den Interessen der Einzel-
nen sind Risiken zudem auch interpersonell relevant und damit be-
ziehungskonstituierend. Fiir anwendungspraktische Fragestellungen
ergibt sich aus ethischer Warte das Postulat einer fairen Verteilung
von resultierenden Vor- und Nachteilen, die gerechtigkeitsethischen
Anforderungen geniigt. Wie diese beiden Forderungen vor dem An-
wendungskontext automatisierter Mobilitdt konkret begriindet und

den hier erdrterten Griinden wird in diesem Buch auf eine tiefergehende und
explizite Darstellung einer rechtebasierten Sichtweise verzichtet.
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in Prinzipien umgesetzt werden konnen, die eine rechtfertigbare
Risikopraxis konstituieren, wird im Folgenden diskutiert.

7.3.2 Die (absolute) Frage der Zumutbarkeit: Eine moralische
Gratwanderung entlang von Risikoschwellen

7.3.2.1 Individualorientierung als Referenzpunkt

Interaktionen im verkehrlichen Umfeld sind durch wechselseitige
Risikoiibertragungen charakterisiert, welche die individuelle Auto-
nomie der Einzelnen betreffen. Aus praktischen Griinden sind ge-
wisse Risiken zu akzeptieren, auch wenn dabei individuelle Rechte
potenziell verletzt werden. Doch wo genau verlduft die Grenze zwi-
schen dem, was akzeptiert werden muss, und dem, was inakzeptabel
ist? Offensichtlich geht es darum, das rechte Maf} zwischen dem
(utopischen) Ideal eines Nullrisikos und einem eindeutig untragba-
ren Risiko zu finden. Diese Problemstellung wird in der Risikoethik
unter dem Konzept der Zumutbarkeit gefasst, die das Maf$ bezeich-
net, in dem ein Risiko aus ethischer Sicht als akzeptabel gelten
kann.2”0

Entscheidend fiir die ethische Legitimierung zumutbarer Risiken
ist, dass sie sich gegen eine aggregative Perspektive wendet. Zumut-
barkeit nimmt als risikoethisches Kriterium stets das Individuum,
seine Interessen und Ziele in den Blick. Das lésst sich zum einen
auf das Bestehen individueller Abwehrrechte zuriickfithren (vgl.
Rippe, 2013, S.532); zum anderen ist es fiir eine ethische Beurtei-
lung von hoher Relevanz, ob diejenigen, die von einem Gut oder
Zustand profitieren, auch die entsprechenden Risiken tragen. Das
Konzept der Zumutbarkeit tritt als Vermittler einer Verhaltnismafig-
keit zwischen den individuellen Vor- und Nachteilen auf, die eine
Risikotibertragung hervorbringt. Dabei werden zumeist subjektive
Sicherheitsbediirfnisse tangiert, die abhéngig sind von individuellen
Risikopréferenzen. Jedoch sind objektive Risikoeinschatzungen von-
ndten, um normative, interpersonell verbindliche Implikationen ab-

270 In der TFA spielt das Konzept der Zumutbarkeit ebenfalls eine zentrale Rolle,
indem es eine Briicke zwischen Akzeptanz und Akzeptabilitit von Technik
schldgt (vgl. Grunwald, 2005).
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zuleiten; sich an subjektiven Préferenzen zu orientieren ist weder
praktikabel noch ethisch zu rechtfertigen. Vielmehr stellt Rippe
(2013) fest, dass das ethische Problem der Zumutbarkeit von Risiken
»nur dann zu klaren moralischen Antworten fiihren [kann], wenn
es um sogenannte objektive, nicht um subjektive Risikoeinschétzun-
gen geht.« (Ebd., S.530)*! Aus der Individualorientierung bei der
Bewertung zumutbarer Risiken folgt also ausdriicklich nicht, dass
sich die Zumutbarkeit eines Risikos an subjektiver Wahrnehmung
bemisst. Implizit akzeptierte soziale Praktiken sind ebenfalls irrele-
vant. Zumutbarkeit ist kein Synonym fiir Sozialakzeptanz; es geht
nicht darum, was tatsdchlich sozial akzeptiert ist, sondern was ratio-
nal betrachtet zu akzeptieren ist. Sie ist kein subjektives Empfinden,
sondern nimmt individuelle Rechte bzw. Interessen ernst, indem
sie mogliche Einschriankungen derselben thematisiert. Die entschei-
denden Aspekte, die subjektive Risikopraferenzen in objektivierte
Risikobewertungen transferieren, sind die Reziprozitit in der Uber-
tragung zumutbarer Risiken und der daraus resultierende Vorteil,
keine absoluten Einschriankungen hinsichtlich der eigenen individu-
ellen Handlungsfreiheit und der Verfolgung personlicher Ziele hin-
nehmen zu miissen:

Wird von Zumutbarkeit gesprochen, ist darin enthalten, dass der Per-
son etwas auferlegt wird, was sie vermeiden will, es aber von ihr zu
teilende rationale Griinde gibt, dies dennoch anzunehmen. [...] Die zu
teilenden rationalen Griinde sind hier letztlich, dass gewisse Risiken
hinzunehmen sind, da man ansonsten auch selbst andere keinerlei Risi-
ko aussetzen darf. (Ebd., S. 529)

In Kontexten mit wechselseitigen Risikotibertragungen stehen zu-
mutbare Risiken in einem Spannungsverhiltnis zwischen person-
lichen Préferenzen und denen anderer. Eine interpersonelle Ver-
gleichbarkeit zumutbarer Risiken ist jedoch nicht ohne Weiteres
moglich. Grundsitzlich ist es zwar plausibel zu fordern, dass Per-
sonen diejenigen Risiken, die sie anderen zumuten, auch selbst
hinnehmen miissen. Der Umkehrschluss gilt allerdings nicht: Ein
Risiko, das man bereit ist fiir sich selbst zu akzeptieren, darf deshalb
noch nicht anderen zugemutet werden (vgl. ebd., S.531). Luhmann

271 Die Verwendung objektiver Risiken bezieht sich nur darauf, wie die Risiken in
ihrer Hohe zu bestimmen sind, und nicht auf die Einstellungen, die einzelne
Individuen diesen gegeniiber haben.
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(1997, S.330) fiihrt als Begriindung hierfiir mogliche Unterschiede
in der personlichen Risikopréferenz an. Bei eigenen Entscheidun-
gen ist man tendenziell risikobereiter, darf aber anderen gleichzei-
tig nicht das zumuten, was man fiir sich selbst akzeptiert. Analog
lasst sich im Sinne eines stirker rezipientenorientierten Ansatzes
argumentieren, dass ausgehend von der eigenen Risikoeinstellung
keine Riickschliisse dahingehend gezogen werden diirfen, ob eine
Risikotibertragung fiir ein anderes Individuum zumutbar ist (vgl.
Birnbacher, 1996, S. 204-205).

Die grundrechtlich garantierte individuelle Autonomie gerit in
praktischen Situationen regelméfliig mit risikobehaftetem Handeln
in Konflikt. Basierend auf den bisherigen Ausfithrungen lésst sich
ein (absolutes) Leitprinzip formulieren, mit dessen Hilfe unzuldssige
Rechtsverletzungen abgewendet werden konnen. Dieses stellt sicher,
dass im Rahmen einer Risikooptimierung keine unzumutbaren Risi-
ken fur Finzelne entstehen, welche die individuelle Autonomie in
unzuldssiger Weise beeintriachtigen:

(1) Rechtsverletzungen, die durch Risikoiibertragungen im Kontext
von Unfallalgorithmen verursacht werden, kénnen genau dann
als moralisch zuldssig gelten, wenn die auf die Einzelnen iiber-
tragenen Risiken unter Beriicksichtigung aller ethisch relevanten
Aspekte jeweils individuell zumutbar sind.

Konkrete inhaltliche Kriterien fiir die Bewertung der Zumutbarkeit
von Risiken im gegebenen Anwendungskontext ergeben sich im
Zuge einer Auseinandersetzung mit den spezifischen Umstinden
relevanter Risikotibertragungen, wie nachfolgend dargelegt wird.

7.3.2.2 Risikoschwellen: Ansitze und Schwierigkeiten

Bereits unsere moralische Intuition legt nahe, dass gewisse Risiken
zuldssig sein miissen und es zu deren definitorischer Abgrenzung
eines Grenzwerts bedarf. Zu den Prinzipien, die im Kontext der
ethischen Zumutbarkeit von Risiken am héufigsten rezipiert wer-
den, gehoren Schwellenwert-Konzeptionen, deren Ziel es ist, eine
Risikoschwelle zu bestimmen, unterhalb derer Risikoiibertragungen
als unproblematisch eingeschitzt werden konnen. In diesem Sinne
liegt ein zumutbares Risiko dann vor, wenn ein nicht mehr weiter
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minimierbares Restrisiko erreicht wurde, das »nur mit Mafinahmen
weiter zu verringern wire, die als unzumutbar gelten, [...] obwohl
der unwahrscheinliche Schadensfall nach wie vor seinem Umfang
nach missbilligt wird.« (Ropohl, 2017, S.903-904) Eine Handlung
kann somit genau dann als zumutbar gelten, wenn der Risikoer-
wartungswert aller Betroffenen einen bestimmten Grenzwert nicht
tiberschreitet und dabei unabhingig von jeglicher Form der Zustim-
mung ist. So spricht Hansson (2003, S. 298-299) im Kontext deonto-
logischer Theorien von einem »probability limit«; Rechte und Ver-
bote diirfen verletzt werden, wenn die Eintrittswahrscheinlichkeit
eines Schadens gering genug ist. Dies entspricht in etwa dem, was
Ryazanov et al. (2023, S.12) als »a more nuanced understanding
of deontology« bezeichnen und das zwischen probabilistischen und
sicheren Schiden zu differenzieren vermag: »While deontologists
may not be willing to kill one to save five, they may deem it accept-
able to risk a 1 % chance of harm to one to save five.« (ebd.)

Ein praktisches Beispiel fiir einen solchen Schwellenwert stellen
Dosisgrenzwerte im Zusammenhang mit Fragen des Strahlenschut-
zes dar, welche die gerade noch zulédssige Dosis festlegen (vgl.
Hansson, 2007a, S.152-154). Auch die von Thomson (1985a, S.125)
diskutierte Subklasse risikoethisch relevanter Handlungen, die sich
durch »threshold effects« auszeichnen, ist hier einschldgig. Dabei
werden zunéchst triviale oder auch gar keine Risiken tibertragen, je-
doch entsteht infolge der wiederholten Ausfithrung einer Handlung
durch dieselbe oder eine andere Person letztlich ein nicht-triviales
Risiko, das nicht ohne Weiteres iibertragen werden darf. Andere
Ansdtze verwenden das maximal akzeptable Risiko als zentralen
Parameter zur Trajektorienplanung (vgl. Geisslinger et al., 2023a,
2023b). Sitfeld et al. (2019) pladieren ebenfalls fiir die Installation
eines Risikoschwellenwerts, oberhalb dessen eine Risikotibertragung
als unzuldssiges Opfer angesehen wird, da ein absoluter Schutz von
Unbeteiligten an einem gewissen Punkt nicht mehr verniinftig be-
griindet werden kann:

The exact point at which it becomes unreasonable not to save the per-
son at risk would need to be debated, but most will agree that at some
point the absolute protection of bystanders from any risk will become
unreasonable. [...] Introducing thresholds that define at which level of
risk a decision is considered a sacrifice could recover some notion of
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reasonableness, but only at the cost of robustness and transparency of
the decisions. (Ebd., S.10-11)

Eine der wesentlichen Anforderungen an Schwellenwert-Konzeptio-
nen ist deren Konsistenz. Wurde ein konkretes Risiko als zumutbar
eingestuft, muss dies fiir ein anderes, das beziiglich Schadensausmafd
und Wahrscheinlichkeit gleich ist, ebenfalls gelten. Dabei muss je-
doch zwischen Risikoiibertragung und privatem Risiko unterschie-
den werden: Was eine Person sich selbst zumutet, darf ihr deshalb
noch nicht durch andere zugefiigt werden. So setzt sich eine Person
selbst einem gewissen Risiko aus, wenn sie sich in einem autonomen
Fahrzeug befordern lasst. Daraus folgt jedoch noch keine Legitima-
tion fiir die Handlungen anderer, die ein Risiko mit demselben
Erwartungswert generieren.

Als entscheidende Voraussetzung fiir die ethische Legimitation
spezifischer Schwellenwerte gilt, dass alle ethisch relevanten Aspekte
des Kontextes einbezogen werden. Eines der gewichtigsten Probleme
von Schwellenwert-Konzeptionen besteht in der numerischen Re-
prasentation von Risikoerwartungswerten, die mit spezifischen Pro-
blemen behaftet und deshalb nur begrenzt fiir risikoethische Fragen
geeignet ist (sieche Kap. 6.3.3). Dies mag in Anwendungskontexten
weniger problematisch sein, in denen die direkten Folgen relativ
zuverldssig quantifizierbar und entsprechende Verantwortlichkeiten
eindeutig sind, beispielsweise im Kontext der Emission radioaktiver
Strahlung. Weitaus anspruchsvoller gestaltet es sich jedoch in Fillen,
in denen nur rudimentire Informationen tiber mogliche technisch
induzierte Handlungsfolgen vorliegen.

Als Anndherung an die Problematik ist ein technischer Blickwin-
kel hilfreich. Zumutbarkeit nach technischem Verstindnis beruht
auf den Festschreibungen von Sicherheits- und Risikokonzepten ge-
mafs den Vorgaben einschligiger ISO-Normen. Die Vision des auto-
nomen Fahrens ist eng mit dem Versprechen verbunden, die Zahl
schwerer Unfille signifikant zu reduzieren und unsere Straflen auf
diese Weise sicherer zu machen. Doch wie sicher ist >sicher genug«<?
Papadimitriou et al. (2022, S. 9-11) sprechen in diesem Zusammen-
hang von einem Siloeffekt, da das Konzept der Sicherheit bisher
aus unterschiedlichen wissenschaftlichen Perspektiven unabhingig
voneinander untersucht wurde, die von ethischen bis zu rein techni-
schen Aspekten reichen. In Forschungs- und Entwicklungsprojekten
zu autonomen Fahrsystemen wird Sicherheit daher kaum als eigen-
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standiger Designwert anerkannt. Gemaf3 Birnbacher (1996, S.197)
ist Sicherheit »eher eine Zuschreibung als eine Beschreibung. Was
sicher in diesem Sinne ist, gilt als sicher - und deswegen als akzepta-
bel und zumutbar.« Von Sicherheit kann im Hinblick auf technische
Systeme gesprochen werden, wenn das Risiko unter dem Grenzrisi-
ko liegt; dieses ist quasi das technische Aquivalent der ethischen
Zumutbarkeitsschwelle. Gemif$ ISO 26262 besteht ein zumutbares
Risiko dann, wenn es unterhalb einer Schwelle liegt, die als »nicht
akzeptabler Wert in einem spezifischen Kontext geméf} gesellschaft-
licher, moralischer und ethischer Auffassungen« zu interpretieren
ist:
Beim Betrieb eines automatisierten Fahrzeugs hingt das zumutbare Ri-
siko von der aktuellen Situation, in der sich das Fahrzeug befindet, ab.
Zur Situation gehoren hier [...] alle fiir eine Fahrentscheidung relevan-
ten stationdren und dynamischen Objekte, die Intention der dynami-
schen Objekte einschliefilich des autonomen Fahrzeugs, die geltenden
rechtlichen Bedingungen, die Mission des autonomen Fahrzeugs, die
aktuelle Leistungsfahigkeit des autonomen Fahrzeugs. (Reschka, 2015,
S.491)

Wie ist dieser Wert nun aber zu bestimmen? Geisslinger et al.
(2023a, S.140-141) empfehlen, als Initialwert vom derzeitigen Si-
cherheitsniveau des herkommlichen Verkehrsgeschehens auszuge-
hen, wobei das anvisierte Pendant fiir die automatisierte Mobilitat
zukiinftig deutlich héher anzusetzen sein wird.
Schwellenwert-Konzeptionen erfordern, dass kontinuierlich in je-
der Situation das Risiko fiir jeden beteiligten Verkehrsteilnehmer er-
mittelt wird und diejenigen Optionen identifiziert werden, bei denen
das aktuelle und zukiinftige Risiko unterhalb des Schwellenwertes
bleibt. Erschwerend kommt hinzu, dass Risiken nicht nur von den
Aktionen des eigenen Fahrzeugs, sondern auch vom Verhalten ande-
rer abhédngen. Dies ist technisch herausfordernd und bisher ungel6st.
Potenziale bietet hier das Prinzip der funktionalen Degradation, um
bei Eintreten sicherheitsrelevanter Ereignisse einen Zustand zumut-
baren Risikos wiederherzustellen (vgl. Reschka, 2015, S. 505-506).
Risikoethische Ansitze greifen diese Aspekte auf und interpretie-
ren sie unter Bezugnahme auf ethisch relevante Gesichtspunkte.
Rippe (2013, S. 532) beschreibt zwei grundsitzliche Vorgehensweisen
zur Bestimmung zumutbarer Risiken. Die eine stiitzt sich ausschliefi-
lich auf die Eintrittswahrscheinlichkeit als relevantes Kriterium und
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definiert damit Ereignisse, die mit hoher Wahrscheinlichkeit eintre-
ten, als unzuldssig. Hierbei wiirden allerdings Risiken durch das Ras-
ter fallen, die zwar unwahrscheinlich sind, aber hohe Schiaden verur-
sachen. Um derartige Katastrophenrisiken auszuschlieflen, kénnen
zusdtzlich die erwarteten Schadenshéhen veranschlagt werden; bei
hoheren Schaden wiren nur sehr geringe Wahrscheinlichkeiten zu-
gelassen. Dies entspricht z. B. dem Konzept des moralischen Erwar-
tungswerts (expected moral value), den Bhargava und Kim (2017,
S.9) vorschlagen: »One cannot simply compare 0.2 and 0.8. One
must consider the value of the outcomes. Of course, car designs
cannot be perfect, but a 20 % probability of a life-threatening mal-
function is obviously too high.« Um zwischen schweren und verhalt-
nismaflig leichten Schéden zu differenzieren, wiren hierbei je nach
Schadensart unterschiedliche Schwellenwerte anzusetzen. Da eine
kardinale Anordnung von Interessen hingegen kaum realisierbar
erscheint, schlagt Rippe (2013) vor, Abwehrrechte gegen spezifische
Risiken als Referenzpunkt zu nehmen, die sich hierarchisch anord-
nen lassen. Diese wiirden jeweils missachtet, wenn ein Risiko die fiir
ein konkretes Recht als kritisch befundene Eintrittswahrscheinlich-
keit Gibersteigt. Zumutbare Risiken lassen sich dann entlang von or-
dinalen Risikoschwellen bestimmen: »Die Zulédssigkeit des Handelns
lasst sich damit stets mit Blick auf jene Betroffenen priifen, welche
mit hochster Wahrscheinlichkeit in ihrem Recht gefahrdet werden.«
(Ebd., S.534)

Dass individuelle Risikopriferenzen entscheidend fiir die Frage
nach der Zumutbarkeit von Risiken sind, ist neben Eintrittswahr-
scheinlichkeit und Schadenshohe ein zentrales Element des rezipi-
entenorientierten Ansatzes, den Birnbacher (1996) vertritt. Diesem
zufolge liegt der entscheidende Unterschied hinsichtlich der ethi-
schen Frage, unter welchen Umstdnden wir anderen Personen Risi-
ken anstelle sicherer Schiden zumuten diirfen, gerade darin, dass bei
Ersterem die individuellen Risikoeinstellungen der potenziell Betrof-
fenen berticksichtigt werden. Birnbachers Position stehen Ansitze
gegeniiber, »die von einem situations- und einstellungsinvarianten
Zumutbarkeitsmaf3 ausgehen und entweder eine durchgingig risiko-
scheue oder durchgingig risikoneutrale Risikostrategie postulieren.«
(Ebd., S.205)

Daraus folgt, dass die Zuldssigkeit einer Handlung stets von dem-
jenigen Individuum abhéngt, welches durch die Risikotibertragung
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am schlechtesten gestellt wird. Dies gilt unabhingig davon, ob fiir
die Bewertung der Risikoiibertragung Risikopraferenzen, Eintritts-
wahrscheinlichkeit und Schadenshéhe oder nur die beiden Letzteren
als relevant erachtet werden. In kritischen Situationen miisste fiir
jede beteiligte Person das individuell zumutbare Risiko entsprechend
dem jeweils involvierten Abwehrrecht bestimmt werden. Bei Unfall-
dilemmata hilft eine Hierarchisierung von Abwehrrechten hingegen
nicht weiter. Es stehen sich im Hinblick auf den jeweils zu schiitzen-
den Wert inkommensurable, individuelle Abwehrrechte gegeniiber.
Je nach gewdhlter Trajektorie unterscheiden sich die {ibertragenen
Risiken aber hinsichtlich ihrer Eintrittswahrscheinlichkeiten. So ist
in Beispielszenario 2 >Einzelperson versus Gruppe< das Risiko der
einzelnen Person viel grofler als das jedes Einzelnen in der Gruppe,
wenn das Fahrzeug nach links ausweicht. Die im Verkehrskontext
produzierten Risiken fiir Individuen sind sehr unterschiedlich und
komplex, was u. a. auf bestehende Unterschiede in der individuellen
Vulnerabilitdt?”? zuriickzufithren ist. Da diese, neben der personli-
chen physischen und psychischen Konstitution, vom gewahlten Ver-
kehrsmittel abhangt, lassen sich entsprechende Risikoiibertragungen
nicht allein auf Basis der Reziprozititspramisse legitimieren; diese
ist nur dann anwendbar, wenn alle Beteiligten prinzipiell dhnliche
Risiken generieren. Es kann jedoch nicht davon ausgegangen wer-
den, dass alle Verkehrsmittel von allen Personen genutzt werden.

7.3.2.3 Kernkriterium moralische Sorgfaltspflichten

In bestimmten Fillen, die im Kontext autonomer Fahrsysteme nicht
selten sind, bedarf es einer von der Reziprozititsthese unabhéngigen
Begriindung.?’? Besonders deutlich wird dies, wenn sich Personen
bewusst manipulativ oder wenigstens unvorsichtig verhalten, indem
sie Verkehrsregeln missachten. Reziprozitit kann als quasi-kontrak-
tualistisches Element nur funktionieren, wenn sich alle an gewis-
se Regeln halten. Unsere moralische Intuition sagt uns, dass bei
bewusstem Fehlverhalten wie im Fall des Fufigingers, der in Bei-

272 Der Aspekt der Vulnerabilitdt wird in Kap. 7.3.3 genauer spezifiziert.

273 Versuche, Zumutbarkeit tiber (kontraktualistische) Verfahrenslosungen zu be-
griinden, scheitern, wie die Diskussion méglicher Zustimmungsformen in Kap.
7.2.3.2 zeigt.
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spielszenario 3 >Rote Ampel« die Strafle verkehrswidrig iiberquert,
die Schwelle des zumutbaren Risikos fiir die entsprechende Person
deutlich hoher anzusetzen ist. Bewusste Regelmissachtungen schaf-
fen Risiken, die anderen nicht zugemutet werden diirfen; derartige
Verhaltensweisen fallen nicht mehr unter die individuelle Autono-
mie, denn diese endet dort, wo diejenige der anderen beginnt.
Begriinden ldsst sich dies mithilfe eines weiteren risikoethischen
Konzepts, dem Prinzip der Sorgfaltspflichten. Dieses stellt spezifi-
sche Anforderungen an sorgfiltiges Handeln im Zusammenhang
mit Risikoiibertragungen, die sich sowohl auf die Minimierung der
Eintrittswahrscheinlichkeit eines Schadens als auch des erwarteten
Schadensausmafies beziehen. Bei risikobehafteten Handlungen miis-
sen angemessene Praventionsmafinahmen getroffen werden, sowohl
auf Seiten des Risikoverursachers als auch des Betroffenen (vgl. Rip-
pe, 2013, S. 531).

Da Risikoiibertragungen im Verkehrskontext zumindest der Art,
nicht aber der Héhe nach reziprok sind, gilt diese Forderung prinzi-
piell fiir alle Verkehrsbeteiligten und duflert sich in vielfaltigen Ver-
haltensweisen. So sollten Fuf3gidnger sich aufmerksam und vorsichtig
im Verkehr bewegen, Radfahrer auf ausreichende Abstinde achten
und Handzeichen fiir Richtungsanderungen einsetzen. In Bezug auf
autonome Fahrsysteme sind hier vor allem Anforderungen an eine
defensive und vorausschauende Fahrweise zu nennen:

Insofar as AVs are morally permitted to impose risks of harm to road
users given their prudential goal of time efficiency, the AV must drive
with the required level of caution so that it can come to a stop in what
if cases that could easily occur, given the AV’s evidence about relevant
features of the driving environment. (Keeling, 2022, S. 44-45)

Die Passagiere eines autonomen (Privat-)Fahrzeugs miissen ihrer-
seits sicherstellen, dass die Sicherheitsanforderungen an die Fahr-
tiichtigkeit, technische Funktionsfahigkeit etc. erfiillt sind. In diesem
Sinne nimmt die Person, die in Beispielszenario 5 >Unbeteiligte
auf Biirgersteig« die Strafle vorschriftsmaflig tiberquert, ihre Sorg-
faltspflichten ernst. Ob das auch auf die Insassen des selbstfahren-
den Fahrzeugs zutrifft, dessen Bremsen unvorhergesehen versagen,
kann hingegen nicht final gekldrt werden. Der Motorradfahrer in
Beispielszenario 4 >Motorradfahrer mit/ohne Helm« generiert durch
seinen wissentlichen Verzicht auf Schutzkleidung ein Risiko, das
dem anderen, der seinerseits seine Sorgfaltspflichten diesbeziiglich
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erfiilllt hat, nicht zugemutet werden darf. Auch das ungebremste
Auffahren des LKW in Beispielszenario 8 »Herannahender LKW« ist
sicherlich unzumutbar, ebenso das verkehrswidrige Schneiden der
Kurve durch den Schulbus in Beispielszenario 7 >Klippe«. In diesem
letzten Fall wird zudem deutlich, dass auch andere ethische Proble-
me fiir die risikoethische Bewertung relevant sein konnen, denn
Sorgfaltspflichten konnen nicht immer eindeutig geklart werden. In
diesem konkreten Szenario ist das Fehlverhalten dem Fahrer des
Busses zuzuordnen, nicht aber den Insassen, die ebenfalls zu den
Betroffenen zdhlen. Besonders in Szenarien, in denen Personen stell-
vertretend fiir andere risikobehaftete Entscheidungen treffen, diirfen
Fragen der Verantwortlichkeit nicht aufSer Acht gelassen werden.
Diese beispielhaften Szenarien verdeutlichen, dass gemaf$ unserer
ethischen Intuition gewisse Risiken bei der Bewertung regelwidrigen
Verhaltens als unzumutbar einzustufen sind. Welche praktischen Im-
plikationen sich daraus ergeben, bleibt allerdings zumindest teilwei-
se unklar. Sind Sorgfaltspflichten erfiillt, gelten Risiken als zumutbar.
Somit begriindet das Grenzkriterium der Zumutbarkeit im Kern die
moralische Pflicht, Sorgfaltspflichten zu ergreifen, um unzumutbare
Risiken zu vermeiden und dadurch die individuelle Autonomie jedes
Einzelnen zu wahren. Die entscheidende Frage ist nun, in welchem
Umfang Sorgfaltspflichten im Kontext von Dilemma-Situationen ge-
fordert werden sollten und wann diese als erfiillt anzusehen sind.
Der moralische Charakter von Entscheidungen zur Gestaltung
von Unfallalgorithmen wurde bereits vielfach betont. Agieren Ver-
kehrsbeteiligte in dem Bewusstsein, dass sie Risiken auf andere
ibertragen, so stellen sich samtliche Handlungsentscheidungen im
Verkehrsgeschehen als moralische dar. Es ist also zu fragen, welches
Risiko angesichts der eigenen Sorgfaltspflichten, die man realisiert
oder unterlassen hat, zumutbar ist. Aufgrund der moralischen Di-
mension von Unfalldilemmata liegt es nahe, an dieser Stelle einen
moralischen Sorgfaltsbegriff zugrunde zu legen: Sorgfalt im morali-
schen Sinne bedeutet, unter Beriicksichtigung spezifischer situativer
Merkmale zu begriindeten, rechtfertigbaren Entscheidungen zu ge-
langen. Dies umfasst eine moralische Verantwortung, der man sich
nur stellen kann, indem man sich der Pflicht zur sorgfaltigen Einbe-
ziehung sdmtlicher moralisch relevanter Griinde annimmt. Als mo-
ralfahige Wesen schulden wir einander eine gewisse Sorgfalt in der
Begriindung unserer moralischen Entscheidungen, die sich in einen
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gesellschaftlichen Kontext stellen lassen (vgl. Nyholm & Smids,
2016, S.1278-1279). Dieser Umstand begriindet die Notwendigkeit,
ethische Entscheidungsprozesse gewissenhaft zu durchdenken:

[..] what’s important isn’t just about arriving at the >right« answers to
difficult ethical dilemmas, as nice as that would be. But it’s also about
being thoughtful about your decisions and able to defend them - it’s
about showing your moral math. In ethics, the process of thinking
through a problem is as important as the result. (Lin, 2014a, o. S.)

Das zentrale moralische Argument, das im Rahmen dieses Sorgfalts-
prozesses zur Anwendung kommt, besteht in der Reziprozitit, durch
die soziale Gefiige — oder im Fall automatisierter Mobilitdt: sozio-
technische Gefiige - erst tragfahig werden. Die Gegenseitigkeit von
Risikotiibertragungen bildet die Grundlage des zweiten Grenzkriteri-
ums, indem sie es einerseits erlaubt, die eigene Freiheit durch risi-
kobehaftetes Handeln zu verwirklichen, andererseits aber zugleich
an die Pflicht zur Wahrung der Autonomie der anderen appelliert,
denen die gleiche Freiheit zusteht. Dabei bereitet das Kriterium
der Zumutbarkeit in gewisser Weise die Basis fiir die Diskussion
gerechtigkeitsbezogener Fragen, wie sie im folgenden Unterkapitel
entwickelt wird. Gerechtigkeitsethische Fragen sind nicht vollstan-
dig unabhéngig von jenen der Zumutbarkeit, weshalb an geeigneten
Stellen Riickbeziige stattfinden bzw. das Kriterium der Zumutbarkeit
nochmals aufgegriffen und erweitert wird:

Es geht daher im >harten< Kern der Debatte zu Technikakzeptanz ei-
nerseits um die unfreiwillig einzugehenden Zumutungen und ihre gesell-
schaftliche Verteilung, die der — im Prinzip nicht in Frage gestellte —
technische Fortschritt mit sich bringt [...]. (Grunwald, 2005, S. 58, Her-
vorh. i. Orig.)

7.3.3 Die (relative) Frage der Gerechtigkeit: Zwischen Reziprozitt
und Vorteilsausgleich

7.3.3.1 Unfallalgorithmen vor dem Hintergrund egalitarer
Gerechtigkeitskonzeptionen

Risikobehaftete Entscheidungen als eine Frage fairer Risikovertei-
lungen anzusehen, ist in anderen Anwendungskontexten bereits eta-

bliert. Goodall (2017, S. 496) nennt als beispielhafte Problemstellun-
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gen die Zuweisung von Organspenden im Gesundheitswesen, die
Zuldssigkeit von Strahlungsbelastungen, die Beibehaltung der Wehr-
pflicht oder Vorgaben fiir industrielle Sicherheitsstandards. Wie in
Kap. 3.1.1 bereits gezeigt wurde, sind weder Algorithmen an sich
noch ihre Effekte wertneutral. Neben der Forderung eines individu-
ell zumutbaren Risikos wirft die Unvermeidbarkeit von Schéden,
die charakteristisch fiir ethische Dilemmata ist, auch distributive
Fragen zur moralischen Zulidssigkeit von Risikoiibertragungen auf;
»a choice is required about how to distribute harms or risks of harm
between multiple people whose interests are in conflict.« (Keeling,
2022, S.50) Welche gerechtigkeitsethischen Kriterien sollen bei der
Verteilung von Vor- und Nachteilen aus spezifischen Risikokonstel-
lationen Anwendung finden? Da der thematische Rahmen dieses
Buches keine umfassende philosophische Auseinandersetzung mit
komplexen gerechtigkeitsethischen Fragen vorsieht, werden im Fol-
genden lediglich einige grundlegende Uberlegungen zu problemati-
schen Aspekten skizziert.

Die prominente Gerechtigkeitskonzeption von John Rawls (1971),
welche in der gerechtigkeitsethischen Debatte als Dreh- und Angel-
punkt gilt, fufdt auf einem kantianisch gepréagten Verstindnis indivi-
dueller Autonomie und Freiheit, die in einem Spannungsverhaltnis
von Individual- und Gesamtnutzen stehen. Letzterer ist dabei nicht
aggregativ, sondern als Menge der von allen Individuen geteilten
Vorteile zu verstehen. Durch diese wird schliefSlich eine Fairness
konstituiert, die sich dadurch auszeichnet, dass diejenigen, die pro-
fitieren, auch die Nachteile tragen. Das Postulat einer gerechten Ver-
teilung beinhaltet also Fairnessanspriiche (fairness claims). Der rela-
tive Charakter des Fairnessgedankens impliziert, dass etwas immer
in Bezug auf etwas anderes fair ist. Die Idee der Fairness vollzieht
sich quasi erst im interpersonellen Vergleich (vgl. Broome, 1984,
S.43). Bezogen auf Unfallalgorithmen bedeutet das: Es ist nicht nur
relevant im Sinne des ersten Grenzkriteriums, dass die Risiken fiir
die Einzelnen zumutbar sind, sondern auch, wie diese im Vergleich
zu denen anderer Personen ausfallen. Ergénzend zu der Forderung
zumutbarer Risiken ldsst sich daher im Hinblick auf eine deontologi-
sche Risikoethik fiir Unfallalgorithmen folgendes (relatives) Prinzip
formulieren:
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(2) Risikoiibertragungen im Kontext von Unfallalgorithmen kénnen
genau dann als moralisch zuldssig gelten, wenn die aus der jewei-
ligen Risikokonstellation resultierenden Vor- und Nachteile unter
Beriicksichtigung aller ethisch relevanten Aspekte auf die Einzel-
nen fair verteilt sind.

Traditionell beziehen sich gerechtigkeitsethische Fragen - und damit
auch die Idee der Fairness — auf die Verteilung von Vorteilen und
Lasten, die aus sozialer Kooperation resultieren. Die Verkehrsinfra-
struktur ist ein offentliches Gut, durch das Biirger ihr Recht auf
Mobilitét verwirklichen kénnen (vgl. Dietrich, 2021, S.728-729). In
Dilemma-Szenarien bestehen relevante Vor- bzw. Nachteile in Bezug
auf Sicherheit bzw. Nicht-Schiadigung: Einen Vorteil erlangt ein In-
dividuum dann, wenn eine Trajektorie gewéhlt wird, die es einem
geringeren Risiko aussetzt als die anderen Beteiligten des Dilemmas.
Risiken fiir Einzelne sind demnach so zu gestalten, dass sich daraus
diejenige Verteilung von Vor- und Nachteilen ergibt, die als fair
angesehen werden kann.

Unter welchen Voraussetzungen konnen risikoinduzierte Vor-
bzw. Nachteile als fair gelten? Hinsichtlich philosophischer Konzep-
tionen der Gerechtigkeit verlduft eine scharfe Trennlinie zwischen
egalitaristischen und non-egalitaristischen Ansétzen,?”* die jeweils
unterschiedliche Aspekte der Gerechtigkeit akzentuieren. Gerechtig-
keit definiert einen Zustand, in dem jedes Individuum das hat oder
erhilt, worauf es einen giiltigen Anspruch hat; ein solcher kann bei-
spielsweise iiber ein Recht begriindet sein. Egalitaristische und non-
egalitaristische Konzeptionen unterscheiden sich in der Begriindung
von Anspriichen und Rechten. Egalitaristische Ansétze bestimmen
Gerechtigkeit iiber eine relationale Interpretation von Gleichheit, die
sich daran bemisst, wie andere im Vergleich zu dem betrachteten
Individuum dastehen. Es sind zwei Arten egalitaristischer Gerech-
tigkeit zu unterscheiden. Geméf$ der einen wird Gerechtigkeit mit

274 Zu den prominentesten Vertretern egalitaristischer Gerechtigkeitskonzeptio-
nen gehéren John Rawls (1971), Amartya Sen (1980), Ronald Dworkin (1981a,
1981b, 1987a, 1987b, 2000), Thomas Nagel (1979a, insb. Kap. 8; 1991) und
Richard Arneson (1989). Non-egalitaristische Positionen, die sich zumeist als
kritische Antwort auf egalitaristische Grundideen verstehen, werden hingegen
von Harry Frankfurt (1997), Joseph Raz (1986, insb. Kap. 9) und Derek Parfit
(2003) vertreten.
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einem intrinsischen Wert der Gleichheit identifiziert, der um seiner
selbst willen zu beachten ist. Daraus folgt, dass ungleiche Zustinde
mit normativen Implikationen verbunden sind (vgl. Anderson, 2000,
S.121). Wihrend kontingente Ungleichheiten ausgeglichen werden
miissen, sind selbstverschuldete bzw. leistungsabhingige hingegen
akzeptabel .27

In diesem Zusammenhang wirken egalitdre Rechte, die als >Rechte
auf das Gleiches, z. B. gleiche Freiheit, gleiche Partizipation, zu ver-
stehen sind; diese Form wird daher auch als egalitidre Gerechtigkeit
bezeichnet. Die entsprechenden Rechte werden dabei non-egalitaris-
tisch begriindet, denn sie haben nur in Bezug auf ihren Inhalt bzw.
die GrofSe des geforderten Gutes relationalen Charakter. Wichtig ist
nicht nur, dass andere etwas bekommen, sondern wie viel. In einer
anderen Konzeption egalitaristischer Gerechtigkeit wird Gleichheit
iiber Anspriiche definiert, die aus zwei Komponenten bestehen: zum
einen deshalb, weil andere etwas auch haben; zum anderen, weil
ein Recht auf Gleichbehandlung und eine damit korrespondierende
Pflicht besteht. Der Gleichheitsanspruch griindet sich auf die beste-
hende Gleichheit von Personen; diese wiederum folgt aus der Zuge-
horigkeit zu einem sozialen System, aus der sich normative Implika-
tionen ergeben - verstanden als das Recht auf Gleichbehandlung
in Bezug auf alle Anspriiche, die mit der Mitgliedschaft in diesem
System in Zusammenhang stehen.

Im Gegensatz dazu geht der Non-Egalitarismus davon aus, dass
Menschen von Natur aus ungleich sind. Da Gleichheit hier keinen
intrinsischen Wert an sich darstellt, beinhalten bestehende Ungleich-
heiten in diesem Fall keine normativen Implikationen (vgl. Nida-
Riimelin, 2006, S.11-13). Gerechtigkeitsanspriiche sind unabhéngig
davon, ob andere etwas haben; sie sind suffizienzorientiert, d. h.
darauf gerichtet von etwas genug zu haben. Ziel ist es daher, fiir
jeden die (Minimal-)Bedingungen zu schaffen, die ein menschen-
wiirdiges Leben erlauben (vgl. Margalit, 1996, 1997), wobei nicht
notwendigerweise die Beseitigung von Ungleichheiten impliziert ist
(vgl. Nida-Riimelin, 2006, S. 9-10).

Welche Gerechtigkeitskonzeptionen erscheinen fiir den Anwen-
dungskontext von Unfallalgorithmen addquat? Plausible Griinde

275 Diese Unterscheidung ist beispielsweise Grundlage der Konzeption von Dwor-
kin (2000).
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sprechen dafiir, dass ein egalitaristischer Ansatz dem Anwendungs-
problem am besten gerecht wird. Zum einen ist eine konzeptionel-
le Suffizienzorientierung, wie sie non-egalitaristische Konzeptionen
vorsehen, fiir die spezifische Problematik von Dilemmata nicht
zweckmaflig. Da es sich bei Dilemmata um Situationen mit sozialer
Dynamik handelt, reicht es nicht aus, jedes Individuum nur isoliert
zu sehen, denn Risikoiibertragungen und daraus resultierende Vor-
bzw. Nachteile sind entscheidend von den Interaktionen und Hand-
lungen Einzelner abhidngig. Weiterhin ist die Risikoethik naturge-
maf3 relational, es sind stets Beziehungen zwischen Exponenten und
Exponierten relevant; risikoethische Fragen lassen sich daher unter
einer non-egalitaristischen Auffassung nur begrenzt diskutieren.

Dass die Manifestation kontingenter Ungleichheiten durch Prak-
tiken algorithmischer Verteilungsstrategien kaum zu rechtfertigen
ist, kann anhand einer einfachen Anwendung des Prinzips der Scha-
densminimierung veranschaulicht werden. Wiirden sich Unfallalgo-
rithmen an der Mafigabe orientieren, mdglichst geringe personliche
Schidden zu verursachen, bestiinde die Gefahr, dass Personen geop-
fert werden, »um die eigentlichen Verursacher des Unfalles vor den
Konsequenzen ihres Fehlverhaltens zu schiitzen.« (Hevelke & Nida-
Riimelin, 2015¢, S.19) Dies ware im Fall des Motorradfahrers in
Beispielszenario 4 >Motorradfahrer mit/ohne Helm« gegeben. Auch
hinsichtlich bestimmter Fahrzeugtypen kdme es zu diskriminieren-
den Effekten, wenn leichtere Fahrzeuge mit geringeren Sicherheits-
standards moglichst als Kollisionsobjekte vermieden und auf diese
Weise sicherer fiir ihre Insassen werden. Derartige Mechanismen
setzen systematisch Fehlanreize, sich durch nicht-regelkonformes
Verhalten einen personlichen Vorteil zu verschaffen. Dies erscheint
uns intuitiv unfair; es ist nicht einsichtig, weshalb andere aufgrund
des Fehlverhaltens von Einzelnen Nachteile in Kauf nehmen sollten.
Dieses Beispiel pointiert, was fiir risikoethische Situationsbewertun-
gen generell Giiltigkeit besitzt: Verursacher von (héheren) Risiken
sollten auch die (grof8eren) Nachteile tragen.

Zum anderen ist das Bestehen kontingenter Ungleichheiten bei
Risikoiibertragungen prinzipiell unvereinbar mit der Nicht-Verre-
chenbarkeit inkommensurabler Werte, wie sie im Rahmen der me-
taethischen Analyse in Kap. 5 begriindet wurde. Die Gleichheit und
der sich daraus ableitende Anspruch auf Gleichbehandlung eines je-
den Verkehrsbeteiligten beruhen auf der intrinsischen Unvergleich-
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barkeit des Individuums und nicht auf der Zugehdrigkeit zu einem
(sozialen) System. Ein solches ldsst sich fiir den Anwendungskontext
Verkehr nicht plausibel denken, denn es existiert keine spezifische
Gruppendynamik und keine ethisch relevante Abgrenzung zu Perso-
nen aufSerhalb des Verkehrsgeschehens.

Daraus folgt, dass egalitdre Gerechtigkeitskonzeptionen im Hin-
blick auf die Problemstellung am besten geeignet sind. Ein anwen-
dungsnahes Argument stiitzt diese These: Auch wenn Gleichheit im
Sinne gleicher Rechte >auf das Gleiche« das erklirte Ziel egalitirer
Gerechtigkeit ist, so ldsst sich daraus nicht schliefien, dass jede Form
der Ungleichheit zwangsldufig ungerecht ist. Wie Nida-Riimelin et
al. (2012, S. 141) konstatieren, kann auch eine Ungleichverteilung fair
sein, namlich genau dann, wenn Anspriiche auf bestimmte Vorteile
anderen gegeniiber bestehen.

Die entscheidende Frage ist, wie sich solche Anspriiche begriin-
den lassen. Zuvor wurde anhand des Prinzips der Schadensminimie-
rung erldutert, dass ein spezifisches Design von Unfallalgorithmen
genau dann zuldssig ist, wenn dadurch das Risiko jedes Einzelnen
in gleichem Mafle reduziert wird und es daher im Interesse jedes
Einzelnen ist. Hevelke und Nida-Riimelin (2015¢c, S.17) zeigen,
dass Letzteres jedoch nicht den entscheidenden Punkt trifft; fiir
die Zulédssigkeit ist vielmehr die Erfiillung individueller, begriinde-
ter Anspriiche maf3geblich. Konsequenterweise miissen nicht nur
Benachteiligungen ausgeglichen werden, sondern auch ungerecht-
fertigte Bevorteilungen. Gewisse Gruppen miissten im Zuge eines
Benachteiligungsausgleichs ihre Sicherheitsvorteile aufgeben, deren
Verlust jedoch genau dann unproblematisch im Sinne einer Instru-
mentalisierung der entsprechenden Individuen ist, wenn sie auf die-
se Vorteile gar keinen moralisch begriindbaren Anspruch haben.
Ein solcher ist insbesondere dann nicht vorhanden, wenn diese Vor-
teile im Gegenzug mit Nachteilen fiir andere verbunden sind. Ein
Ausgleich in diesem Sinne ungerechtfertigter Vorteile kann daher
mindestens als zuldssig, moglicherweise sogar als wiinschenswert
angesehen werden.

Aus dem Postulat egalitirer Gerechtigkeit folgt somit im Hinblick
auf das Ziel einer gerechten Ordnung die normative Forderung, be-
stehende kontingente Ungleichheiten auszugleichen. Dabei gilt, dass
sich Vor- und Nachteile ausschliefSlich tiber berechtigte Anspriiche
legimitieren lassen. Hier schliefit sich nun die Frage an, inwiefern
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berechtigte Anspriiche im Kontext von Unfalldilemmata bestehen
und wie sich diese begriinden lassen. Dies wird im Folgenden an-
hand von zwei ausgewidhlten Aspekten erortert.

7.3.3.2 Risikoverursachung und Vulnerabilitit als
Begriindungsversuche berechtigter Vorteilsanspriiche

Vor dem Hintergrund des Fairnesspostulats sind Sicherheitsvorteile
nur begriindbar, wenn berechtigte Anspriiche auf eine Bevorzugung
vorliegen. Eines der am haufigsten diskutierten Verteilungsprinzipi-
en in dieser Hinsicht ist jenes, welches die Sicherheit der Insassen
autonomer Fahrzeuge im Fall einer Kollision priorisiert. Das zentra-
le Argument, das in einschlagigen Diskussionen vorgebracht wird,
lautet, dass autonome Fahrzeuge im Vergleich zum herkémmlichen
motorisierten Verkehr die Verkehrssicherheit erhéhen und daher
ihren Insassen ein Vorteil gegeniiber den Insassen herkémmlicher
Fahrzeuge im Mischverkehr zugesprochen werden sollte. Berkey
(2022, S.217-219) hebt hervor, dass dies allerdings in mancherlei
Hinsicht unplausibel ist: Erstens wire eine solche Schlussfolgerung
nur unter der Einschrinkung denkbar, dass alle Individuen {iber
(anndhernd) gleiche Zugangschancen zur automatisierten Mobilitat
verfiigen, was praktisch jedoch aufgrund unterschiedlicher Wohl-
standsniveaus einerseits und der hohen Preisklasse autonomer Fahr-
zeuge andererseits nicht gegeben ist. Zweitens widersprache eine
generelle Programmierung auf Insassenpriorisierung dem Prinzip
der Schadensminimierung. Die Algorithmen wiirden in einer Weise
verzerrt, die Anreize fiir die Wahl von Trajektorien setzt, welche
jegliche noch so geringe Schiaden von Insassen autonomer Fahrzeu-
ge abwenden und daher in iberproportional hohen Schiden fiir
Insassen herkdmmlicher Fahrzeuge resultieren. Drittens wiirde auf
diese Weise bereits die Mdglichkeit einer fairen Verteilung unter-
graben. Da potenzielle Nutzer sich tendenziell eine Priorisierung
ihrer eigenen Sicherheit wiinschen (vgl. Bonnefon et al., 2015, S. 5-
8), existieren hohe Anreize fiir Hersteller, ihre Algorithmen dement-
sprechend zu gestalten. Faire Verteilungen von Vor- und Nachteilen
sind daher ein Problem kollektiven Handelns: Sobald ein einziger
Hersteller Fahrzeuge anbietet, welche die Nutzersicherheit priorisie-
ren, wiirden aufgrund des Marktdrucks alle anderen zur Anpassung

357

hitps://dol.org/10.5771/9783495992043 - am 18.01.2026, 18:20:13. https://www.inllbra.com/de/agb - Open Access - T EEm—=


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

7. Unfallalgorithmen als risikoethisches Verteilungsproblem

ihrer Produkte gendtigt, wodurch siamtliche Fairnessbestrebungen
hinfallig wiirden (vgl. Berkey, 2022, S. 222-223).

Auch wenn sich ein Anspruch auf Vorteile fiir die Insassen auto-
nomer Fahrzeuge nicht glaubwiirdig rechtfertigen ldsst, bleibt der
Grundgedanke, dass das Ausmafd einer Risikoverursachung ethisch
relevant ist, ein prinzipiell valides Argument. Es ist offensichtlich,
dass nicht-motorisierte Verkehrsteilnehmer wie Radfahrer oder Fuf3-
ginger verhdltnismafig geringere Risiken fiir andere herbeifiihren,
sodass es gute Griinde gibt, von einer urspriinglich angenommenen
Gleichverteilung zu ihren Gunsten abzuweichen. Aus der geringeren
Risikotiibertragung lasst sich durchaus ein legitimer Anspruch auf
Sicherheitsvorteile ableiten, was als Umkehrschluss der eingangs in
diesem Unterkapitel festgestellten Intuition aufgefasst werden kann:
Nicht nur soll gelten, dass, wer hohere Risiken bewirkt, mehr Nach-
teile in Kauf nehmen muss, sondern auch, dass, wer weniger Risken
verursacht, weniger Nachteile tragen sollte:

[...] it seems to me that a potentially significant deviation from an equal
distribution of risks between, on the one hand, occupants of vehicles,
and on the other, pedestrians and cyclists, might be required. This is
because while pedestrians do not expose others to any risks at all just in
virtue of using the road (or sidewalk), and cyclists expose others only to
relatively small and (on average) less serious risks, those who choose to
ride in vehicles expose others to (much more) substantial risks of harm,
including risks of serious injury and death, just in virtue of their use of
vehicles. It seems plausible that those who choose to introduce risks of
this kind in order to enjoy the benefits of the activities that unavoidably
involve these risks, should, where possible, at least bear a greater share
of the risks than those who are not engaged in the activities that impose
them. (Ebd., S.217)

Die Primisse, die dieser Argumentation zugrunde liegt, hat aller-
dings nur so lange Bestand, wie sich die betreffenden Personen an
gewisse Regeln halten. Es ist einleuchtend, dass durch regelwidriges
Verhalten hohere Risiken produziert werden.?’® Verkehrsteilnehmer
miissen plausiblerweise davon ausgehen kénnen, dass sich alle regel-
konform verhalten; Hevelke und Nida-Riimelin (2015a, S.222-224)
betrachten die Vorhersehbarkeit des Verhaltens im StrafSenverkehr
als ausschlaggebend dafiir, dass einer bestimmten Person Schutz

276 Siehe hierzu auch die bisher diskutierten Argumente in Kap. 4.4.1.
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gewidhrt werden kann. Abney (2022, S.264-272) legt dar, dass For-
derungen nach einer Gleichverteilung haufig auf der Annahme einer
grundsitzlichen moralischen Gutheit (moral goodness) aller Perso-
nen basieren. Wird diese angesichts praktischer Evidenz aufgegeben,
so wird deutlich, dass moralische Urteile und damit auch Argumen-
te in Bezug auf bestimmte risikoethische Verteilungsmechanismen
wesentlich von den Motiven und Intentionen von Individuen abhan-
gen:

If we accept that moral judgments will crucially depend on the inten-
tions of the agents involved, then people with immoral purposes will
morally require a different response from those with moral purposes—
and this is hardly a novel concept in law and policy; there are com-
monplace ethical and legal distinctions between mere negligence versus
intentional abuse. (Ebd., S. 271-272)

Anstatt Giber individuelles Fehlverhalten hinwegzusehen, muss dieses
zur Verantwortung gezogen werden, wenn man die Idee der Gerech-
tigkeit ernst nimmt. Hier muss stets im Einzelfall gepriift werden,
wie ein Regelbruch konkret zu bewerten ist:

If we take justice seriously, we cannot assume the moral equality of all
persons in calculating consequences for moral decision-making. Some
people deserve to be treated worse than others. In other words: some
people, in some circumstances, deserve to be hit. In fact, they deserve to
die - regardless of utility. (Ebd., S. 265)

Einen weiteren, ebenfalls haufig thematisierten Aspekt in diesem
Kontext stellt die Gewahrung von Sicherheitsvorteilen auf der Basis
einer Kategorisierung von Verkehrsbeteiligten dar. Dieses Vorgehen
entspricht der Konzeption von Theorien sozialer Gerechtigkeit, die
neben dem zu verteilenden Gut, deren Empfangern und dem for-
malen Verteilungsprinzip auch die Eigenschaften der Empfanger,
welche fiir die Verteilung relevant sind, als eine Hauptdimension
gerechter Verteilungen begreifen (vgl. Dietrich & Weisswange, 2019,
S.229-230). Wie die Auswertung statistischer Daten zeigt, werden
bestimmte Gruppen von Verkehrsteilnehmern unverhéltnismaf3ig oft
in todliche Verkehrsunfille mit Fahrzeugen verwickelt (vgl. Dietrich,
2021, S.728-729; Mullen et al., 2014, S.238). Dies ist auf diverse
Griinde zuriickzufithren, von denen fiir den Kontext dieser For-
schungsarbeit vor allem zwei relevant sind: zum einen auf ein héu-
fig besonders riicksichtsloses Verhalten von Autofahrern gegeniiber
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Radfahrern (vgl. Europdische Kommission, 2020, S.31) und zum
anderen darauf, dass gewisse Gruppen durch eine erhdhte Schadens-
neigung charakterisiert sind. So ist sich die Forschungsliteratur da-
hingehend einig, dass der motorisierte Verkehr gegeniiber Fufigan-
gern generell begiinstigt ist (vgl. Dietrich, 2021, S. 727-728).277

Dies fithrt dazu, dass der erwartete Schaden fiir Fufgénger und
Radfahrer im Fall einer Kollision mit einem Fahrzeug deutlich ho-
her ausfallt als fiir die Fahrzeuginsassen. Ursichlich dafiir sind pri-
mar physikalische Faktoren wie die deutlich geringere Masse, die
geringere Bewegungsgeschwindigkeit und nicht vorhandene Schutz-
vorrichtungen wie Karosserie oder Riickhalteeinrichtungen. Es ist
also plausibel anzunehmen, dass zwischen Personengruppen un-
gleiche Ausgangsbedingungen hinsichtlich der Moglichkeiten herr-
schen, ihre Anspriiche auf Schutz von Leben und Gesundheit zu
verwirklichen (vgl. Luetge, 2017, S.552-553).278 Im Kontext automa-
tisierter Mobilitat verschirft sich diese Problematik ungleicher Risi-
koexpositionen zusatzlich:

The most severe concerns are that AVs will reinforce existing inequali-
ties and introduce new injustice aspects in the context of road traffic.
An existing inequality is the unequal exposure to risks of bodily harm
induced by a traffic accident between different types of road users.
(Dietrich, 2021, S. 727)

Ein weit verbreiteter Terminus des einschldgigen ethischen Diskur-
ses ist der Begriff der Vulnerable Road Users (VRUs) (= gefdhrdete
Verkehrsteilnehmer)?”?, der als Sammelbegriff dient fiir »non-moto-
rised road users, such as pedestrians and cyclists as well as motor-
cyclists and persons with disabilities or reduced mobility and ori-
entation.« (European Commission Mobility und Transport, 2023)
Ethisch-politische Direktiven und Empfehlungen verweisen auf die

277 Dies fithrt Dietrich (2021, S.728) auf den Umstand zuriick, dass die Infra-
struktur der Verkehrsstrafen in urbanen Gesellschaften motorisierten Verkehr
begiinstigt; siehe auch Nello-Deakin (2019, S. 699-704).

278 Auch innerhalb der Gruppe der Fahrzeuge bestehen gewichtige Unterschie-
de hinsichtlich méglicher Risikoexpositionen aufgrund von unterschiedlicher
Masse und aktiven sowie passiven Schutzvorrichtungen (vgl. Dietrich, 2021,
S.728).

279 In einschldgigen Publikationen findet sich das Akronym VRU sowohl mit als
auch ohne Pluralendung ,-s’. Aus Griinden der Einheitlichkeit wird in diesem
Buch die Pluralendung verwendet.
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Notwendigkeit einer Kategorisierung von Verkehrsteilnehmern, um
das Sicherheitsniveau vulnerabler Gruppen zu heben. Die deutsche
Ethik-Kommission beispielsweise versteht eine »Programmierung
der Fahrzeuge zu defensivem und vorausschauendem, schwichere
Verkehrsteilnehmer [...] schonendem Fahren« (Di Fabio et al., 2017,
S.10) als Teil einer tibergeordneten Strategie zur Erhohung der Ver-
kehrssicherheit durch automatisierte Mobilitit. Die Expertengrup-
pe der Europdischen Kommission (2020, S.30-32) betrachtet den
Schutz von VRUs als Element einer Solidaritit, die sich als Ergan-
zung zu gerechtigkeitsethischen Anforderungen ergibt. In diesem
Sinne ist es Teil der Designaufgabe autonomer Fahrzeuge, VRUs
besonders zu schiitzen: »CAVs should, among other things, adapt
their behaviour around vulnerable road users instead of expecting
these users to adapt to the (new) dangers of the road.« (Ebd., S.7)

Ethische Begriindungsgrundlagen werden im Rahmen politischer
Richtlinien meist nur angedeutet. Die Expertengruppe der Europi-
ischen Kommission nennt die Verringerung der Geschwindigkeit
sobald VRUs erkannt werden und das Einhalten gréfierer Abstidnde
zu diesen als mogliche praktische Mafinahmen, um VRUs zu schiit-
zen. Sie sollen allerdings nur solange in Kraft bleiben, wie sich der
Gesamtschaden fiir andere Verkehrsteilnehmer nicht erhoht (vgl.
ebd., S.31). Wie in Fillen verfahren werden soll, in denen diese
Voraussetzung nicht erfiillt ist, wird hingegen offengelassen.

Auch in der ethischen Forschungsliteratur beziiglich des Designs
von Unfallalgorithmen werden Konzepte thematisiert, gefahrdete
Gruppen im verkehrlichen Umfeld besonders zu schiitzen. Der
Schutz von VRUs wird dabei als Postulat egalitirer Gerechtigkeit
gedeutet, das den Ausgleich der Ungleichheiten beinhaltet, die durch
bestehende Unterschiede bei der Schadensneigung hervorgerufen
werden. Wichtig ist zu beachten, dass den Interessen von VRUs
durch den besonderen Schutz nicht mehr Gewicht gegeben, son-
dern lediglich ihrem legitimen Anspruch auf Ausgleich entsprochen
wird:?80 »This programming would not amount to giving greater va-
lue to the safety of cyclists—it would rather be an attempt to correct
safety inequalities, which partly result from the current behaviour of
human drivers.« (Ebd., S.31) Martinez-Buelvas et al. (2022) stellen

280 Dieses Argument ldsst sich als Antwort auf Keelings (2018a) Kritik verstehen,
dass die Anspriiche der Schlechtergestellten tibermaflig gewichtet wiirden.
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mogliche Strategien fiir die Gestaltung einer sicheren und gerechten
Interaktion zwischen autonomen Fahrzeugen und VRUs vor, aus
denen sich eine Forschungsagenda ableiten lasst. Dabei interpretie-
ren sie Verkehrsgerechtigkeit in Bezug auf Gleichheit, Fairness und
Zugang.

Auf Basis der jeweiligen Vulnerabilitdt ergeben sich also berechti-
ge Anspriiche auf Sicherheitsvorteile fiir bestimmte Gruppen. Nun
sind allerdings nicht nur physikalische Faktoren dafiir verantwort-
lich, wie hoch der individuelle Schaden im Fall einer Kollision aus-
fallt. Auch personliche Merkmale wie das Alter, die Fitness oder der
Gesundheitszustand betreffender Personen haben unter bestimmten
Umstdnden Einfluss darauf, ob eine Person beispielsweise todlich
verletzt wird. Sollen derartige Aspekte im Rahmen von Unfallalgo-
rithmen beriicksichtigt werden, fithrt dies zu ernstzunehmenden
ethischen Problemen. Im Kontext von Algorithmen und Kiinstlicher
Intelligenz wird der Begrift der Fairness hdufig mit der Freiheit von
systematischen Verzerrungs- (biases) und Diskriminierungseffekten
assoziiert. Der Ausschluss jeglicher ungerechtfertigten Bevorzugung
bzw. Benachteiligung bestimmter Personengruppen in automatisier-
ten Entscheidungsprozessen gilt als eine der Grundanforderungen
an ein robustes Systemdesign.?8! Inwiefern Unfallalgorithmen — und
algorithmische Entscheidungssysteme im Allgemeinen - in konkre-
ten Anwendungsfillen diskriminierend sind, ist eine haufig themati-
sierte, kontroverse Fragestellung. Dies ist u. a. darauf zurtickzufiih-
ren, dass einerseits die Definitionen dessen, was unter problemati-
scher Diskriminierung verstanden wird, sehr vage sind.

Andererseits kann Diskriminierung in Entscheidungen maschi-
nell trainierter Algorithmen auf verschiedene, oftmals subtile Weisen
erzeugt werden (vgl. Zweig, 2019, Kap. 8). Eine anwendungsorien-
tierte Sichtweise im Kontext autonomer Fahrsysteme legt Leben
(2022, S.132-138) vor. Demnach sind diskriminierende Handlungen
nicht per se moralisch schlecht, sondern nur dann, wenn sie Scha-
den verursachen (vgl. Thomsen, 2023) bzw. wenn sie ungerechtfer-
tigt sind. Letzteres ist genau dann der Fall, wenn einzelne Personen
oder Gruppen aufgrund von Faktoren benachteiligt werden, die in
Bezug auf die Aufgaben, die der Algorithmus erfiillen soll, unerheb-

281 Fiir eine Ubersicht zum gegenwirtigen Forschungsstand diesbeziiglich siehe
Hiitt und Schubert (2020).
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lich sind. In anderen Worten: Ob Algorithmen in ungerechtfertigter
Weise diskriminierend sind, hidngt davon ab, welchem praktischen
Zweck sie dienen. So besteht die primdre Aufgabe von Unfallalgo-
rithmen in der Verteilung von Schidden; Faktoren, die fiir diese Ziel-
setzung als irrelevant gelten, sind beispielsweise sozialer Status oder
Berufsgruppenzugehdrigkeit. Diese sind als Grundlage fiir Entschei-
dungsalgorithmen nicht gerechtfertigt und wiirden daher berechtig-
terweise als diskriminierend angesehen. Jedoch sind auch Faktoren
denkbar, die im Hinblick auf die aus einem Unfall resultierenden
Personenschaden durchaus eine Relevanz besitzen. Statistisch gese-
hen besteht eine Korrelation zwischen bestimmten personlichen
Merkmalen wie dem Alter der Unfallopfer einerseits und deren
physischer Vulnerabilitit bzw. Schadensneigung andererseits; Alter
konstituiert also Ungleichheiten im Sinne einer erhéhten Vulnerabi-
litat. Gemafd Lebens Auffassung wire demnach die Beriicksichtigung
des Alters als Entscheidungskriterium durchaus zu rechtfertigen.

Ein anderes hier relevantes Argument liefert Cerny (2022, S.34-
38). Thm zufolge ist ein Algorithmus, der sich in einem Dilemma
fiir diejenige Trajektorie entscheidet, die eine jiingere Person bevor-
zugt, aus zwei Griinden nicht notwendigerweise diskriminierend.
Zum einen ist das Vorliegen diskriminierender Handlungen an de-
ren Unausweichlichkeit gekniipft: Ist es mdoglich, auch anders zu
handeln? In Dilemmata ist dies naturgemaf’ nicht erfiillt, negative
Konsequenzen sind unvermeidbar. Zum anderen ist das Alter nicht
als Kriterium zu verstehen, aufgrund dessen entschieden wird, son-
dern lediglich als Variable einer Theorie, die Cerny als »deprivation
theory of the badness of death« (ebd., S.34-35) bezeichnet. Deren
Grundlage ist einerseits die These, dass der Tod auch gut fiir eine
Person sein kann, nimlich genau dann, wenn er diese von einem
schlechten Leben erlost, und andererseits die Annahme, dass mit zu-
nehmendem Alter die Lebensqualitit abnimmt. Daraus leitet Cerny
die normative Implikation ab, dass es moralisch schlechter ist, eine
jungere Person zu toten:

When the AV decides between a and b, it is deciding based on age. But
—and this is crucial—the age is not in fact the criterion of the choice,
but merely a variable determining the extent of the badness of death. In
other words, the AV decides by means of age, but not based on age: the
basis of its choice is comparing the badness of death between a and b.
(Ebd., S.37)
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An Cernys Ansatz lasst sich kritisieren, dass er Konflikte mit grund-
legenden Normen wie der Unvergleichbarkeit menschlichen Lebens
aufwirft. Sowohl Lebens als auch Cernys Ansatz liegt der Gedanke
zugrunde, dass es bei Entscheidungen, die mithilfe des Merkmals
>Alter< getroffen werden, nicht um eine Bevorzugung aufgrund des
Alters an sich geht, sondern um die Beurteilung dessen, was in
direktem Zusammenhang damit steht. Werden durch das Alter kon-
tingente Ungleichheiten produziert - wie es im Hinblick auf die
individuelle Vulnerabilitédt der Fall ist -, so entstehen daraus begriin-
dete Anspriiche auf Sicherheitsvorteile, die nur indirekt durch das
Alter, vielmehr aber durch die daraus resultierende Vulnerabilitat
verursacht sind.2%2

Zusammenfassend ergeben sich sowohl aus einer Bewertung der
Risikoverursachung als auch der individuellen Vulnerabilitit bedeu-
tende normative Implikationen, die in einem berechtigten Anspruch
auf Sicherheitsvorteile bzw. eine Priorisierung nicht-motorisierter
Verkehrsteilnehmer miinden. Eine Gleichverteilung von Risiken ist
hier nicht plausibel; Ziel ist es vielmehr, bestehende kontingente
Ungleichheiten im Sinne einer ergebnisegalitaristischen Position fair
zu beriicksichtigen, welche die Erreichung eines Pareto-optimalen
Zustands anvisiert.?83 Ungeachtet ihrer ethischen Relevanz stellen
sich hinsichtlich der praktischen Implementierung Herausforderun-
gen auf technischer Seite. Die Fairness risikoethischer Verteilungs-
strategien héngt in letzter Konsequenz auch von der technischen
Leistungs- und Perzeptionsfahigkeit der jeweiligen Systeme ab. Eine
korrekte und zuverlassige perzeptive Differenzierung zwischen Kate-
gorien von Verkehrsteilnehmern?®* ist Grundvoraussetzung dafiir,
dass VRUs ein besonderer Schutz zuteilwerden kann (vgl. Keeling,
2022, S. 47-53):

In all these examples, the recommendation to provide greater road
safety to a subset of road users must always be premised on evidence

282 Auch in Bezug auf den Faktor >Geschlecht« bestehen moglicherweise derartige
Ungleichheiten; dies ist allerdings noch nicht tiefergehend untersucht worden.

283 Der Egalitarismus kann generell auf drei Arten verstanden werden (vgl. Horn,
2003, S.26): Verteilungsegalitarismus (gleich grofle Giiter), Verfahrensegali-
tarismus (gleichmiflige Regelanwendung), Ergebnisegalitarismus (gleiche Er-
gebnisse).

284 Eine noch groflere technische Hiirde ist es freilich, die Intentionen der Han-
delnden korrekt zu erkennen.
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that it is technically possible for a CAV to detect and respond to these
road users accurately and reliably, that some users’ harm-to-exposure
ratio is high, that improving road safety for one subset of road users
does not raise the total harm inflicted to another category of road users
above its current baseline. (Européische Kommission, 2020, S. 32)

Im Folgenden werden zwei bedeutende Konzeptionen fiir egalité-
re risikoethische Verteilungsstrategien rekonstruiert und kritisch be-
leuchtet.

7.3.3.3 John Rawls: Eine prioritaristische Antwort auf Ungleichheiten

Philosophische Gerechtigkeitskonzeptionen der neueren Zeit sind
vornehmlich kontraktualistisch orientiert. Ankerpunkt ist John
Rawls’ vertragstheoretischer Ansatz, den er 1971 in seinem epochalen
Werk A Theory of Justice vorgelegt hat und der dem bisherigen
Gerechtigkeitsdiskurs eine neue Wendung fort von vornehmlich uti-
litaristischen Denkstrukturen gab.?8> Rawls begriindet seine liberale
Gerechtigkeitskonzeption in der Tradition hypothetischer Vertrags-
theorie und basierend auf dem kantianischen Verstindnis von Frei-
heit, aus der Gleichheit (in politischer Hinsicht) folgt.?8¢ Die kantia-
nisch geprigte Konzeption individueller Autonomie ist nicht nur
mit einem Freiheits-, sondern auch mit einem Gleichheitsanspruch
verbunden:

Mit dem Freiheitsanspruch wird gefordert, dass jede Person sich ideali-
ter zugleich als Autor der Gesetze bzw. der Maximen anderer Akteure
ansehen konnen sollte, denen sie sich ausgesetzt sieht. Mit dem Gleich-
heitsanspruch wiederum wird gefordert, dass sich die Handlungsbe-
schrankungen, die sich aus dem Freiheitsanspruch ergeben, fiir das
Handeln einer jeden Person gegeniiber allen anderen Personen gelten;
dies bedeutet, dass insbesondere die situative Ungleichbehandlung ein-
zelner Personen die Moglichkeit des Ansehens aller Personen als Glei-
che nicht grundlegend erschiittern darf. (Nida-Rimelin et al., 2012,
S.181)

285 Fiir eine Ubersicht zu zeitgendssischen Ansitzen sozialer Gerechtigkeit siehe
Pojman (2005).

286 Ebenso wie Rawls verteidigt auch Nida-Riimelin (2006) eine egalitaristische
Position, die Gleichheit im Sinne der kantianischen Verkniipfung von Freiheit
und Gleichheit versteht; Freiheit ist ohne Gleichheit nicht denkbar.
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Gemaf3 der Rawls'schen Auffassung stellt sich Gerechtigkeit als
Fairness dar, die dadurch konstituiert wird, dass Akteure in einer
hypothetischen Entscheidungssituation hinter einem Schleier des
Nichtwissens unvoreingenommen iber die Grundprinzipien einer
gerechten Ordnung beraten. Unter den Pramissen der Gleichheit
aller Personen, knapper Ressourcen und iiberwiegend egoistischer
Motivationen wiirden sie sich fiir zwei lexikalisch angeordnete
Grundsitze entscheiden: Der erste bezieht sich auf die fundamen-
tale Grundstruktur einer Gesellschaft und postuliert eine gleiche
Verteilung individueller Freiheitsrechte. Der zweite widmet sich so-
zio-0konomischen und ethischen Fragen, indem er faire Chancen
beim Zugang zu 6ffentlichen Positionen fordert. In vorlaufiger Form
lauten die beiden Prinzipien folgendermaflen:

First: each person is to have an equal right to the most extensive basic
liberty compatible with a similar liberty for others. Second: social and
economic inequalities are to be arranged to that they are both (a)
reasonably expected to be to everyone’s advantage, and (b) attached to
positions and offices open to all. (Rawls, 1971, S. 60)

Im Rahmen seiner Diskussion des zweiten Grundsatzes formuliert
Rawls schliellich das berithmte Differenzprinzip (difference prin-
ciple), das den Schlechtergestellten einer Gesellschaft im Hinblick
auf Verteilungsfragen von Primérgiitern Prioritat einrdumt:

Social and economic inequalities are to be arranged so that they are
both (a) to the greatest benefit of the least advantaged and (b) attached
to offices and positions open to all under conditions of fair equality of
opportunity. (Ebd., S. 83)

Daraus folgt, dass Ungleichheiten hier nicht per se schlecht sind,
sondern genau dann akzeptabel, wenn sie den Schlechtergestellten
zu einem Zustand verhelfen, der sie im Vergleich zu alternativen
Giiterverteilungen besserstellt. Vor diesem Hintergrund lassen sich
die beiden Grundsétze wie folgt reformulieren:

First Principle[:] Each person is to have an equal right to the most
extensive total system of equal basic liberties compatible with a simi-
lar system of liberty for all. Second Principle[:] Social and economic
inequalities are to be arranged so that they are both: (a) to the greatest
benefit of the least advantaged, consistent with the just savings princi-
ple, and (b) attached to offices and positions open to all under condi-
tions of fair equality of opportunity. (Ebd., S. 302, Hervorh. i. Orig.)
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Wichtig ist anzuerkennen, dass das Differenzprinzip seinem Wesen
nach ein Konzept gegenseitigen Vorteils ist; Ungleichheiten sind
genau dann gerechtfertigt, wenn sie zum Vorteil aller dienen. Es be-
griindet damit eine Position, die auf einer egalitiren Gerechtigkeits-
auffassung?® fufit (vgl. Nida-Riimelin & Rechenauer, 2009, S.304)
und dabei einem prioritaristischen Grundsatz folgt:

All social primary goods-liberty and opportunity, income and wealth,
and the bases of self-respect-are to be distributed equally unless an
unequal distribution of any or all of these goods is to the advantage of
the least favored. (Rawls, 1971, S. 303)

Die Mehrheit der Ansitze, die ausgehend von den normativen Im-
plikationen, die sich aus den berechtigen Anspriichen von VRUs
ergeben, im Rahmen des Forschungsdiskurses entwickelt wurden,
konzipieren risikobezogene Verteilungsfragen fiir Unfallalgorithmen
auf der Basis eines Rawls’schen Prioritarismus. Vor allem in der im-
plementierungsnahen risikoethischen Literatur findet ein von Rawls
inspiriertes Design von Unfallalgorithmen Zustimmung. Ubertra-
gen auf den Kontext von Unfalldilemmata impliziert das Differen-
zprinzip spezifische Fahrentscheidungen: »[...] it will result in driv-
ing decisions in which the worst-off vehicles profit the most and it is
prevented that high risk situations for certain vehicles are accepted
for the benefit of all other vehicles.« (Dietrich & Weisswange, 2019,
S.233) Zudem wird betont, dass eine Priorisierung von VRUs als
derjenigen Gruppe von Verkehrsteilnehmern, welche hinsichtlich
ihres Schadenserwartungswerts im Rawls’'schen Sinne als die am
schlechtesten Gestellten gelten konnen, sich positiv auf das Verhalten
von autonomen Fahrzeugen gegeniiber VRUs auswirkt:288

It seems to be more appropriate, to always give full priority to the entity
which has the highest expected harm. To formalize this, the severity of
a potential encounter between two or more entities can be calculated by
predicting the severity for each of the entities separately and then select-
ing the maximum value. In this way, the entity with highest risk has a

287 Siehe Arneson (1999) fiir eine Ubersicht zu moglichen Begriindungen egaliti-
rer Gerechtigkeitskonzeptionen, die von bessergestellten Individuen verlangen,
den schlechtergestellten zu helfen.

288 Dietrich und Weisswange (2019, S.233) merken dazu an, dass eine Beriick-
sichtigung der Interessen der Schwichsten auch die Wahrscheinlichkeit von
Diskriminierung reduziert.
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strong effect on the risk-based behavior planning—the consequence is
that cautious behaviors around vulnerable road users will become more
likely. (Dietrich, 2021, S. 735)

Auf der formalen Ebene ldsst sich das Differenzprinzip mithilfe der
Maximin-Regel ausdriicken; das Ergebnis ist Pareto-optimal, d. h.
es existiert keine andere Schadensverteilung, die ein Individuum
besserstellt, ohne gleichzeitig mindestens ein anderes schlechterzu-
stellen. Der prominente, von Leben (2017) entwickelte formale Al-
gorithmus basiert auf einer Schitzung der Uberlebenswahrschein-
lichkeit fiir jedes involvierte Individuum bei jeder mdglichen Tra-
jektorie und der Auswahl derjenigen, bei der die Schwichsten mit
der hochsten Wahrscheinlichkeit iiberleben. Anstelle der einfachen
Maximin-Regel verwendet er eine iterierte Variante, das sogenannte
Leximin-Prinzip.?% Dieses unterscheidet sich vom Maximin-Prinzip
dahingehend, dass fiir den Fall, dass zwei Alternativen zum gleichen
Ergebnis fithren, die Wahrscheinlichkeit desjenigen Individuums
den Ausschlag gibt, das am zweitschlechtesten gestellt ist. So soll
verhindert werden, dass die alleinige Orientierung an demjenigen
Individuum, welches am schlechtesten gestellt ist, zur Wahl einer
insgesamt schlechteren Verteilung fiihrt.

Lebens Entwurf ist im Forschungsdiskurs kontrovers rezipiert
worden. Eine prominente Kritik stammt von Keeling (2018a, S.264-
270), der einwendet, dass Lebens Ansatz auf der Basis Rawls’scher
Griinde nur schwer zu rechtfertigen ist und einer unabhéngigen
Begriindung bedarf. Er stellt u. a. klar, dass die Individuen bei Rawls
nicht zwischen konkreten Giiterverteilungen anhand des Maximin-
Prinzips wihlen, sondern zwischen Gerechtigkeitsprinzipien, wobei
die Wahl aus rationalen Griinden auf die Maximin-Regel fallt. In
Lebens Konzeption hingegen wiahlen die Individuen zwischen kon-
kreten Verteilungen mithilfe des bereits akzeptierten Maximin-Prin-
zips. Zudem legt Leben den Individuen in der Ausgangsposition des
Schleiers des Nichtwissens Restriktionen hinsichtlich der verfiigbaren
Informationen auf, die aus Rawls’scher Sicht nicht gerechtfertigt
sind.

289 Das Leximin-Prinzip stammt aus der Wohlfahrtsékonomik und wurde von
Amartya Sen (1976, 1980) in Anlehnung an das Rawls’sche Differenzprinzip
entworfen, um eine etablierte Konvention innerhalb der Sozialwahltheorie zu
beschreiben.
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Ferner ist die an Rawls angelehnte Konzeption aufgrund der
Spezifika des Anwendungskontextes in mancherlei pragmatischer
Hinsicht ethisch problematisch. Fiir das Entscheidungsproblem,
welches sich im Kontext von Unfallalgorithmen stellt, gilt, dass
die Identitét der betroffenen Parteien zum Zeitpunkt der Implemen-
tierung unbekannt ist. Geméfl Hevelke und Nida-Riimelin (2015c,
S.11-14) folgt aus dieser fehlenden Determiniertheit der Identitat
potenzieller Opfer, dass eine auf Schadensminderung ausgerichtete
Programmierung nicht grundsétzlich unvereinbar mit einer deonto-
logischen Ethik sein muss. Denn auch wenn Schadensminimierung
letztlich immer ein Abwégen erfordert, muss dieses nicht zwangslau-
fig ethisch problematisch sein. Wenn die konkreten Vor- und Nach-
teile einer Person nicht bestimmbar sind, weil schon ihre Identitat
nicht bestimmbar ist, so ldsst sich lediglich untersuchen, welche
Handlung im Sinne aller wire. Hevelke und Nida-Riimelin (2015c,
S.11) folgern daher, »dass eine auf die Minimierung der Opfer ausge-
legte Programmierung durchaus im Interesse jedes Einzelnen sein
kann - ndmlich genau dann, wenn diese Programmierung das Risi-
ko eines jeden Einzelnen reduziert bzw. minimiert.« Dadurch, dass
es grundsatzlich jeden treffen konnte, wiirde eine Programmierung
auf Schadensminimierung niemanden im kantischen Sinne blof3 als
Mittel gebrauchen. Analog konstatiert die Ethik-Kommission des
BMVT in ihrem Bericht, dass eine solche Programmierung keinen
Verstof§ gegen Art.1 Abs.1 GG darstellen wiirde, sofern die Voraus-
setzung erfiillt ist, dass »die Programmierung das Risiko eines jeden
einzelnen Verkehrsteilnehmers in gleichem Mafle reduziert. Solange
namlich die vorherige Programmierung fiir alle die Risiken in glei-
cher Weise minimiert, war sie auch im Interesse der Geopferten,
bevor sie situativ als solche identifizierbar waren.« (Di Fabio et al.,
2017, S.18)

Diese Konstellation wird in der Literatur hiufig als heuristisch
interpretierte Instanz des Rawls’schen Schleier des Nichtwissens dis-
kutiert (siehe auch Kap. 4.4.4.2). Dadurch, dass zum Zeitpunkt
des Designs von Unfallalgorithmen die Identitét spaterer Opfer un-
bekannt ist, werden die Individuen der Mdglichkeit beraubt, sich
selbst taktische Vorteile zu verschaffen, indem sie sozialschadliche
Regeln installieren. So ist es unter der Annahme weitgehend egois-
tischer Individuen plausibel zu erwarten, dass diese sich fir faire
Verteilungsprinzipien entscheiden wiirden, um auf diese Weise den
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Nutzen aller — und damit auch ihren eigenen - zu steigern. Wenn
jede Person jede mogliche Rolle in einem Dilemma mit gleicher
Wahrscheinlichkeit einnimmt, dann verhalten sich rationale Indivi-
duen risikoavers (vgl. Rath, 2011, S.77) und entscheiden sich fiir
eine Gleichverteilung von Risiken; ebendas ist im Kontext autono-
men Fahrens jedoch fragwiirdig. Auch wenn die Individuen nicht
sicher wissen, wie mogliche Dilemmata fiir sie ausgehen wiirden, so
haben sie doch Anhaltspunkte dafiir, mit welcher Wahrscheinlich-
keit sie z. B. die Position eines VRU oder eines Fahrzeuginsassen
innehétten. Wer niemals Rad féhrt, fiir den sind die Interessen von
Radfahrern unerheblich, und es fehlen Anreize, eine faire Behand-
lung dieser Gruppe und damit eine egalitire Gerechtigkeitskonzep-
tion zu fordern. Sind Risiken dagegen ungleich verteilt, fehlen die
Voraussetzungen dafiir, dass eine Einigung auf eine entsprechende
Konstellation erzielt werden wiirde; eine Ungleichverteilung wire
genau dann nicht im Interesse aller, wenn dadurch die Sicherheit
einer Gruppe von Personen systematisch priorisiert wiirde (vgl.
Hevelke & Nida-Rumelin, 2015¢, S.13-14), unabhéngig davon, ob
dies moralisch zuldssig ist oder nicht. Aus (straf-)rechtlicher Sicht ist
die Anonymitit moéglicher Opfer zum Tatzeitpunkt unerheblich fiir
die juristische Bewertung:

Moralisch und rechtlich gesehen bedeutet es nach den bisher akzeptier-
ten Standards fiir die Unrechtsbewertung einer Tat aber keinen wesent-
lichen Unterschied, ob man das Opfer schon personlich identifiziert
hat oder ob die Identitit des Opfers vom Zufall abhangt bzw. von Um-
stinden, die z. Z. der Totungshandlung noch nicht bekannt waren. [...]
Das Unrecht der Tat liegt in der Opferung des Menschen (als solchem),
auf irgendwelche Identitdtsmerkmale kommt es nicht an. (Hilgendorf,
2018a, S. 693)

Mithilfe eines modifizierten Schleier des Nichtwissens lassen sich be-
rechtige Anspriiche also nicht begriinden. Zudem haften dem Prio-
ritarismus in seinem Wesen als utilitaristische Variante in gewisser
Hinsicht auch die Schwiéchen des Standardutilitarismus an. So ist ein
prioritaristischer Ansatz nur anwendbar auf Fille, in denen sich die
ethisch relevanten Merkmale in Form von gerechtigkeitsethischen
Abwigungen zwischen Schlechter- und Bessergestellten ausdriicken
lassen. Hingegen kénnen Fille nicht erfasst werden, in denen sich
Individuen willentlich selbst einem Risiko aussetzen, dieses deshalb
aber noch nicht auf eine andere Person iibertragen diirfen; der Prio-
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ritarismus geht félschlicherweise davon aus, dass Risiken interperso-
nell austauschbar sind:

Just like utilitarianism, prioritarianism treats risks as entities that can be
unproblematically transferred between persons, albeit with a change in
magnitude if the persons in question are not equally well-off. Further-
more, like utilitarianism, it always allows us to justify a disadvantage
affecting one person by a sufficiently large advantage to some other
person. (Hansson, 2003, S.297)

7.3.3.4 Sven Ove Hansson: Gerechtigkeit durch Reziprozitit

Hansson (2003) entwirft im Rahmen seines deontologisch-risikoe-
thischen Ansatzes, der auf der Grundlage individueller Rechte und
Pflichten fuft, eine alternative Mdglichkeit, berechtigte Vorteile fiir
VRUs zu begriinden. Er entwickelt sein Kriterium der Risikoakzepta-
bilitdt ausgehend von der Prdmisse, dass das Recht, keinem Risiko
ausgesetzt zu werden, als ein Prima-Facie-Recht zu verstehen ist,
das absoluten Geltungsanspriichen individueller Rechte eine Absage
erteilt. Dieses steht grundsétzlich jedem Individuum zu; jedoch kon-
nen Risikoiibertragungen und damit einhergehende Verletzungen
dieses Rechts aus lebensweltlich-pragmatischen Griinden erlaubt
sein.?® Diesen Umstand beschreibt er als das sogenannte »exemp-
tion problem«:

It is a prima facie moral right not to be exposed to risk of negative
impact, such as damage to one’s health or one’s property, through the
actions of others. What are the conditions under which this right is
overridden, so that someone is allowed to expose other persons to risk?
(Ebd., S.303)

Unter welchen Bedingungen darf ein Recht nun {iberschrieben und
eine Person einem Risiko ausgesetzt werden? Hanssons zentrale
These lautet: Das Prima-Facie-Recht, keinen Risiken exponiert zu

290 Es ist anzumerken, dass Hanssons Verwendung der Bezeichnung prima facie
von derjenigen abweicht, wie sie in Kap. 5.3.1 skizziert wurde. Die risikoethi-
sche Verwendungsweise, die Hansson impliziert, beruht auf der Einsicht, dass
Individualrechte zwar absolut gelten, Risiken, die diese zu verletzen drohen,
sich aber nicht zwangslaufig manifestieren miissen. Risikoexpositionen sind
damit noch nicht als Rechtsverletzungen zu werten und tangieren den Status
von Individualrechten nicht in unzuldssiger Weise.
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werden, darf genau dann iiberschrieben werden, wenn die Risiko-
ibertragung Teil eines gerechten Systems von Risiken ist, welches
dem Einzelnen Vorteile bringt.

Schrittweise entwickelt Hansson ein soziales System zur rezipro-
ken Verteilung von Vor- und Nachteilen aus Risikoiibertragungen,
das allen zum wechselseitigen Vorteil gereicht: »Exposure of a per-
son to a risk is acceptable if and only if this exposure is part of an
equitable social system of risk-taking that works to her advantage.«
(Ebd., S.305) Dabei installiert er die Reziprozitat von Risikotibertra-
gungen als zentrales Element distributiver Gerechtigkeit, indem er
betont, dass bei der Frage nach der Zuléssigkeit einer Risikoiibertra-
gung zwei zentrale Komponenten zusammenwirken: auf der einen
Seite deontologisch begriindete Individualrechte, auf der anderen
ein reziprokes soziales System zur Verteilung von risikoinduzierten
Vor- und Nachteilen. Letzteres kann beispielsweise dadurch gewéhr-
leistet sein, dass Vor- und Nachteile zwischen den Betroffenen aus-
getauscht werden, sofern sich diese Verteilung insgesamt betrachtet
als fiir alle vorteilhaft erweist: »Each of us takes risks in order to
obtain benefits for ourselves. It is beneficial for all of us to extend
this practice to mutual exchanges of risks and benefits.« (2007b,
S.31) Hansson zufolge ist es fiir die Problemstellung zwar unerheb-
lich, ob ein iiberschriebenes Recht vollstandig eliminiert wird, nicht
aber fiir die praktischen Konsequenzen, die sich daraus ergeben.
Bleiben alle Rechte in ihrer Geltungskraft erhalten, so verbleiben
wiederum Pflichten fiir den Handelnden, die z. B. in Form von
Kompensationen oder verstarkten Mafinahmen zur Risikosenkung
bestehen konnen (vgl. 2003, S. 303).

Die von Hansson vorgeschlagene soziale Praxis des wechselseiti-
gen Austausches von Vor- und Nachteilen erhilt jhre Legitimation
dadurch, dass auf diese Weise die Handlungsmoglichkeiten aller
ausgeweitet werden. Die Einfithrung einer Technologie ist also zulds-
sig, wenn insgesamt gesehen jeder von ihr profitiert, auch wenn
im konkreten FEinzelfall gegebenenfalls Nachteile in Kauf genom-
men werden miissen. Eine Rechtsverletzung ist nur dann zulissig,
wenn den Betroffenen durch Teilhabe am gerechten, sozialen System
grundsitzlich dessen Vorteile offenstehen. Genau darin besteht der
kritische Punkt von Hanssons Ansatz: Insbesondere im Kontext
von Technologien bleibt fraglich, ob wechselseitige Vorteile immer
gegeben sind. Innovative, auf Endkunden bezogene Technologien
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sind bei der Markteinfithrung héufig mit hohen Kosten verbunden,
die bestimmte Bevolkerungsgruppen zumindest zundchst von deren
Nutzung und damit auch Vorteilen ausschliefien, nicht aber ihren
Risiken. Daraus miisste im Sinne von Hanssons Zulédssigkeitskriteri-
um folgen, dass Risikoiibertragungen auf diese Personen nicht legiti-
miert wiren, was wiederum die Rechtfertigbarkeit der Technologie
an sich in Frage stellen wiirde.

Als Einwand auf diese Schlussfolgerung lasst sich argumentieren,
dass eine Technologie meist verschiedene Vorteile bietet. Auch wenn
eine Person von den (direkten) Vorteilen des autonomen Fahrens
ausgeschlossen wire, welche sich u. a. in einem gesteigerten Fahr-
komfort duflern, so konnte sie dennoch indirekt davon profitieren,
z. B. von einer allgemein erhdhten Straflenverkehrssicherheit und
verringerten Schadstoffemissionen. Miiller und Gogoll (2020) erwei-
tern den Horizont der Teilhabe an méglichen Vorteilen auf die loka-
le Giiterversorgung entsprechend:

The reason why we generally accept that other people expose us to
risk by driving, we submit, is that there is a wide consensus that our
traffic system works to the advantage of everybody. Everybody who uses
vehicles as a means of transportation to get from one point to another
benefits by it. However, it is not only people who drive that benefit
from traffic but also—for instance—people who, even though they never
drive, rely on their local supermarket to be fully stocked with all sorts
of products that would never be there if it was not for a (international)
system of traffic that relied on some mode of transportation that is
associated with a tiny risk of hurting people. (Ebd., S.1554)

Die zentrale Frage ist hierbei, ob das Risiko, dem diese Personen
ausgesetzt sind, durch indirekte Vorteile gerechtfertigt werden kann.
Zur Feststellung der Gleichwertigkeit notwendige Bewertungsskalen
sind angesichts der Tatsache, dass sich der Wert eines menschlichen
Lebens und seine Facetten grundsitzlich nicht ethisch vertretbar
quantifizieren lassen, problematisch. Dartiber hinaus konnen ideo-
logische Griinde Einzelne dazu bewegen, eine Technologie nicht zu
nutzen. Ob ein solcher bewusster Verzicht auf die Vorteile jedoch als
Zustimmung zu entsprechenden Risikoiibertragungen gewertet wer-
den kann, ist fraglich. Das risikoethische Konzept der Zustimmung
ist als Kriterium fiir zuldssige Risikoiibertragungen nur begrenzt
sinnvoll und wird tberdies kontrovers beurteilt, denn Handlungen
konnen auch dann als ethisch fragwiirdig gelten, wenn Betroffene
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zugestimmt haben. In der Konsequenz erscheint Hanssons Ansatz
zwar grundsitzlich plausibel, aber unvollstindig. Er greift risikoe-
thisch relevante gerechtigkeitsethische Grundfragen auf, spezifiziert
seinen Entwurf aber nicht konkret genug, um fiir eine direkte An-
wendung zu taugen; die Integration anderer risikoethischer Konzep-
te ist notwendig.

Aufgrund des reziproken Designs kann es dazu kommen, dass
Unterschiede hinsichtlich erlangter Vorteile nicht direkt ausgegli-
chen werden kénnen, sondern beispielsweise tiber Kompensationen
(vgl. McCarthy, 1997, S.219-220) entschadigt werden miissen. Ein
Nachteil in einer Situation wire dann durch einen Vorteil in einer
anderen abgegolten. Was fiir den Fall nicht-dilemmatischer, alltdgli-
cher Fahrsituationen noch legitim sein mag, ist es fiir Dilemma-Si-
tuationen hingegen nicht. In Letzteren kénnen mdogliche Nachteile
so gravierend sein, dass spatere Vorteile irreversible Schiaden nicht
mehr kompensieren konnen. Zudem sind Konzeptionen einer mog-
lichen Kompensation aufgrund fehlender Zustimmung generell ri-
sikoethisch fragwiirdig; aus praktischer Sicht kommen auch hohe
Implementierungskosten hinzu (vgl. Dietrich & Weisswange, 2019,
S.233). So ist es beispielsweise sinnvoll, ein bestimmtes Maf§ an
grundsitzlich erforderlicher Risikotoleranz zugrunde zu legen, um
das System reziproker Vor- und Nachteile dahingehend zu entlasten,
bei jedem noch so geringen Risiko fiir Vorteilsausgleich sorgen zu
miissen. Um zu verhindern, dass Einzelnen sehr grofle Nachteile
aufgebiirdet werden, bietet es sich an, eine Zumutbarkeitsgrenze
festzulegen, wie sie in Kap. 7.3.2 vor dem Hintergrund eines mora-
lischen Sorgfaltsbegriffs diskutiert wurde. Auf diese Weise lassen
sich die beiden Grenzkriterien integrieren und als deontologische
Rahmenbedingungen eines Optimierungsproblems formulieren, das
zumutbare und faire Risiken in den Fokus riickt.

374

18.01.2026, 18:2013. Er—


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

8. Fazit und Ausblick

8.1 Ergebnisse der philosophischen Untersuchung:
Zusammenfassung

Das autonome Fahren stellt eines der faszinierendsten technologi-
schen Entwicklungsprojekte unserer Zeit dar. Als disruptive Techno-
logie ist es Schauplatz vielfaltiger politischer, rechtlicher und nicht
zuletzt ethischer Debatten, die miteinander in Beziehung gesetzt
werden miissen, um ein umféngliches Verstandnis seines Wesens als
gesellschaftliches Phanomen zu erlangen.

In dieser Forschungsarbeit wurde das Problem der ethischen
Gestaltung von Unfallalgorithmen als eines der zentralen Puzzletei-
le auf dem Weg zur anvisierten Mobilitdtswende untersucht. Die
vorliegende Auseinandersetzung fokussierte spezifische moralische
Dilemma-Strukturen, die Entscheidungssituationen angesichts un-
abwendbarer Unfille kennzeichnen. Sie lasst sich dabei im weiteren
Kontext eines sich neu formierenden, risikofokussierten Forschungs-
zugangs verorten. Die erarbeiteten Ergebnisse wurden entlang von
Teilzielen, Arbeitshypothesen und Zwischenergebnissen entfaltet
und strukturiert, was die Nachvollziehbarkeit der Argumentation er-
leichtern soll. An dieser Stelle werden abschliefiend die gedanklichen
Schritte und zentralen Ergebnisse des in diesem Buch entwickelten
argumentativen Narrativs in wertender Form zusammengetragen.

Kap. 1 widmete sich einer Einfithrung in die Untersuchung, in
deren Rahmen zunichst das autonome Fahren als sozio-technisches
Phinomen skizziert und hinsichtlich seiner ethischen Dimension
problematisiert wurde. In diesem Zuge wurde die ethische Gestal-
tung von Unfallalgorithmen als das zentrale Forschungsanliegen
des Buches motiviert, das entsprechende Erkenntnisinteresse pra-
gnant formuliert und dessen Relevanz in theoretischer und prakti-
scher Hinsicht aufgezeigt. Als zentraler Forschungsauftrag wurde
die Entwicklung eines alternativen Problemzugangs herausgestellt,
der relevante Dilemma-Szenarien als risikoethische Entscheidungs-
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probleme interpretiert. Der methodische Ansatz der Forschungsar-
beit wurde als interdisziplindr ausgerichtete, angewandte ethische
Untersuchung charakterisiert, die Methoden und Konzepte aus der
Maschinenethik, Digitalen Ethik und Ethik der Kiinstlichen Intelli-
genz einerseits sowie der Risikoethik andererseits integriert. Auf eine
prazise Darstellung der forschungsleitenden Thesen und Ziele der
philosophischen Untersuchung folgte schliellich eine Skizze des ar-
gumentativen Gedankengangs, welcher dem Narrativ dieses Buches
zugrunde liegt.

Teil I begann mit einer einfithrenden Darstellung des Forschungs-
gegenstands. In Kap. 2 wurde ein Bild des autonomen Fahrens
in seinem visiondren Charakter und seinen vielfaltigen Herausfor-
derungen sowie der Verortung spezifischer ethischer Fragen im
Forschungsdiskurs gezeichnet. Hierbei wurden zunéchst die Grund-
lagen zum Verstindnis moralischer Dilemma-Strukturen im gewéhl-
ten real-lebensweltlichen Kontext gelegt. Die Senkung der sozialen
Kosten motorisierter Individualmobilitdt wurde als iibergeordnete
Zielsetzung in der Entwicklung autonomer Fahrsysteme erldutert.
Den primdren Motivator stellt ein signifikant erhohtes Sicherheits-
potenzial dar, das im Zuge der Eliminierung menschlicher Fahrfeh-
ler zu erwarten ist. Anhand des Stufenmodells des autonomen Fah-
rens, das als zentrale Richtschnur fiir Forschung, Entwicklung und
Regulierung gilt, konnten die Herausforderungen herausgearbeitet
werden, mit denen sich das praktische Projekt der Verkehrsautoma-
tisierung konfrontiert sieht.

Wie eine ndhere Analyse zeigte, pragen Wechselwirkungen zwi-
schen dem technischen Reifegrad der Fahrzeugsysteme bzw. deren
Komponenten, ihrer Wirtschaftlichkeit und dem jeweils geltenden
Rechtsrahmen das Voranschreiten der Mobilitdtsrevolution maf3geb-
lich. Einen Meilenstein in der Schaffung eines innovationsfordern-
den nationalen Rechtsrahmens markiert das 2021 beschlossene »Ge-
setz zum autonomen Fahren«. Nichtsdestotrotz sehen sich regulie-
rende Institutionen der Notwendigkeit gegeniiber, zwischen Sicher-
heits- und Entwicklungszielen zu vermitteln: Gelockerte Restriktio-
nen diirfen nicht zulasten der Sicherheit gehen. Der kiirzlich in
Kraft getretene europdische AI Act stellt einen bedeutenden Schritt
in diese Richtung dar, indem er Automobilunternehmen in die
Pflicht nimmt, sich proaktiv mit méglichen negativen Auswirkungen
der von ihnen entwickelten Hochrisiko-KI-Systeme auseinanderzu-
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setzen. Vor diesem Hintergrund ist das autonome Fahren prinzipiell
als Initiator ambivalenter Wirkungen anzuerkennen. Eine kritische
Reflexion auf die assoziierten Erwartungen im Sinne eines >digitalen
Heilsversprechens« legte offen, dass assoziierte positive Effekte von
ernstzunehmenden negativen Externalititen begleitet werden.

In einem zweiten Schritt wurden in Kap. 3 ethische Problemfelder
und die entsprechenden Diskurse iiberblicksartig skizziert. Dabei
riickten angewandte ethische Fragen in den Vordergrund, die im
Kontext des Sicherheitsversprechens autonomer Fahrzeuge stehen.
Neben kursorischen Einblicken in den relevanten Verantwortungs-
diskurs konnte die Problematik unvermeidbarer Unfallsituationen
sowohl in ihrer ethischen als auch informationstechnischen Di-
mension erujert werden. Die Begrenztheit des Antizipationspotenzi-
als autonomer Systeme, ihre generelle Fehleranfilligkeit sowie die
Nicht-Eliminierbarkeit spezifischer Gefahrenpotenziale eines dyna-
mischen Verkehrsgeschehens sind die entscheidenden Faktoren, auf-
grund derer sich folgenreiche Unfille nicht vollstindig ausschliefSen
lassen. Als Spezialfall beschrankt antizipierbarer Szenarien wurden
Situationen evaluiert, in denen Personenschiden unabhingig von
gewdhlter Trajektorie und Bremsverhalten des betreffenden Fahr-
zeugs unabwendbar sind. Derartige Szenarien weisen dilemmatische
Strukturen auf, weshalb man sie im ethischen Diskurs als Instanzen
moralischer Dilemmata auffasst: Ist eine Kollision unausweichlich,
gibt es keine eindeutige >richtige< Entscheidung.

Ferner wurde moralischen Dilemma-Szenarien sowohl in theore-
tischer als auch in praktischer Hinsicht eine essenzielle Rolle fiir
die Realisierung einer automatisierten und vernetzten Mobilitit at-
testiert. Eines der zentralen Argumente lautete dabei, dass die di-
lemmatischen Strukturen, die dem Entscheidungsproblem zugrunde
liegen, sich tatsichlich in vielen alltiglichen Fahrsituationen stellen
- oftmals ohne dass es uns bewusst ist. Das vor allem in der Tages-
presse gezeichnete Bild tragischer Dilemma-Entscheidungen iiber
Leben und Tod pointiert lediglich ein Problem, das omniprésent
ist: Uberholvorginge, Abstand zum Vordermann, gewihlte Fahrge-
schwindigkeit - in vielen Situationen sind ethisch relevante Abwi-
gungen zwischen relevanten Handlungsgriinden bzw. den Interessen
Einzelner implizit enthalten. Die Komplexitit, Vielfalt und Dynamik
denkbarer Szenarien wurden als Griinde angefiihrt, weshalb sich
Unfalldilemmata nicht anhand von Heuristiken normieren lassen;
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sie sind »nicht ethisch zweifelsfrei programmierbar« (Di Fabio et
al., 2017, S.11) und miissen als Einzelfille ethisch gewdiirdigt wer-
den. Wie ausgewdhlte Literatur zeigte, kommt Unfalldilemmata in
gesellschaftlicher Hinsicht insofern eine hohe Bedeutung zu, als sie
eine grofie psychologische Rolle fiir potenzielle Nutzer spielen und
auf diese Weise zu den erfolgskritischen Determinanten der Markt-
durchdringung autonomer Fahrzeuge zdhlen. Schlussendlich erfor-
dert die technische Robustheit der Entscheidungslogik von Fahrsys-
temen, dass fir alle denkbaren Fille jederzeit definierte Zustinde
und entsprechende Handlungsvorgaben abrufbar sind.

In Teil IT wurde das zentrale Argument entwickelt, welches die
erste forschungsleitende These begriindet: Ein Zugang zur Gestal-
tung von Unfallalgorithmen, wie ihn der einschldgige Forschungs-
diskurs bisher diskutiert, ldsst (zu) viele Fragen offen. In Kap. 4
erfolgte eine kritische Auseinandersetzung mit bis dato dominan-
ten Forschungszugingen, unter denen moralische Dilemma-Situa-
tionen als Problematik moralischer Designentscheidungen interpre-
tiert werden. Auf der Basis maschinenethischer Grundlagen wurde
argumentiert, dass durch Algorithmen getroffene Entscheidungen
sich in moralisch relevanter Weise von menschlichen Entscheidun-
gen unterscheiden. Im Zuge ihrer moralphilosophischen Problema-
tisierung konnte eine systematisierte Zusammenstellung reprasen-
tativer Dilemma-Szenarien erarbeitet werden, auf welche die Argu-
mentation im weiteren Verlauf der Forschungsarbeit immer wieder
zuriickgriff.

Ausgehend von einer kritischen Darstellung bisheriger For-
schungsliteratur wurde dem im Diskurs weit verbreiteten Narrativ
einer moglichen Analogie zum bekannten Trolley-Problem nachge-
splirt, wobei essenzielle Diskrepanzen offengelegt werden konnten.
Eine eingehende Untersuchung des praktischen Kontextes, in den
real-lebensweltliche Unfalldilemmata eingebettet sind, lieferte we-
sentliche Anhaltspunkte fiir eine mangelnde Eignung bisher vorge-
schlagener Ansitze. Dilemma-Szenarien sind - anders als durch die
vermeintliche Trolley-Analogie suggeriert — keine individuellen Ent-
scheidungsprobleme, sondern vielmehr soziale Problemstellungen,
die in einem Netzwerk gesellschaftlicher Verflechtungen stehen. Es
wurde dargelegt, dass Unfallalgorithmen als Gegenstand politischer
Regulierung in einem Spannungsverhiltnis zwischen individuellen
Praferenzen einerseits und pluralistischen Wertvorstellungen ande-

378

18.01.2026, 18:2013. Er—


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

8.1 Ergebnisse der philosophischen Untersuchung: Zusammenfassung

rerseits verhaftet sind. Aus konzeptionellen und praktischen Griin-
den lief3 sich die Option personalisierter ethischer Einstellungen fiir
Unfallalgorithmen zuriickweisen. Weiterhin wurde das Verhéltnis
von Ethik und Politik im Hinblick auf die Gestaltung von Unfallal-
gorithmen ausgelotet. Die dargestellte Argumentation bekriftigte,
dass ethische Begriindbarkeit und gesellschaftliche Akzeptanz im
Sinne einer offentlichen Vernunft nach Rawls’scher Lesart Hand in
Hand gehen.

Auf der Grundlage dieser Ergebnisse demonstrierte eine umfas-
sende Rekonstruktion der relevanten Forschungsliteratur, dass bis-
her dominante Forschungszugidnge sowohl in methodischer als auch
inhaltlicher und struktureller Hinsicht bedeutende Schwiéchen of-
fenbaren. Anhand einer systematischen Analyse konnte erdrtert wer-
den, dass es weder deskriptiven noch normativen Herangehenswei-
sen bisher gelungen ist, iiberzeugende Entscheidungsstrategien fiir
Unfalldilemmata bereitzustellen. Utilitaristische, deontologische, tu-
gendethische, vertragstheoretische, rechtsphilosophische, meta-nor-
mative und pluralistische Ansdtze stoflen ebenso wie Konzepte und
Methoden experimenteller Ethik diesbeziiglich an ihre Grenzen.
Als eine der essenziellsten Fehlinterpretationen, die dominanten
Forschungszugangen aufgrund ihrer Fokussierung auf das Trolley-
Problem zugrunde liegt, wurde die Annahme sicherer Handlungs-
konsequenzen bzw. des Eintretens bestimmter Umweltzustdnde ak-
zentuiert. Es wurde betont, dass Entscheidungen in Bezug auf Un-
falldilemmata tatsdchlich mit Unsicherheiten hinsichtlich der zu er-
wartenden Folgen behaftet sind. Die Verfiigbarkeit probabilistischer
Bewertungsmethoden und stochastischer Entscheidungsmodelle er-
laubt es, Eintrittswahrscheinlichkeiten grob zu bestimmen, weshalb
man von Entscheidungen unter Risiko ausgeht. Dies motiviert die
Entwicklung eines alternativen, spezifisch risikobasierten Zugangs,
wie er in Teil III entwickelt wurde.

In Kap. 5 wurde das zentrale Argument, welches die erste The-
se stlitzt, um eine metaethische Perspektive erweitert. Eine metae-
thische Rekonstruktion der Wertekonflikte, welche die relevanten
moralischen Dilemma-Strukturen begriinden, ermdglichte es, eine
ganzheitliche Perspektive auf die Problemstellung zu eréffnen. Als
zentrales Argument in der Begriindung der Existenz unldsbarer Di-
lemmata wurde die Idee der Inkommensurabilitdt spezifischer mo-
ralischer Werte bzw. Gebote erdrtert und anhand zweier Konzeptio-
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nen veranschaulicht. Der Ansatz des unausweichlichen moralischen
Fehlverhaltens nach Christopher Gowans fuf3t auf der Inkonvertibi-
litat bzw. Nicht-Einlosbarkeit von Werten, die aufgrund einer einzig-
artigen Verantwortung gegeniiber Personen besteht. Im Fall einer
Verletzung derselben kommt es zu unersetzbaren Verlusten, die, so
folgert Lisa Tessman im Zuge ihrer Weiterentwicklung des Konzepts
von Gowans unter Bezugnahme auf Martha Nussbaums Capability
Approach, nur dann moralisch relevant sind, wenn sie Kosten aufer-
legen wiirden, die nicht kompensiert werden kénnen. Kénnen Wer-
te weder substituiert noch kompensiert werden, muss der Akteur
zwangslaufig moralisch scheitern, die entsprechenden moralischen
Gebote sind nicht verhandelbar. Es folgte eine Diskussion der Ergeb-
nisse der metaethischen Analyse im Hinblick auf ihre Relevanz fiir
den Anwendungskontext moralischer Unfalldilemmata. Die Argu-
mentation machte deutlich, dass das zentrale Problem, welches die
Komplexitat moralischer Dilemma-Situationen im Kontext des auto-
nomen Fahrens theoretisch-formal begriindet, in der inkompatiblen
Verschrankung moralisch gleichrangiger legitimer Interessen von
Individuen und der gleichzeitigen Nicht-Verrechenbarkeit deontolo-
gischer Pflichten zum Schutz des Lebens besteht. Das entscheidende
Argument bildet dabei die Inkommensurabilitit unersetzbarer und
einzigartiger Werte, auf die das Fehlen systematischer Herangehens-
weisen an derartige Dilemmata zuriickzufiihren ist.

Sodann folgte eine Untersuchung konkreter Entscheidungsstrate-
gien, die auf metaethischer Basis argumentieren. Mit dem Verweis
auf verantwortungsethische Griinde sowie eine fragwiirdige Haltung
der Indifferenz gegeniiber Leben und Rechten der Betroffenen er-
folgte eine Zuriickweisung des Vorschlags, Dilemma-Szenarien per
Zufallsprinzip zu entscheiden. Im Anschluss an Thomas Nagel wur-
de ein alternativer Ansatz dargelegt, der einen vielversprechenden
Ausweg skizziert und dabei auf der Grundannahme basiert, dass
sich, wenn formale Losungen nicht mdglich sind, auf praktischer
Ebene dennoch Perspektiven eréffnen kénnen. Darauthin wurden
Entscheidungsstrategien fiir echte moralische Dilemmata, die sich
an der Mafigabe einer pragmatischen Ethik orientieren, zum Desi-
derat erklart. Diese abstrahieren von theoretischen Analysen und
fokussieren praktisch zielfiihrende Abwégungen auf der Basis legiti-
mierter Werte. Auf diese Weise lief} sich das in Kap. 4 entwickelte
Argument dahingehend vervollstindigen, dass sich aufgrund der
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Konflikte inkommensurabler Werte eine pragmatische Ethik als viel-
versprechende Bewiltigungsstrategie anbietet. Die Sachbezogenheit
auf die Spezifika von Dilemma-Szenarien ist der entscheidende
Blickwinkel, von dem ausgehend offene Fragen im Sinne eines
pragmatischen Ansatzes gekldrt werden konnen. Damit liefern die
Ergebnisse dieses Kapitels kein eigenes Argument im engeren Sinne,
sondern erlauben als argumentative Stiitze einen Briickenschlag zwi-
schen der ersten und zweiten These des Buches: Im Hinblick auf
eine explizite ethische Auseinandersetzung mit dem Unsicherheits-
aspekt, der der Gestaltung von Unfallalgorithmen anhaftet und in
dieser Forschungsarbeit im Fokus steht, erscheint eine risikoethische
Perspektive vielversprechend.

In Teil III wurde schliefflich eine entsprechende risikoethische
Interpretation der Problematik von Unfallalgorithmen présentiert.
Diese orientierte sich an der zweiten These, welche besagt, dass
sich unter einem risikoethischen Zugang zentrale Fragen des An-
wendungsproblems kldren lassen und normative Implikationen frei-
gelegt werden konnen, die neuen Entscheidungsperspektiven den
Weg bereiten. In Kap. 6 war es zunichst das Anliegen, begriftli-
che und konzeptionelle Grundlagen in Bezug auf wissenschaftli-
che Verortung, Historie, Gegenstandsbereich und Paradigmen der
Risikoethik zu legen. Es folgte eine Veranschaulichung mdglicher
Begriindungsansitze hinsichtlich einer generellen moralischen Zu-
lassigkeit von Risikotibertragungen anhand dreier risikopraktischer
Paradigmen (konsequentialistisch-objektivistisch, postmodern-sub-
jektivistisch, partizipatorisch). Im Kontext einer Kritik rationaler
Risikopraxis wurden gingige entscheidungstheoretische Kriterien
fir fragwiirdig befunden, da diese aufgrund ihrer konsequentialis-
tischen Grundlage weitgehend unvereinbar sind mit dem Selbstver-
stindnis einer Risikoethik, welche die Legitimitét eines risikobe-
hafteten Systems stets an deren Wirkungen auf Einzelinteressen
bemisst. Das Kapitel miindete in der Forderung nach einem Para-
digmenwechsel in risikopraktischen Fragen, der mit der Abkehr
von einer konsequentialistischen Grundorientierung einhergeht. An-
gesichts der konfligierenden inkommensurablen Werte, die Unfalldi-
lemmata kennzeichnen, ldsst sich im Hinblick auf die Gestaltung
von Unfallalgorithmen fiir die Hinwendung zu einer deontologi-
schen Risikoethik werben.
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Grundziige einer solchen konnten in Kap. 7 systematisch ent-
wickelt werden. Ubergeordnetes Ziel war es dabei, die spezifischen
Umstidnde zu bestimmen, unter denen Risiken iibertragen werden
diirfen. In einem ersten Schritt ging es darum, eine Interpretation
vorzulegen, welche die Gestaltung von Unfallalgorithmen als risikoe-
thisches Verteilungsproblem betrachtet, das sich im Spannungsfeld
zwischen soziologischer Risikoakzeptanz und ethischer Risikoak-
zeptabilitdt bewegt. Es fand eine Abgrenzung der Forschungsarbeit
von bisheriger risikoethischer Forschung zur Thematik des autono-
men Fahrens statt, die sich auf eine Analyse von Effekten distributi-
ver Gerechtigkeit sowie Entwiirfe implementierungsnaher, formaler
Ansitze konzentriert. Schliellich wurde eine dezidiert ethische Per-
spektive systematisch mit dem Ziel erarbeitet, den >blinden Fleck«
des Diskurses auszumerzen. Um die entsprechende Forschungsliicke
zu schliefSen und den Diskurs voranzubringen, fand zunichst eine
Neuinterpretation der bisherigen Leitfrage nach der moralphiloso-
phischen Begriindung von Entscheidungsprinzipien fiir Unfallalgo-
rithmen statt. In diesem Zuge riickten die ethische Rechtfertigbarkeit
und Verteilung risikoinduzierter Vor- und Nachteile in den Vorder-
grund. Neben konsequentialistischen wurden auch kontraktualisti-
sche Kriterien der Risikoakzeptabilitdt evaluiert und fiir lediglich
begrenzt addquat befunden.

Als Antwort auf deren festgestellte Schwichen erfolgte die Skizze
einer deontologischen Risikoethik, die das Ziel verfolgt, einerseits
Werte wie Freiheit, Autonomie und individuelle Rechte zu schiit-
zen, die durch Risikoiibertragungen bedroht sind, aber andererseits
auch nicht zu restriktiv zu sein, um eine vollstindige Paralyse so-
zialen Miteinanders zu vermeiden. Hier wurde im Anschluss an
den schwach deontologischen, vor dem Hintergrund politischer Fra-
gen kontraktualistisch verfassten Ansatz von Julian Nida-Riimelin,
Johann Schulenburg und Benjamin Rath die Zielvorgabe einer ko-
hérenten Risikopraxis ausgerufen. Diese integriert konsequentialis-
tische und deontologische Elemente entsprechend ihrer jeweiligen
Rechtfertigungsgrundlage und besteht darauf, dass deontologische
Kriterien bei der Implementierung von Algorithmen harte Grenzen
(hard constraints) darstellen, die vor quantitativen Optimierungszie-
len Vorrang haben miissen.

Schliellich wurde ein Entwurf einer kohérenten Risikopraxis
skizziert, der auf zwei zentralen Prinzipien beruht, die als Grenz-
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kriterien nicht-verhandelbare Rahmenbedingungen konstituieren,
innerhalb derer sich die Verteilung von Vor- und Nachteilen aus
Risikotibertragungen als Optimierungsproblem bewegt. Als erstes
und absolutes Prinzip wurde die Zumutbarkeit von Risiken begriin-
det. Diese fokussiert das, was rational betrachtet akzeptiert werden
sollte, und nicht, was tatsichlich sozial akzeptiert ist. Die entschei-
denden Aspekte, aufgrund derer sich subjektive Risikopraferenzen
in objektivierte Risikobewertungen transferieren lassen, bilden die
Reziprozitit in der Ubertragung zumutbarer Risiken und der daraus
resultierende Vorteil, keine absoluten Einschridnkungen individuel-
ler Handlungsfreiheit und in der Verfolgung personlicher Ziele hin-
nehmen zu miissen. Zur Bestimmung des zumutbaren Risikos in
Unfalldilemmata wurden moralische Sorgfaltspflichten als Kernkri-
terium einer entsprechenden Schwellenwert-Konzeption vorgeschla-
gen. Das zentrale moralische Argument, das dabei zur Anwendung
kommt, besteht wiederum in deren Reziprozitat, durch die soziale
bzw. sozio-technische Gefiige wie Mobilitit erst tragfahig werden.

Als zweites und relatives Prinzip wurde das Postulat einer fairen
Verteilung von Vor- und Nachteilen im Kontext von Risikoiibertra-
gungen formuliert. Bezugnehmend auf die Rawls’sche Idee der >Ge-
rechtigkeit als Fairness< liefSen sich risikopraktische Strategien genau
dann als fair bezeichnen, wenn die sich daraus ergebende Verteilung
von Vor- und Nachteilen als fair gelten kann. Ferner wurde argu-
mentiert, dass sich die spezifische Problematik von Unfallalgorith-
men nur anhand von egalitaristischen Gerechtigkeitskonzeptionen
addquat fassen lasst. Auch eine Ungleichverteilung kann fair sein
- namlich genau dann, wenn berechtigte Anspriiche auf bestimmte
Vorteile anderen gegeniiber bestehen. Die Uberpriifung dieser Hy-
pothese identifizierte das Ausmaf3, in dem eine Person Risiken fiir
andere verursacht, als ethisch relevanten Faktor fiir die Fairness von
Risikoiibertragungen. Hierbei wurde erldutert, inwiefern sich auf der
Basis einer Kategorisierung von Verkehrsbeteiligten entlang ihrer
jeweiligen Vulnerabilitit die Gewédhrung von Sicherheitsvorteilen
fiir besonders gefidhrdete Gruppen rechtfertigen lasst. Erklartes Ziel
ist es dabei, bestehende kontingente Ungleichheiten im Sinne einer
ergebnisegalitaristischen Position fair zu berticksichtigen.

Um den Riickgriff auf egalitire Gerechtigkeitskonzeptionen im
Hinblick auf das gewdhlte Anwendungsproblem zu rechtfertigen,
wurden zwei prominente Konzeptionen rekonstruiert und kritisch

383

hitps://dol.org/10.5771/9783495992043 - am 18.01.2026, 18:20:13. https://www.inllbra.com/de/agb - Open Access - T EEm—=


https://doi.org/10.5771/9783495992043
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

8. Fazit und Ausblick

beleuchtet. Zum einen wurde unter Anwendung von John Rawls’
Differenzprinzip ausgefiihrt, dass die Orientierung an denjenigen
Personen, die am schlechtesten gestellt sind, hochste Prioritét genie-
f3en sollte. Eine kritische Diskussion deutete an, dass eine heuristisch
interpretierte Instanz des Rawls'schen Schleier des Nichtwissens, wie
sie im Diskurs hédufig verwendet wird, berechtigte Anspriiche in
Bezug auf Unfalldilemmata nicht final begriinden kann. Zum ande-
ren wurde ein Ansatz von Sven Ove Hansson vorgestellt, der Risi-
koiibertragungen genau dann als zuldssig betrachtet, wenn sie Teil
eines gerechten Systems von Risiken sind, welches dem Einzelnen
Vorteile bringt. Die Idee einer distributiven Gerechtigkeit wird hier
durch die Reziprozitdt hergestellt, die jedem Einzelnen zum Vorteil
gereicht. Abschlieflend blieb festzuhalten, dass beide Ansitze hin-
sichtlich ihrer Eignung, finale Begriindungen fairer risikoethischer
Verteilungsstrategien fiir Unfallalgorithmen zu liefern, unvollstandig
sind. Aufgrund ihrer Erweiterungsbediirftigkeit begriinden sie wei-
terfithrende Forschungsdesiderate.

8.2 Kritische Reflexion und Ausblick: Wissenschaftliche
Relevanz, Forschungsdesiderate und Limitationen

Im Rahmen der Forschungsarbeit wurde das anspruchsvolle Vor-
haben verfolgt, Perspektiven der Digitalen Ethik, Metaethik und
Risikoethik in einer pragmatisch orientierten Interpretation des
Anwendungsproblems zusammenzufithren. Ziel war es dabei, den
Problemhorizont bisheriger dominanter Forschungszuginge tber
eine moralphilosophische Sichtweise hinaus zu erweitern und auf
diese Weise Raum fiir die Beriicksichtigung theoretisch-formaler
Grundlagen einerseits und anwendungsspezifischer Determinanten
andererseits zu schaffen. Der Auftrag war es, eine dezidiert ethische
Betrachtungsweise zu erarbeiten, die insbesondere dem Risikoaspekt
moralischer Unfalldilemmata Rechnung tragt.

Der Beitrag, den dieses Buch zur Weiterentwicklung des For-
schungsdiskurses leistet, besteht zu wesentlichen Teilen in der Be-
griindung der Relevanz und Eignung einer risikoethischen Neuin-
terpretation des Anwendungsproblems. So wurde nicht nur erlau-
tert, iiber welche Potenziale die Risikoethik bei der Gestaltung
von Unfallalgorithmen verfiigt, sondern es wurden auch konzep-
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tionelle Grundlagen gelegt, auf die weiterfiihrende Forschung auf-
bauen kann. Dabei ging es ausdriicklich nicht darum, bisherige
Forschungsansitze grundsitzlich zuriickzuweisen, sondern lediglich
zu pointieren, inwiefern diese durch die Integration einer risikoethi-
schen Perspektive profitieren kénnen. Zudem bleiben die erarbeite-
ten Ergebnisse nicht auf Dilemma-Situationen beschréinkt, sondern
lassen sich ebenfalls auf Routinefahrsituationen anwenden, in denen
- von uns oftmals unbemerkt - implizite Abwégungen zwischen per-
sonlichen Zielen und Werten stattfinden. Wenn etwa Fahrentschei-
dungen iiber eingehaltene Abstinde bei alltiglichen Uberholvorgin-
gen getroffen werden, bilden sich situationsspezifische Risikokon-
stellationen, die von nicht zu vernachldssigender ethischer Relevanz
sind.

Als kritische Reflexion auf die erreichten Ergebnisse bleibt festzu-
halten, dass die Limitationen der vorgelegten Untersuchung zugleich
als Forschungsdesiderate zu verstehen sind. Diese bestehen zum
einen hinsichtlich inhédrenter Schwiéchen traditioneller ethischer
Denkschulen, die im Hinblick auf das Anwendungsproblem zutage
treten. Es wurde argumentiert, dass ein deontologisches Framework
grundsitzlich offen fiir die Integration diverser ethischer Prinzipien
ist. Die Forschungsarbeit verzichtet auf eine konkrete Ausarbeitung
dessen, wie sich das neu definierte risikoethische Optimierungspro-
blem jenseits der skizzierten deontologischen Grenzkriterien von
Zumutbarkeit und Fairness inhaltlich gestalten ldsst. In welchem
Umfang kénnen konsequentialistische Elemente Beachtung finden?
Inwieweit ist eine Schadensminimierung aus kontraktualistischer
Sicht tiber Ex-Ante-Kompensation legitimierbar? An relevanten Stel-
len wurden diese und dhnliche offene Fragen explizit als solche
benannt, um zukiinftiger Forschung Ankniipfungspunkte zu bieten
und kreative Ansitze zu inspirieren. Spezifische Probleme ethischer
Theorien existieren grundsitzlich unabhéngig von einer risikoethi-
schen Sichtweise; im Zuge ihrer Bewiltigung im Kontext des An-
wendungsproblems miissen jedoch Risiken und Unsicherheiten als
entscheidungstheoretische Komponenten Beriicksichtigung finden.

Uberdies ist die Sphéire moralischer Verantwortung fiir Risiko-
iibertragungen im Rahmen dieser Forschungsarbeit weitgehend
unbearbeitet geblieben. Eine fundierte und explizite Auseinander-
setzung mit diesem Themenfeld bedarf mehr als einer Randnotiz,
was dieses Buch aufgrund seiner Fokussierung auf den konkreten
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Anwendungsfall von Unfallalgorithmen sowie risikoethische Fragen
der Zulidssigkeit und Fairness nur unzureichend leisten kann. Hier-
bei sollten auch Perspektiven Erwahnung finden, die auf technikin-
duzierte Risiken im Speziellen rekurrieren. So wird es mit zuneh-
mender Automatisierung technischer Innovationen immer schwie-
riger, mogliche Schadensfolgen zuverldssig abzuschitzen und ver-
antwortlichen Instanzen zuzurechnen. Die Grenzen der Verantwort-
lichkeit verschwimmen angesichts kollektiver Entscheidungslagen
sowohl im vorwirts- als auch im riickwiértsgerichteten Sinne oder
missen hinsichtlich der Verantwortungsunfihigkeit autonomer Ma-
schinen neu ausgelotet werden.

Zum anderen stellt der vorgelegte Entwurf keine abgeschlossene
risikoethische Untersuchung dar, sondern ist vielmehr als skizzen-
hafter Impuls fiir weitere risikoethische, inter- und transdisziplinare
Forschung zu verstehen. Forschungsdesiderate bestehen z. B. hin-
sichtlich der Risikobewertung bzw. Risikoabschdtzung, die notwen-
dig ist, um zu implementierbaren Konzeptionen zu gelangen. Die
Definition konkreter handlungsrelevanter Prinzipien und Algorith-
men fiir spezifische Dilemma-Szenarien liegt ebenfalls jenseits des
definierten thematischen Rahmens dieser Forschungsarbeit. Diese
schafft jedoch eine argumentative Grundlage, auf der Konzepte einer
moglichen Implementierung aus ethischer Sicht gerechtfertigt oder
zuriickgewiesen werden konnen. Technische Umsetzbarkeit allein
ist nicht ausreichend, um die Wahl bestimmter Algorithmen zu be-
griinden. Es ist zu hoffen, dass die vorgelegte risikoethische Ausein-
andersetzung als Hilfestellung dienen und auf diese Weise zu einer
rechtfertigbaren Entscheidungsfindung beitragen kann.
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