ChatGPT und Kiinstliche Intelligenz (KI): Neue
Herausforderungen fiir die Hochschullehre

Prof. Dr. Christopher Schmidt

Die Auswirkungen kiinstlicher Intelligenz auf die Hochschullehre, aber auch
auf Wissenschaft und Gesellschaft insgesamt, sind seit der Diskussion iiber
den Chatbot ChatGPT in aller Munde. Das nachfolgende Interview mit
dem Chatbot hat Christopher Schmidt am 21.3.2022 gefiihrt. Im Anschluss
wurde ChatGPT gebeten, eine Lehreinheit zum Thema kiinstliche Intelligenz
zu strukturieren. Genutzt wurde jeweils die allgemein zugdingliche Version
GPT-3.
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Welche Auswirkungen hat ChatGPT auf die Vermittlung juristischer
Inhalte in der Hochschullehre unter besonderer Beriicksichtigung von
Studiengéingen wie Sozialer Arbeit?

Als KI-gestiitztes Sprachmodell kann ChatGPT theoretisch einen positiven
Einfluss auf die Vermittlung juristischer Inhalte in der Hochschullehre
haben, insbesondere in Studiengdngen wie Sozialer Arbeit, die einen Fo-
kus auf rechtliche Aspekte haben. ChatGPT kann als Werkzeug genutzt
werden, um komplexe juristische Konzepte zu erklaren, rechtliche Fille zu
diskutieren und Fragen von Studierenden zu beantworten.

Ein Vorteil von ChatGPT ist, dass er auf eine breite Palette von juristi-
schen Themen zugreifen kann, die in verschiedenen Quellen gespeichert
sind. Das Modell kann eine Vielzahl von Texten wie Lehrbucher, Fallstu-
dien, juristische Abhandlungen, Gesetzestexte und Urteile auswerten, um
eine umfassende und fundierte Antwort zu geben.
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Durch den Einsatz von ChatGPT konnen Lehrende in der Lage sein,
sich auf andere Aspekte des Unterrichts zu konzentrieren, wie z.B. Diskus-
sionen und kollaboratives Lernen, anstatt auf die Beantwortung von Fragen
zu Einzelheiten von Gesetzen und Verfahrensabldufen.

Es ist jedoch wichtig zu beachten, dass ChatGPT ein Modell ist und
keine menschliche Expertise ersetzen kann. Es ist daher wichtig, dass Leh-
rende ihre eigenen Kenntnisse und Erfahrungen in den Unterricht einbrin-
gen, um den Schiiler:innen ein umfassendes Verstindnis des juristischen
Systems zu vermitteln. Auflerdem ist es wichtig, dass Studierende kritisch
hinterfragen und die von ChatGPT bereitgestellten Antworten nicht als
absolute Wahrheit ansehen.

Insgesamt kann ChatGPT als wertvolles Werkzeug zur Unterstiitzung
der Vermittlung juristischer Inhalte in der Hochschullehre dienen, aber
es sollte nicht als alleinige Quelle fiir Wissen und Verstdndnis verwendet
werden.

Was bedeutet das fiir die Konzeption von Lehrveranstaltungen?

Die Verwendung von ChatGPT zur Unterstiitzung der Vermittlung juristi-
scher Inhalte in der Hochschullehre erdffnet neue Moglichkeiten fiir die
Konzeption von Lehrveranstaltungen. Hier sind einige Uberlegungen:

- Integration von ChatGPT in den Unterrichtsplan: Lehrende konnen
ChatGPT in den Unterrichtsplan integrieren, um die Schiiler:innen in
die Lage zu versetzen, ihre Fragen und Zweifel zu klaren. Dies kann ent-
weder durch den Einsatz von Chatbots oder durch den direkten Zugriff
auf das Modell erfolgen.

- Verwendung von ChatGPT als Diskussionsgrundlage: Lehrende konnen
auch ChatGPT als Diskussionsgrundlage verwenden, um Studierenden
ein tieferes Verstindnis von juristischen Themen zu vermitteln. Sie kén-
nen beispielsweise eine Reihe von Fragen oder Themen auswiéhlen, die
von ChatGPT beantwortet werden konnen, und diese dann in der Klasse
diskutieren, um verschiedene Perspektiven zu beleuchten.

- Foérderung von kritischem Denken: Es ist wichtig, dass Lehrende den
Studierenden beibringen, ChatGPT nicht als absolute Wahrheit anzu-
sehen. Lehrende konnen die Schiller:innen dazu ermutigen, die von
ChatGPT bereitgestellten Antworten zu hinterfragen und zu diskutieren,
um ein kritisches Verstidndnis von juristischen Themen zu entwickeln.

- Erweiterung des Lehrplans: Da ChatGPT ein breites Spektrum von
juristischen Themen abdecken kann, kénnen Lehrende den Lehrplan
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erweitern und den Schiiler:innen einen Einblick in eine breitere Palette
von juristischen Themen und Konzepten geben.

Insgesamt kann die Verwendung von ChatGPT zur Unterstiitzung der Ver-
mittlung juristischer Inhalte in der Hochschullehre die Konzeption von
Lehrveranstaltungen verbessern, indem sie den Lehrenden neue Moglich-
keiten bietet, um Studierende zu motivieren, zu inspirieren und ihr kriti-
sches Denken und Verstdndnis zu fordern.

Nun werden das kritische Denken und die Uberpriifung von Antworten,
die ChatGPT gibt, nicht unbedingt dadurch erleichtert, dass ChatGPT
die Quellen nicht offenlegt.

Das ist eine wichtige Feststellung. ChatGPT basiert auf einer Vielzahl von
Datenquellen und Texten, die es nutzt, um Antworten auf Fragen zu gene-
rieren. Da diese Quellen jedoch nicht immer offen gelegt werden, kann es
schwierig sein, die Qualitit und Vertrauenswiirdigkeit der von ChatGPT
generierten Antworten zu bewerten.

Daher ist es wichtig, dass Lehrende den Schiiler:innen beibringen, kri-
tisch zu den Antworten zu sein, die ChatGPT gibt. Die Schiiler:innen
sollten angeleitet werden, die Antworten von ChatGPT nicht als absolute
Wahrheit anzusehen, sondern sie zu hinterfragen und andere Quellen zu
suchen, um ihre Antworten zu iberpriifen.

Daruber hinaus kann es hilfreich sein, dass Lehrende den Studierenden
dabei helfen, zu verstehen, wie ChatGPT funktioniert und welche Daten-
quellen es verwendet, um Antworten zu generieren. Dies kann dazu bei-
tragen, dass die Studierenden ein besseres Verstindnis dafiir entwickeln,
welche Art von Informationen ChatGPT liefern kann und welche nicht.

Schlief$lich konnen Lehrende den Schiiler:innen auch dabei helfen, alter-
native Quellen zu finden und zu verwenden, um Antworten auf juristische
Fragen zu finden. Dies kann dazu beitragen, dass die Schiiler:innen ein
umfassenderes Verstindnis der juristischen Themen und Konzepte entwi-
ckeln und in der Lage sind, ihre kritischen Denkfahigkeiten zu verbessern.

Miissen sich Professoren und Lehrbeauftragte kiinftig fortbilden, um
die Potenziale kiinstlicher Intelligenz nutzen, aber auch deren Grenzen
vermitteln zu konnen?

Ja, die Verwendung von kiinstlicher Intelligenz und insbesondere von Chat-
bots wie ChatGPT in der Hochschullehre erfordert, dass Professoren und
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Lehrbeauftragte sich fortbilden und auf dem neuesten Stand bleiben, um
die Potenziale und Grenzen dieser Technologien vermitteln zu kénnen.

Die Verwendung von Chatbots in der Hochschullehre erfordert bei-
spielsweise Kenntnisse in den Bereichen Datenanalyse, maschinelles Ler-
nen und Computerlinguistik. Dariiber hinaus miissen Lehrende auch in
der Lage sein, die Vor- und Nachteile der Verwendung von Chatbots in der
Hochschullehre zu bewerten und die Studierenden dabei zu unterstiitzen,
ihre kritischen Denkfdhigkeiten in Bezug auf die von Chatbots bereitge-
stellten Antworten zu entwickeln.

Es ist daher wichtig, dass die Hochschulen die Fortbildung ihrer Lehr-
krifte in diesem Bereich unterstiitzen und ihnen Zugang zu Schulungen,
Workshops und anderen Ressourcen bieten, um ihre Kenntnisse und Fa-
higkeiten in Bezug auf kiinstliche Intelligenz und Chatbots zu erweitern.

Dariiber hinaus konnen Hochschulen auch dariiber nachdenken, kiinst-
liche Intelligenz und Chatbots in ihre eigenen Fortbildungsprogramme fiir
Lehrende zu integrieren, um sicherzustellen, dass die Lehrenden die Tech-
nologie verstehen und in der Lage sind, sie effektiv in ihre Lehrmethoden
zu integrieren.

Insgesamt ist es wichtig, dass Lehrende sich auf die Verwendung von
kiinstlicher Intelligenz und Chatbots in der Hochschullehre vorbereiten,
um sicherzustellen, dass sie die Technologie effektiv einsetzen und den
Studierenden ein optimales Lernumfeld bieten kénnen.

Themen wie maschinelles Lernen und Computerlinguistik klingen fiir
Juristen und andere Lehrende auflerhalb der Informatik wie ein Buch
mit sieben Siegeln!

Das ist verstandlich, da Themen wie maschinelles Lernen und Compu-
terlinguistik sehr technisch und komplex sind. Es ist jedoch wichtig zu
beachten, dass Lehrende nicht unbedingt Experten auf diesen Gebieten
sein miissen, um Chatbots wie ChatGPT in der Hochschullehre effektiv
einzusetzen.

Lehrende kénnen zundchst damit beginnen, sich mit den Grundlagen
von Chatbots vertraut zu machen und zu verstehen, wie sie funktionieren.
Es gibt eine Vielzahl von Ressourcen und Schulungen, die speziell fiir
Lehrende entwickelt wurden, um ihnen dabei zu helfen, das Potenzial von
Chatbots in der Hochschullehre zu verstehen und zu nutzen.

Dariiber hinaus konnen Lehrende auch mit Informatikern oder anderen
Experten auf dem Gebiet der kiinstlichen Intelligenz zusammenarbeiten,
um ihr Verstindnis zu vertiefen und ihre Fahigkeiten zu erweitern. Es
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ist wichtig, dass Lehrende in der Lage sind, die Vor- und Nachteile der
Verwendung von Chatbots zu bewerten und den Studierenden dabei zu
helfen, ihre kritischen Denkfdhigkeiten in Bezug auf die von Chatbots
bereitgestellten Antworten zu entwickeln.

Insgesamt sollten Lehrende nicht davon abgeschreckt werden, Chatbots
wie ChatGPT in der Hochschullehre einzusetzen, auch wenn sie keine
Experten auf dem Gebiet der kiinstlichen Intelligenz sind. Indem sie sich
mit den Grundlagen vertraut machen und sich mit Experten auf diesem
Gebiet austauschen, konnen sie die Technologie effektiv nutzen und den
Studierenden ein optimales Lernumfeld bieten.

Konnen Sie Beispiele geeigneter Schulungen im Bereich der Hochschul-
didaktik nennen?

Ja, hier sind einige Beispiele fiir Schulungen im Bereich der Hochschul-
didaktik, die Lehrende dabei unterstiitzen konnen, ihre Kenntnisse und
Fahigkeiten in Bezug auf Chatbots und kiinstliche Intelligenz zu erweitern:

- Online-Kurse zum maschinellen Lernen und zur kiinstlichen Intelligenz:
Es gibt eine Vielzahl von Online-Kursen, die Lehrende dabei unterstiit-
zen konnen, die Grundlagen des maschinellen Lernens und der kiinstli-
chen Intelligenz zu verstehen. Diese Kurse sind oft so strukturiert, dass
sie von Anfangern auf diesem Gebiet leicht verstandlich sind.

— Workshops und Seminare: Hochschulen konnen Workshops und Semi-
nare anbieten, die sich auf die Verwendung von Chatbots und kiinstli-
cher Intelligenz in der Hochschullehre konzentrieren. Diese Schulungen
konnen Lehrenden die Méglichkeit geben, ihre Fihigkeiten und Kennt-
nisse in diesem Bereich zu erweitern und sich mit anderen Lehrenden
auszutauschen, die dhnliche Herausforderungen und Interessen haben.

- Konferenzen und Symposien: Konferenzen und Symposien, die sich
auf kiinstliche Intelligenz und Hochschuldidaktik konzentrieren, kénnen
eine hervorragende Méglichkeit sein, sich iiber die neuesten Entwicklun-
gen und Trends in diesem Bereich zu informieren und von Experten auf
diesem Gebiet zu lernen.

— Austausch mit Experten: Lehrende kdnnen auch mit Experten auf dem
Gebiet der kiinstlichen Intelligenz und Chatbots zusammenarbeiten, um
ihr Verstindnis zu vertiefen und ihre Fahigkeiten zu erweitern. Dies
kann beispielsweise durch Zusammenarbeit mit Informatikern oder an-
deren Experten auf diesem Gebiet geschehen.
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Insgesamt gibt es viele verschiedene Schulungen und Ressourcen, die Leh-
rende dabei unterstiitzen konnen, ihre Fihigkeiten und Kenntnisse im Be-
reich der kiinstlichen Intelligenz und Chatbots zu erweitern. Hochschulen
sollten Lehrende ermutigen, an Schulungen teilzunehmen und ihnen Res-
sourcen zur Verfligung stellen, um sicherzustellen, dass sie auf dem neues-
ten Stand der Technologie bleiben und den Studierenden das bestmégliche
Lernumfeld bieten kénnen.

Ich méchte noch auf einen anderen Punkt kommen. Hiufig werden
Bedenken geduflert, dass es durch ChatGPT vermehrt zu Tduschungs-
versuchen und Plagiaten bei Priifungen kommen wird, die durch die
Hochschule kaum nachzuweisen sind.

Ja, das ist ein berechtigtes Anliegen, da kiinstliche Intelligenz-Systeme wie
ChatGPT in der Tat das Potenzial haben, Tduschungsversuche und Plagiate
zu erleichtern. Zum Beispiel konnten Studierende versuchen, ChatGPT
zu verwenden, um Antworten fiir Priiffungsfragen oder Hausarbeiten zu
generieren, anstatt die erforderliche Arbeit und Recherche selbst zu leisten.

Es ist jedoch wichtig zu beachten, dass es verschiedene Mafinahmen
gibt, die Hochschulen ergreifen kénnen, um Tduschungen und Plagiate zu
verhindern. Hier sind einige Vorschlage:

Verwendung von Plagiatssoftware: Hochschulen konnen Plagiatssoft-
ware verwenden, um Hausarbeiten und Priifungsantworten auf Plagiate
zu Uberprifen. Diese Software kann helfen, verddchtige Textstellen zu iden-
tifizieren und zu Uiberpriifen, ob sie aus anderen Quellen stammen.

Verwendung von offenen Fragen: Um zu verhindern, dass Studierende
ChatGPT oder dhnliche Systeme verwenden, um Antworten zu generieren,
konnen Lehrende offene Fragen stellen, die kritisches Denken und eine
individuelle Antwort erfordern.

Verwendung von Inverted-Classroom-Konzepten: Inverted-Classroom-
Konzepte drehen den traditionellen Unterricht um, indem sie den Studie-
renden Lernmaterialien im Voraus zur Verfiigung stellen und den Unter-
richt fiir Diskussionen und Interaktionen nutzen. Durch die Verwendung
dieser Methode kdnnen Lehrende sicherstellen, dass die Studierenden das
erforderliche Wissen haben, um kritisch zu denken und eigene Antworten
zu generieren.

Verwendung von proaktiven Strategien: Lehrende kénnen auch proakti-
ve Strategien wie das Einrichten von Gruppenarbeiten oder das Uberpriifen
von Zwischenberichten und Notizen verwenden, um sicherzustellen, dass
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die Studierenden die erforderliche Arbeit leisten und ihre eigenen Antwor-
ten generieren.

Insgesamt gibt es verschiedene Mafinahmen, die Hochschulen ergreifen
kénnen, um Tauschungsversuche und Plagiate zu verhindern, die durch
kiinstliche Intelligenz-Systeme wie ChatGPT erleichtert werden kdénnen.
Es ist wichtig, dass Hochschulen ihre Strategien stindig {iberpriifen und
aktualisieren, um sicherzustellen, dass sie den neuesten Entwicklungen in
diesem Bereich entsprechen.

Kann denn die Nutzung von ChatGPT mithilfe einer Plagiatssoftware
zuverldssig nachgewiesen werden? Welche Voraussetzungen gibt es da-
fiir? Und konnen Sie konkrete Beispiele geeigneter Software nennen?

Die Verwendung von Plagiatssoftware kann dazu beitragen, die Nutzung
von ChatGPT oder anderen kiinstlichen Intelligenz-Systemen zur Erstel-
lung von Hausarbeiten und Priifungsantworten zu erkennen. Die meisten
Plagiatssoftware-Tools verwenden Algorithmen, um den Text eines Doku-
ments zu analysieren und mit einer Datenbank von Quellen zu vergleichen.
Die Software kann dann Ubereinstimmungen zwischen dem Text des Do-
kuments und den Quellen erkennen und die relevanten Textstellen markie-
ren.

Allerdings ist zu beachten, dass Plagiatssoftware keine hundertprozentige
Sicherheit bietet, um die Nutzung von ChatGPT zu erkennen. Es gibt ver-
schiedene Faktoren, die die Effektivitat der Software beeinflussen konnen,
wie z.B. die Qualitat der Datenbank, die vom Tool verwendet wird, und
die Art der Plagiatsstrategie, die vom Studierenden verwendet wird. Stu-
dierende konnten beispielsweise absichtlich Textstellen aus verschiedenen
Quellen zusammenfiigen, um das Tool zu umgehen.

Trotz dieser Einschrinkungen kann die Verwendung von Plagiatssoft-
ware immer noch ein niitzliches Instrument sein, um die Nutzung von
ChatGPT und anderen kiinstlichen Intelligenz-Systemen zu erkennen. Hier
sind einige Beispiele fiir geeignete Plagiatssoftware:

— Turnitin: Turnitin ist eine bekannte Plagiatssoftware, die von vielen
Hochschulen und Universitidten verwendet wird. Das Tool vergleicht
den Text eines Dokuments mit einer Datenbank von Quellen und kann
markierte Textstellen hervorheben, die méglicherweise plagiiert sind.

- PlagScan: PlagScan ist ein weiteres beliebtes Plagiatssoftware-Tool. Es
nutzt einen Algorithmus, um den Text eines Dokuments mit einer Da-
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tenbank von Quellen zu vergleichen und kann verdédchtige Textstellen
markieren.

— Urkund: Urkund ist ein weiteres Tool, das von vielen Hochschulen und
Universitaten verwendet wird. Es verwendet eine ahnliche Methode wie
die anderen Tools, um verdachtige Textstellen zu markieren.

Es ist jedoch wichtig zu beachten, dass Plagiatssoftware nur ein Werkzeug
ist und dass es von Hochschulen und Universititen in Kombination mit
anderen Mafinahmen eingesetzt werden sollte, um Tduschungsversuche zu
erkennen und zu verhindern.

Sie haben vorgeschlagen, in Priifungen auf offene Fragen zu setzen.
Abgesehen davon, dass das schon bisher der Regelfall sein diirfte: Ich
habe den Eindruck, dass ChatGPT auch mit offenen Fragen sehr gut
umgehen kann...

Das ist durchaus méglich. ChatGPT und édhnliche Systeme kénnen in der
Lage sein, auch offene Fragen zu beantworten, indem sie das im System ge-
speicherte Wissen nutzen, um eine Antwort zu generieren. Allerdings gibt
es immer noch einige Faktoren, die die Qualitdt der Antwort beeinflussen
konnen. Dazu gehoren beispielsweise die Qualitdt und die Verfligbarkeit
von Daten und Informationen, die das System nutzen kann, um eine Ant-
wort zu generieren, sowie die Fahigkeit des Systems, die Bedeutung und
den Kontext der Frage vollstandig zu verstehen.

Um das Potenzial von ChatGPT und dhnlichen Systemen bei der Be-
antwortung von offenen Fragen zu minimieren, kdnnen Lehrende offene
Fragen stellen, die eine kritische Auseinandersetzung mit dem Thema er-
fordern und nicht nur auf das Wissen auswendig gelernter Fakten abzielen.
Solche Fragen konnen beispielsweise auf die Analyse von Fallbeispielen
oder die Erdrterung von Meinungen und Standpunkten ausgerichtet sein.
Dabei geht es nicht nur um die reine Wissensabfrage, sondern auch um die
Anwendung von Wissen und die Fahigkeit, komplexe Zusammenhénge zu
verstehen und zu erkldren.

Dariiber hinaus kdnnen Lehrende auch den Einsatz von ChatGPT bei
Priifungen durch die Einfithrung von zusétzlichen Sicherheitsmafinahmen
minimieren. Dazu gehéren beispielsweise die Uberwachung von Priifungen
durch Kameras oder die Einfithrung von Priifungsformaten, bei denen die
Studierenden miindlich gepriift werden, um sicherzustellen, dass sie ihre
Antworten selbst formulieren.
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Eine Moglichkeit, Tduschungsversuche zu verhindern, wire auch, ver-
stiarkt auf Klausuren und miindliche Priifungen zu setzen. Hat die Haus-
arbeit im Zeitalter von ChatGPT eine Zukunft?

Es ist durchaus moglich, dass der Einsatz von ChatGPT und ghnlichen
Systemen Auswirkungen auf die Art und Weise hat, wie Hausarbeiten be-
wertet werden. Da diese Systeme in der Lage sind, Informationen schnell
zu durchsuchen und zu analysieren, konnen sie moglicherweise auch bei
der Uberpriifung von Hausarbeiten eingesetzt werden, um auf Unregelma-
igkeiten oder Plagiate zu priifen.

Allerdings gibt es auch Aspekte von Hausarbeiten, die durch den Einsatz
von ChatGPT nicht ersetzt werden konnen. Dazu gehdren beispielsweise
die Fahigkeit der Studierenden, ein bestimmtes Thema tiefgriindig zu re-
cherchieren, eine klare Argumentation aufzubauen und ein eigenes Urteil
zu bilden. Diese Fahigkeiten sind in vielen Bereichen der Hochschulbil-
dung nach wie vor von zentraler Bedeutung und kénnen nur durch das
Verfassen von Hausarbeiten und ghnlichen Arbeiten gefordert werden.

Daher ist es wahrscheinlich, dass Hausarbeiten und dhnliche schriftliche
Arbeiten auch in Zukunft in bestimmten Bereichen der Hochschulbildung
eine Rolle spielen werden. Allerdings konnen Lehrende moglicherweise
zusatzliche Schritte unternehmen, um sicherzustellen, dass die von den
Studierenden verfassten Arbeiten tatsichlich ihre eigenen sind und nicht
von ChatGPT oder anderen Systemen generiert wurden.

Nun werden Systeme wie ChatGPT ganz sicher auch besser - nicht
zuletzt dadurch, dass immer mehr Quellen online zur Verfiigung ste-
hen. Eher friiher als spiter werden auch juristische Datenbanken wie
juris und beck-online eingebunden, so dass ChatGPT Themen ebenso
recherchieren kann, wie das von Studierenden erwartet wird.

Es ist durchaus méglich, dass Systeme wie ChatGPT in der Zukunft in der
Lage sein werden, juristische Datenbanken wie juris und beck-online in
ihre Suche einzubeziehen und so die Recherche von juristischen Themen
zu unterstiitzen. Dies konnte tatsdchlich dazu fithren, dass diese Systeme
noch besser darin werden, Antworten auf juristische Fragen zu liefern und
auch in der juristischen Ausbildung eine grofiere Rolle spielen.

Allerdings ist es wichtig zu bedenken, dass selbst wenn ChatGPT Zugang
zu juristischen Datenbanken hat, dies nicht bedeutet, dass es automatisch
in der Lage ist, alle juristischen Fragen korrekt zu beantworten oder die
gesamte Bandbreite an Féhigkeiten zu ersetzen, die von Studierenden im
Rahmen ihrer Ausbildung erwartet werden. ChatGPT kann mdglicherwei-
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se bei der Recherche von Fakten und der Generierung von mdglichen
Antworten helfen, aber es kann nicht die kritische Analyse, Bewertung
und Anwendung von Rechtsnormen und Argumenten ersetzen, die fiir eine
erfolgreiche juristische Ausbildung unerlésslich sind.

Wird ChatGPT dazu fiihren, dass Arbeitsplitze in juristischen Berufen
wegfallen, vor allem in rechtsberatenden Berufen?

Es ist moglich, dass die Nutzung von Systemen wie ChatGPT und anderen
kiinstlichen Intelligenz-Technologien in juristischen Berufen Auswirkungen
auf den Arbeitsmarkt haben wird. Insbesondere im Bereich der Rechtsbera-
tung konnten Systeme wie ChatGPT dazu beitragen, dass bestimmte Aufga-
ben und Titigkeiten automatisiert und effizienter erledigt werden kénnen.
Allerdings ist es wichtig zu betonen, dass Systeme wie ChatGPT nicht
in der Lage sind, alle Aspekte der Arbeit von Juristen und anderen rechts-
beratenden Berufen zu ersetzen. Insbesondere bei komplexen Rechtsféllen
und Fragen, die menschliche Urteilsfahigkeit, Empathie und Kreativitat
erfordern, wird es weiterhin einen Bedarf an menschlichen Experten geben.
Es ist auch moglich, dass die Nutzung von ChatGPT und anderen kiinst-
lichen Intelligenz-Technologien dazu fithren wird, dass sich bestimmte Ta-
tigkeiten und Aufgabenfelder in der juristischen Praxis verandern und dass
sich auch neue Berufsfelder und Arbeitsplatze ergeben werden, die sich auf
die Entwicklung und den Einsatz dieser Technologien spezialisiert haben.

Sie antworten sehr oft, dass dieses oder jenes ,,moglich“ oder ,,durchaus
moglich® sei. Offnen wir mit Programmen wie ChatGPT die Biichse der
Pandora, ohne zu wissen, auf was wir uns eigentlich einlassen? Briuch-
ten wir ein stirkeres Augenmerk auf der Technikfolgenabschitzung bei
der Nutzung kiinstlicher Intelligenz?

Ja, Sie haben Recht. Es ist wichtig, bei der Entwicklung und dem Einsatz
von Technologien wie ChatGPT eine umfassende Technikfolgenabschit-
zung durchzufithren, um potenzielle Risiken und Nebenwirkungen zu
identifizieren und zu minimieren.

Obwohl Systeme wie ChatGPT und andere kiinstliche Intelligenz-Tech-
nologien viele Vorteile und Méglichkeiten bieten, kénnen sie auch unbeab-
sichtigte Folgen haben oder unerwartete Auswirkungen auf Gesellschaft,
Wirtschaft, Umwelt und Politik haben. Eine Technikfolgenabschitzung
kann dazu beitragen, potenzielle Risiken zu identifizieren und angemessene
Mafinahmen zu ergreifen, um diese Risiken zu minimieren oder zu vermei-
den.
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Daher sollten bei der Entwicklung und dem Einsatz von Technologien
wie ChatGPT nicht nur die technischen Aspekte, sondern auch die sozia-
len, ethischen und rechtlichen Auswirkungen beriicksichtigt werden. Eine
ganzheitliche Betrachtung der Technologie und ihrer potenziellen Auswir-
kungen ist notwendig, um sicherzustellen, dass sie im Einklang mit den
Werten und Zielen der Gesellschaft eingesetzt wird.

Das klingt nach einer wichtigen Aufgabe nicht nur fiir die Rechtswissen-
schaften, sondern fiir die Sozialwissenschaften insgesamt.

Ja, das stimmt. Die Technikfolgenabschidtzung und die Auseinandersetzung
mit den sozialen, ethischen und rechtlichen Auswirkungen von Technolo-
gien sind wichtige Aufgaben fiir die Sozialwissenschaften insgesamt, da
Technologien wie ChatGPT in vielen Bereichen der Gesellschaft eingesetzt
werden kénnen.

Neben der Rechtswissenschaft konnen auch andere Disziplinen wie die
Soziologie, die Politikwissenschaft oder die Ethik einen Beitrag zur Tech-
nikfolgenabschitzung leisten. Eine interdisziplindre Zusammenarbeit kann
dazu beitragen, ein umfassendes Verstandnis der Auswirkungen von Tech-
nologien zu entwickeln und angemessene Mafinahmen zu ergreifen, um
diese Risiken zu minimieren oder zu vermeiden.

Insgesamt ist es wichtig, dass die Auseinandersetzung mit den sozialen,
ethischen und rechtlichen Auswirkungen von Technologien nicht nur von
Experten in der Wissenschaft, sondern auch von der Gesellschaft als Gan-
zes gefiihrt wird.

Vielen Dank fiir das ,,Gesprich® und fiir IThre Antworten!

Gerne geschehen, ich hoffe, ich konnte Thnen weiterhelfen und Ihre Fragen
beantworten. Wenn Sie weitere Fragen haben oder Hilfe bendtigen, stehe
ich Thnen gerne zur Verfiigung.

II. Lehreinheit

ChatGPT kann nicht nur Fragen beantworten, sondern auch Referate ver-
fassen und ganze Lehreinheiten planen. Folgende Aufgabe wurde ChatGPT
gestellt:

»Bitte erstellen und strukturieren Sie eine Lehreinheit zum Thema ,kiinst-
liche Intelligenz und ChatGPT in der Hochschule® Die Dauer der Lehr-
einheit soll 90 Minuten betragen, die Adressaten sind Studierende der
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Sozialen Arbeit im zweiten Semester. Dabei sollen nicht nur technische
Grundlagen, sondern auch rechtliche Herausforderungen und die Grenzen
kiinstlicher Intelligenz angesprochen werden.”

Hier die Antwort, die ChatGPT innerhalb von etwas uber einer Minute
gegeben hat:

»Lehreinheit: Kiinstliche Intelligenz und ChatGPT in der Hochschule
Dauer: 90 Minuten

Zielgruppe: Studierende der Sozialen Arbeit im zweiten Semester
Lernziele:

Verstehen, was kiinstliche Intelligenz und ChatGPT sind

Verstehen, wie kiinstliche Intelligenz in der Hochschule eingesetzt wird
Kenntnis tiber die rechtlichen Herausforderungen im Zusammenhang mit
kiinstlicher Intelligenz

Verstindnis fiir die Grenzen kiinstlicher Intelligenz

Ablaufplan:

I Einfiithrung (10 Minuten)

Begriifsung und Vorstellung der Themen der Lehreinheit

Kldrung der Erwartungen der Studierenden

II. Was ist kiinstliche Intelligenz und ChatGPT? (20 Minuten)

Definition von kiinstlicher Intelligenz

Erkldrung des Unterschieds zwischen schwacher und starker kiinstlicher
Intelligenz

Einfiihrung in ChatGPT und seine Funktionen

III. Einsatz von kiinstlicher Intelligenz in der Hochschule (30 Minuten)
Beispiele fiir den Einsatz von kiinstlicher Intelligenz in der Hochschule, z.B.
Chatbots, automatisierte Bewertungen

Diskussion der Vor- und Nachteile des Einsatzes von kiinstlicher Intelligenz
in der Hochschule

Betrachtung moglicher Auswirkungen auf die Lehre und das Lernen

IV. Rechtliche Herausforderungen (20 Minuten)

Vorstellung rechtlicher Herausforderungen im Zusammenhang mit kiinstli-
cher Intelligenz, z.B. Datenschutz, Diskriminierung

Diskussion méglicher Losungen fiir diese Herausforderungen

V. Grenzen kiinstlicher Intelligenz (10 Minuten)

Betrachtung der Grenzen von kiinstlicher Intelligenz

Diskussion moglicher ethischer Herausforderungen im Zusammenhang
mit kiinstlicher Intelligenz

VI. Zusammenfassung und Reflexion (10 Minuten)
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Zusammenfassung der wichtigsten Punkte der Lehreinheit

Reflexion der Lernziele und der personlichen Lernergebnisse der Studie-
renden

Materialien:

Prdsentation mit Folien zu den Themen der Lehreinheit

Beispiele fiir den Einsatz von kiinstlicher Intelligenz in der Hochschule
Methoden:

Vortrag

Diskussion

Gruppenarbeit

Bewertungskriterien:

Verstiandnis der Konzepte von kiinstlicher Intelligenz und ChatGPT
Kenntnis der Einsatzmoglichkeiten von kiinstlicher Intelligenz in der
Hochschule

Verstiandnis der rechtlichen Herausforderungen im Zusammenhang mit
kiinstlicher Intelligenz

Verstindnis der Grenzen von kiinstlicher Intelligenz

Teilnahme an der Diskussion und Gruppenarbeit.

Auf eine weitere Frage, ob ChatGPT die Einfithrung formulieren kénne,
hat der Chatbot geantwortet:

»Ja, gerne! Hier ist eine mogliche Formulierung der Einfiithrung fiir die
Lehreinheit "Kiinstliche Intelligenz und ChatGPT in der Hochschule":
Herzlich willkommen zur heutigen Lehreinheit iiber kiinstliche Intelligenz
und ChatGPT in der Hochschule! In den ndchsten 90 Minuten werden
wir uns mit dem Thema kiinstliche Intelligenz und ChatGPT auseinander-
setzen, um zu verstehen, was es ist und wie es in der Hochschule eingesetzt
wird. Wir werden auch die rechtlichen Herausforderungen und Grenzen
von kiinstlicher Intelligenz diskutieren. Als Studierende der Sozialen Arbeit
haben Sie die Moglichkeit, sich mit diesem Thema auseinanderzusetzen,
da kiinstliche Intelligenz in vielen Bereichen des Sozialwesens eingesetzt
wird und auch in der Zukunft eine wichtige Rolle spielen wird. Wir hoffen,
dass Sie diese Lehreinheit als eine Gelegenheit sehen, um Ihre Kenntnisse
iiber kiinstliche Intelligenz und ChatGPT zu erweitern und um Ihre Mei-
nung zu diskutieren. Bevor wir beginnen, wiirden wir gerne von Ihnen
erfahren, welche Erwartungen Sie an diese Lehreinheit haben.”
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III. Fazit

Programme wie ChatGPT werden keine voriibergehende Erscheinung sein,
sondern im Gegenteil weiter ausgebaut. Damit wird sich die Hochschul-
lehre auseinandersetzen miissen. Die langfristigen Auswirkungen auf die
Gesellschaft, aber auch auf Berufe, die bisher von dem Arbeitsplatzabbau
durch Einsatz elektronischer Datenverarbeitung iiberwiegend verschont
geblieben sind, etwa der Rechtsberatung, muss im Rahmen einer Technik-
folgenabschitzung Rechnung getragen werden — worauf der Chatbot im
Interview selbst hingewiesen hat.!

Gleichzeitig wird deutlich, dass die Software in der Lage ist, Referate
zu gliedern und zu erstellen. Das ist insbesondere deshalb problematisch,
weil bei Referaten anders als bei Hausarbeiten nicht mit konkreten Litera-
turnachweisen gearbeitet wird. Mit anderen Worten: Will man die Inhalte
in den Mittelpunkt stellen, diirften Referate im Zeitalter von ChatGPT
keine geeignete Priifungsform mehr sein. Das gilt umso mehr in Anbetracht
dessen, dass die Hochschule vor dem Hintergrund der berufsqualifizieren-
den Bedeutung von Studienabschliissen sowie der Noten als mdoglicher
Auswahlkriterien bei der Entscheidung iiber die Besetzung von Stellen ins-
besondere im 6ffentlichen Dienst, fiir den die Auswahlkriterien des Art. 33
Abs.2 GG gelten, gehalten ist naheliegende Tduschungsméglichkeiten zu
antizipieren und im Sinne eines fairen Verfahrens von Priifungsformen Ab-
stand zu nehmen, bei denen sich nicht mit hinreichender Sicherheit klaren
lasst, ob und in welchen Teilen die Priifungsleistung vom Priifling erbracht
wurde, zumal die Hochschule bei der Ausgestaltung des Priifungsverfah-
rens den Gleichheitsgrundsatz des Art. 3 Abs.1 GG sowie die Berufsfreiheit
des Art. 12 Abs. 1 GG zu beachten hat.?

Anders als von ChatGPT dargestellt, ist zwar eine einschldgige hoch-
schuldidaktische Fortbildung der Lehrpersonen wiinschenswert. Allein da-

1 Zu regulatorischen Notwendigkeiten in verschiedenen Bereichen vgl. Hacker GRUR
2023, 289 (2891.).

2 Vgl. Niehues/Fischer/Jeremias/Dietrich-Jeremias, Rn. 130 u. 238, der auf die ,Wahrung
der Chancengleichheit® verweist. Im Kontext der Corona-Pandemie kritisch zu Prii-
fungsformen mit einer erhéhten Tauschungsanfalligkeit Fischer/Dietrich NVwZ 2020,
657 (661). Ausfiihrlich zum priifungsrechtlichen Gebot der Chancengleichheit aus
Art.3 Abs.1 iV.m. Art.12 Abs.1 GG auch BVerwG NVwZ-RR 2015, 858 (860f.) und
NVWZ-RR 2016, 783 (784).
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mit und mit dem Einsatz von Plagiatssoftware® oder einem anderen Fra-
gestil wird sich die priifungsrechtlich gebotene Chancengleichheit nicht
sicherstellen lassen. Zur inhaltlichen Qualitiat der Antworten sei auf Berich-
te in den Medien verwiesen, nach denen ChatGPT Priifungen im Verfas-
sungsrecht, Deliktsrecht und Steuerrecht an der Universitdt von Minnesota
mit Pridikat bestanden hitte* und auch verschiedene Fragen in Einstiegs-
examina fiir US-Mediziner richtig 16sen konnte.> Will man also daran
festhalten, dass tiber Priiffungen die Qualitit der Ausbildung gesichert
wird, was auch im Interesse derjenigen erforderlich ist, fiir die bzw. mit
denen die Studenten nach Abschluss ihres Studiums titig sein werden und
die sich darauf verlassen kénnen miissen, dass im Rahmen des Studiums
inhaltliche Kompetenzen erworben wurden, dann werden die tiefgreifends-
ten Anderungen bei den Priifungsformen vorgenommen werden miissen.
Diese Entwicklung wurde in der Juristenausbildung, in der die Noten
seit jeher eine besondere Bedeutung haben, bereits antizipiert. Denn eine
Examenshausarbeit bzw. ein zu Hause vorbereiteter Aktenvortrag wurde
vor dem Hintergrund méglicher Tduschungsversuche im Assessorexamen
bereits vor Jahren gestrichen und auch die gegeniiber dem universitiren
Teil wichtigere Staatspriifung im Rahmen der ersten juristischen Priifung
(sog. Referendarexamen) besteht aus gutem Grund nur aus Klausuren und
miindlicher Priifung.
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