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1.0 Introduction

definition, (cited in Hjerland 2017), in understanding a clas-
sification to be “a series or system of classes arranged in some

This article reviews the growing body of literature on con- order according to some principles or conception, purpose
sensus and scientific classification in order to distinguish dif- or interest, or some combination of such.” Hull (1998) also
ferent roles and grounds for consensus in the production provides a useful analysis of the component parts of a classi-
and use of scientific classifications. We follow Henry Bliss’s fication: “The fundamental elements of any classification
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are its theoretical commitments, basic units and the criteria
for ordering these basic units into a classification.” We de-
fine consensus about a classification is defined as agreement
on a set of classes (concepts or categories) and their relations
(such as generic relations and whole-part relations) for us in
forming beliefs, and we understand scientific classifications
here to be those produced and used as part of scientific re-
search.

Consensus as an outcome of a group deliberative process
is often seen as an important marker of knowledge and pre-
requisite for collective action (Miller 2013; Stegenga 2016;
Brooy, Pratt and Kelaher 2020). Most discussion has focused
on cases where the object of consensus is a belief or set of be-
liefs, such a collection of facts or principles (Miller 2019). In
their attempts to explicate what makes a consensus belief a
plausible indicator of knowledge, social epistemologists have
mentioned such criteria as the absence of coercion, reliance
on several lines of evidence, sufficiently large group size, in-
clusion of diverse and independent agents (Miller 2013;
Tucker 2003; Goldman 2001). Meanwhile, global organiza-
tions and intergovernmental panels that operate at the inter-
section of science and policy try to meet these criteria to en-
sure that the expert consensus statements they produce are
taken to reflect the latest knowledge on climate change (Beck
et al. 2014), public health (Stegenga 2016; Bouwel and
Oudheusden 2017), and biodiversity (Difaz-Reviriego,
Turnhout and Beck 2019).

Agreeing on the truth of a shared proposition, though,
presupposes common knowledge of the terms and meanings
needed to express it. In other words, it is often (and quietly)
assumed that consensus about classification can be passed
over in the philosophical discussion of the epistemic import
of consensus and dissensus in science. In many pluralistic
contexts, whether interdisciplinary research projects in aca-
demia or policy decisions in a democratic society, shared
terms and meanings cannot be taken for granted (Sullivan
2017; Weiskopf 2020; Sterner, Witteveen and Franz 2020).
Moreover, the growing social reach of computer technolo-
gies and emphasis on re-use of scientific data are raising new
challenges for communication and reasoning across local
communities and organizational boundaries (Gerson 2008;
Leonelli 2008; Ribes and Bowker 2009). In practice, scien-
tific classifications generally provide limited rather than ex-
haustive coverage of terminology for a specific domain, but
they also typically use or define terms from other domains,
for example to characterize a deeper hierarchy of phenomena
or concepts or to describe how experimental data from one
domain is acquired and processed in another. These connec-
tions between classifications used in different domains are
institutionalizing an emerging network of information ex-
change that has the potential to bring the concerns of previ-
ously very “distant” fields into close dialogue and interac-
tion.

With these motivations in mind, the core question we aim
to address is therefore, “What sort of consensus, if any, is the
best basis for communicating and reasoning with scientific
classifications in a domain?” In attempting to give an answer,
one issue we need to address is whether a single best classifi-
cation exists for the purposes of representing knowledge or
phenomena in a particular domain. If this isn’t available, i.e.
when pluralism about classifications for a domain is war-
ranted, then a second issue is how one can nonetheless ensure
reliable communication and reasoning within and among do-
mains.

In order to synthesize and clarify literature addressing
these issues, we identify different types and aims of consen-
sus that have typically operated in the background assump-
tions of particular classification projects. Section 1 presents
two general types of consensus about classifications: consen-
sus classification, which we define as agreement on a set of
categories to use in forming beliefs, and coordinative consen-
sus, which represents a second-order way of agreeing on how
to disagree so that people can still share information. The
types of consensus we describe are consistent with different
views about the proper organization and content of scien-
tific classifications, e.g. whether they should be genealogical
or conform to a strict logical hierarchy (Gnoli 2018). Simi-
larly, the issues we highlight are conceptually prior to com-
mon practical methods for classification such as ontology
design, statistical clustering, or logical division (Blomqvist,
Gangemi and Presutti 2009; Hjerland and Gnoli 2020;
Fricke 2016).

Sections 3 and 4 discuss consensus classifications in more
detail, including their philosophical interpretation and how
consensus may be justified. Sections 5 and 6 then review ap-
proaches to coordinative consensus, including the role of Ar-
tificial Intelligence (AI) in articulating our collective ability
to agree about how to disagree. We illustrate these general is-
sues with examples of classifications drawn from a wide
range of fields, including astrophysics, neuroscience, psy-
chology, traditional ecological knowledge, and systematic bi-
ology. Additional relevant examples are addressed in Dick
(2019) and Lee (2019).

Throughout the article, we highlight several important
gaps in current research. Debates over the desirability and
guiding principles for computer ontologies among scientists
have been largely detached from the philosophical literature
on consensus, which suggests the potential for fruitful shar-
ing of problems and insights. In addition, questions about
the existence, or even desirability, of consensus classifications
raise parallel issues to the philosophical literature addressing
the merits of consensus as a basis for belief. Furthermore, the
practical reality of living with dissensus about classifications
expands the philosophical landscape ways by forcing us to
consider the implications of how we formalize communica-
tion and reasoning. In particular, we want to highlight Nich-
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olas Rescher’s (2000) book on pluralism “against the demand
for consensus” as an accessible and far-reaching guide to this
broader landscape that merits renewed interest and engage-
ment by scientists and philosophers. Arguably the most im-
portant gap we identify, though, is the dearth of studies inves-
tigating how the types of consensus we describe below are re-
alized for classifications through specific institutional or gov-
ernance processes (e.g. comparable to peer-review or National
Institutes of Health consensus committees). Much more
work is needed to investigate the relationship between the
types and methods of consensus researchers pursue for scien-
tific classifications.

2.0 Epistemic roles for consensus in scientific
classification

Most philosophical discussion of consensus to date has fo-
cused on beliefs, actions and values as the primary objects of
agreement. In the context of scientific inquiry, the role of
consensus about beliefs (about states of affairs) in making
and assenting to epistemic claims has been discussed at
length by social epistemologists. In this section, we give a
brief overview of recent philosophical discussions about the
role of consensus and dissensus in social epistemology.

2.1 Relationship to knowledge

Consensus in the sense of bare agreement on some matter is
notareliable marker of knowledge. Consensus must be pro-
duced in the right way for it to be epistemically significant.
This has led several theorists to distinguish between differ-
ent kinds of consensus, such as accidental vs. essential con-
sensus (Fuller 2002), or de facto consensus (“faktisch erzielte
Konsensus”) vs. rational consensus (“verniinftige Konsen-
sus”) (Habermas 1971). Only the second forms of consen-
sus in these pairs represent epistemically justified kinds of
consensus, rooted in certain shared standards of evidence,
relevance, and/or rationality. Accidental or de facto consen-
sus, on the other hand, manifest a fortuitous convergence of
views or opinions, with no further epistemic import.

When should we have epistemic trust in a consensus?
Following Miller (2019), we distinguish cognitive, social,
and hybrid accounts of knowledge-based consensus. Cogni-
tive accounts identify consensus beliefs as knowledge if they
are consistently successful in prediction and explanation,
and show resistance to falsification (e.g. Oreskes 2007). A
problem for cognitive accounts is that consensus is not prin-
cipally required for a view to score well on cognitive criteria.
Hence, such criteria are not about consensus per se. Fringe
views could qualify as more epistemically significant than
the consensus on a cognitive account.

Social accounts attempt to address this by identifying
knowledge-based consensus based on social factors alone

(Tucker 2003; Miller 2013). These accounts present re-
quirements on the social and procedural organization of ep-
istemic communities, such that if their inquiries yield con-
sensus, they are plausibly knowledge-based. For example,
Tucker (2003) argues that knowledge is the best explana-
tion for consensus if the latter is uncoerced, uniquely heter-
ogeneous, and based on a large population. Critics of social
accounts nevertheless point out that social criteria fail to ex-
clude actual and imagined cases in which a consensus is
clearly accidental rather than knowledge-based.

Finally, hybrid accounts aim to combine the best of both
cognitive and social criteria. Miller (2013), for example, ar-
gues that consensus yields knowledge when it meets the cog-
nitive criteria of calibration of evidential standards and con-
silience of evidence as well as the social criterion of a diver-
sity of perspectives.

Rescher (2000) and Beatty & Moore (2010) criticize the
view that consensus plus some extra cognitive or social in-
gredients is a reliable indicator of knowledge. Consensus has
no intrinsic significance for deciding what counts as
knowledge, and should therefore not be made into the aim
of scientific inquiry. Rescher argues that rationality does
not necessitate consensus. Variation in people’s stand-
points, cognitive values, experiences and methodologies is
compatible with rationality of inquiry. From this perspec-
tive, perfect epistemic consensus only obtains under ideal
conditions that cannot be realized in practice. In short,
“consensuality is neither a requisite for, nor a consequence
of, rationality in the conduct of inquiry” (Rescher 2000,
12). Problems of underdetermination in inductive contexts
and overdetermination in reductive inquiry make rational
disagreement based on different cognitive and contextual
values almost inescapable (Rescher 2000, 371f). Though a
Kuhnian picture of normal science may be taken to suggest
that research is predominantly consensus-based puzzle solv-
ing (as opposed to the Popperian embrace of dissent), even
this Kuhnian consensus is perennially unstable.

Beatty and Moore go further, by arguing that the exist-
ence of a (near) consensus can be a good reason to doubt the
veracity of a position. They contend that the existence of
substantial minority view is an indicator that the dominant
position is being tested against a worthy alternative. In their
view, the aim of inquiry should not be consensus, but “de-
liberative acceptance”, which is understood as acceptance by
the group of a majority position based on the quality of their
deliberation, in spite of the persistence of minority views
held by individual participants (Beatty and Moore 2010,
209). “Disagreement at the individual level is not so worri-
some if it is combined with acceptance at the group level and
with deliberative acceptance in particular.” (Beatty and
Moore 2010, 210).
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2.2 Relationship to communication

The idea that situations featuring co-existing agreement and
disagreement could have special merit s also linked to an ob-
servation Rescher makes about the communication of con-
ceptions that we will explore and elaborate on in more
depth. Rescher notes that communication does not require
common conceptions or agreement about the meaning of
terms, but “like dancing, it calls for co-ordination rather
than agreement” (Rescher 2000, 138). We agree, and will ex-
plore the requisites for successful coordination in the con-
text of communicating information using classifications as
well as about the classifications themselves.

Understood as infrastructure for communication and
reasoning, classifications provide a shared set of rules about
how people should apply a set of regulated terms and what
inferences one may draw from applications of those terms
in particular cases (Bowker and Star 1999; Bowker et al.
2009). Multiple “design” choices are involved in the produc-
tion and maintenance of a classification: which terms
should be included in its scope, how to express (represent)
the corresponding rules of usage, and what reasons are legit-
imate to offer in settling answers for both of these ques-
tions? Theoretical and technological advances in knowledge
representation and reasoning are also opening up new ways
to make the content of a classification explicit and translate
effectively among incompatible classification systems. As
we’ll see below, alternative approaches to representing clas-
sifications carry different pragmatic affordances for com-
munication and reasoning and hence potential for collective
action.

To implement or revise a classification is thus to make a
social intervention, and the value of a classification, e.g. for
communication and discovery, depends on the social pro-
cesses supporting it. Henry Bliss’s (1929) work stands out
in this regard as an early argument for the value of a general
consensus classification of knowledge for the functional or-
ganization of society (Hjorland 2016). Highlighting the
close connection he saw between constructing shared classi-
fications and progress, Bliss quoted the American Engineer-
ing Standards Committee’s 1928 yearbook motto: “Stand-
ardization is dynamic, not static. It means, not to stand still,
but to move forward together.” Bliss’s core aim, though,
was to replace the Dewey Decimal system with what he saw
as a more theoretically principled way of organizing library
materials, and in this regard he largely failed to win converts
to his proposed classification (Hjorland 2016). His experi-
ence helps motivate the importance of understanding the
what, when, how, and why of consensus as an adequate basis
for a shared classification.

An important point missing from Bliss’s early treatment
is the recognition that consensus can operate on multiple
levels. In what follows, we will discuss two forms of consen-

sus about classification: consensus on a single best classifi-
cation, and consensus about how to coordinate among in-
compatible classifications. Both forms of consensus provide
regulative ideals for standardizing the application of labels,
but they differ in their “level” of application. Consensus
about the best classification applies at the first-order level of
standardizing how the terms are applied across the entirety
of the relevant community. A consensus classification
therefore constitutes substantive agreement on the mean-
ings of terms.

Coordinative consensus, in contrast, allows disagree-
ment in the application of classificatory terms but standard-
izes how this disagreement is characterized and managed. A
coordinative consensus therefore constitutes procedural
agreement on how to declare and manage conflicting asso-
ciations of terms and meanings. Coordinative consensus
thus enables persistent use of multiple classifications within
acommunity. Sufficient agreement must exist on the nature
of conflicts or changes among these alternative classifica-
tions in order to avoid fragmentation. With this shared pic-
ture of people’s first-order disagreements, it is then possible
to determine what second-order information about the al-
ternative classifications is required to maintain accurate
communication and reasoning among the community.

Understanding the implications of these two forms of
consensus is only becoming more important with the grow-
ing reach of computational reasoning across organizational
boundaries and communities (Gerson 2008). The contin-
ued development of semantic web, linked data, and other
associated technologies are expanding the impacts of classi-
fications on scientific practice (Leonelli 2013a; 2016). In
the past several decades, the ideal of a consensus classifica-
tion has been especially influential in standardizing termi-
nologies for describing biological data using computer on-
tologies (Sterner, Witteveen and Franz 2020). At the same
time, computer technology is also lowering barriers to cre-
ating novel or customized classifications, facilitating local
benefits for communities but also proliferating the number
of historical and competing versions that people have to
manage. Understanding of how different forms and imple-
mentations of consensus are appropriate to different con-
texts is likely to drive both practical and theoretical advances
in our knowledge.

An early study of ontology development in geoscience,
for example, found that initial support for the categories in
the ontology developed through a largely informal and iter-
ative process of domain expert recruitment, training, and in-
put (Ribes and Bowker 2009). Ontology developers led
“concept workshops” that sought to elicit socially distrib-
uted knowledge from geoscientists in a way that was repre-
sentative of the larger geoscience community. The disagree-
ments and debates that emerged in those workshops among
the domain scientists signaled to the group that a larger pro-
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cess of engagement was important to gain support and
adoption for the ontology. The initial group decided to
make the ontology in development public on the web and
invited comments, with “the most enthusiastic (and prestig-
ious) geoscience colleagues... invited to the concept-space
workshops themselves, to act as participants” (Ribes and
Bowker 2009, 213). No formal determination of consensus
was made, or indeed whose opinion would be counted in
such an effort, but participants consciously understood
themselves as standing in for the larger community as repre-
sentatives and that the process would be stronger if it was
not executed by a top-down, exclusive group. This is more
elaborate than the “bunch of guys sitting around a table”
method one participant described for the DSM in psychia-
try, but it highlights the social and political dimensions in-
volved in legitimating scientific classifications (Kendler and
Parnas 2012, 141).

Additionally, the network of geoscientists and ontology
developers involved developed multiple strategies for han-
dling persistent disagreements. We quote from Ribes and
Bowkers list at length to illustrate the richness of strategies
involved:

1. Decrease granularity: deal with the issue at a higher con-
ceptual level, where the domain has established a
stronger consensus...

2. Working agreement: encourage the domain experts to
form a temporary working consensus in order to con-
tinue the ontology development process at hand. [For ex-
ample, one participant] suggests a solution relative to the
“science questions” geologists would like to address, ra-
ther than to a more abstract goal of serving the entire
community of geoscientists.

3. Rain-check: leave the problem aside for a later time; ex-
perts may be able to resolve the issue with a re-examina-
tion of evidence, review of the literature, further consul-
tation with experts or, in the long term, production of
new evidence... To some extent this makes it difficult for
the modelers to create drafts or prototype ontologies,
however, the process of development is iterative and of-
ten takes months.

4. Represent the uncertainty: this is a technical solution
within semantic modeling which affords encoding and
representing disagreement, uncertainties, ambiguities or
ambivalences. Within [the project] this was a promised
capability of ontologies; however, since it was still an ex-
perimental option, we never saw it employed in practice.
We expect that expressing domain knowledge as a form
of uncertainty is itself a practical skill — and one perpet-
ually controversial amongst scientists.

An important distinction to keep in mind is the difference
between consensus on a classification and its status as an au-

thoritative reference standard. In biodiversity science, for
example, different organizations task taxonomic experts to
develop comprehensive lists of species for use in down-
stream goals, such as assessing extinction risk, studying re-
sponses to climate change, or studying evolutionary history.
These lists are amalgamations of results from many differ-
ent research papers, which often propose and defend a
handful of new or revised species at a time. Some lists ag-
gressively adopt the latest published species under the as-
sumption that the most recent science is best, albeit with
certain exceptions, while others are more conservative and
wait for a preponderance of evidence or community sup-
port to emerge. It is moreover common for there to be mul-
tiple authoritative lists for a biological group in use and
maintained at a time which disagree on the species they rec-
ognize. There have been four major checklists for birds for
decades (Le Page et al. 2014), for example, and mammals are
currently covered by the Mammal Diversity Database, Bats
of the World, and Mammal Species of the World checklists.
The International Union for the Conservation of Nature
(IUCN) also maintains its own taxonomic list of animal,
plant, and fungi species for the purposes of assessing extinc-
tion risk in its Red List of Threatened Species. The differ-
ences between these lists demonstrate the absence of total
taxonomic consensus, but they are all recognized as valid
reference standards for research use. To the extent that con-
sensus emerges among these lists, it often arises by users
“voting with their feet,” i.e. indicating their support by us-
ing one list over the others (Sterner, Gilbert and Franz
2020). Having illustrated some of the organizational and so-
cial complexities involved in scientific classifications, we
now turn to consider the grounds on which consensus can
be treated as a desirable marker of quality in the first place.

3.0 Grounds for consensus classification

There are multiple strategies for grounding the epistemic
merit of consensus as a basis for selecting the best classifica-
tion. As Rescher points out, “It is never just consensus we
want but the right sort of consensus—that is, a consensus
produced in the right way—one that obtains for good and
cogent reasons” (Rescher 2000, 16). That people agree on
some point is not generally sufficient to justify its use, alt-
hough we note below that adopting a shared convention can
sometimes be justified on practical grounds such as effi-
ciency. We describe two important distinctions scientists
and philosophers have used to characterize “good and co-
gent reasons” for agreeing on a classification: operational
versus theoretical, and natural versus artificial (Hjorland
2020, Section 4). For a further discussion of warrants as a
basis for the selection of classificatory terms in library sci-
ence, see (Martinez-Avila and Budd 2017). We also discuss
how the entrenchment of a classification in common use
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can go either way in this respect as a good practical reason
for agreement or an obstacle to improvement.

3.1 Operational versus theoretical grounds

The first distinction is between operational versus theoreti-
cal foundations for defining consensus terms, which is also
related to historical discussion of real versus nominal kinds
(Sullivan 2017; Ludwig 2018; Sterner, Witteveen and Franz
2020; Mattu and Sullivan 2020). As we use it here, the dis-
tinction is between justifying the categories in a consensus
classification based on agreement about the correct inter-
pretation of information about the world versus the reliabil-
ity of certain procedures or sources of information about
the world.

For example, should the categories in computer ontolo-
gies classifying anatomical parts of organisms in different
species be based on evolutionary homologies or structural
similarity? The classification of the parts and properties of
organisms into anatomical categories serves to standardize
their description for use in biomedicine, evolutionary biol-
ogy, and ecology. Using evolutionary homology as a theoret-
ical basis for defining anatomical features is potentially
problematic in this regard, in that our knowledge of homol-
ogy relationships depends on our certainty about what hap-
pened deep in evolutionary history, frequently tens or hun-
dreds of millions of years ago. As a result, an anatomy ontol-
ogy whose terms always designated homologies would have
to deal with regular instability from advances in our best
knowledge about evolutionary relationships among traits
and controversies about whether some traits are indeed ho-
mologies.

Scientists developing the Hymenoptera Anatomy On-
tology (HAO), for instance, argue that “The dynamic na-
ture of homology hypotheses conflicts with the HAO’s goal
of unambiguous circumscription of anatomical concepts,
and, as such, overt reference to homology hypotheses are
avoided in constructing HAO definitions” (Seltmann et al.
2012, 79). Instead, they argue that structural equivalence,
i.e. the identical relative placement of a part in the bodies of
different species, provides a more reliable operational basis
for classification. Whether a structural basis to anatomy
provides an adequate foundation for discovering, com-
municating, and reasoning about evolutionary homologies
is contested, however (Deans, Yoder and Balhoff 2012;
Franz and Goldstein 2013).

Theory-neutrality has also been appealing for psycholo-
gists attempting to converge on an intersubjectively reliable
basis for classifying psychological disorders. The atheoreti-
cal aims of the Diagnostic and Statistical Manual of Mental
Disorders III (DSM-III) committee stand out in particular
(Cooper 2005; 2017b). “Mental health professionals oper-
ate within numerous different theoretical frameworks, and

there were fears that a D.S.M. based on any one particular
theory would alienate many practitioners. The D.S.M.-IIT
committee sought to avoid this problem by basing the
D.S.M. on no theory at all.” (Cooper 2005, 78). As a result,
the introductory text proclaimed, “The approach taken in
DSM-III is atheoretical with regard to etiology ... except for
those disorders for which this is well established ... The ma-
jor justification for the generally atheoretical approach ... is
that the inclusion of etiological theories would be an obsta-
cle to use of the manual by clinicians of varying theoretical
orientations” (as quoted in Tsou 2016, 413). This ideal was
widely criticized both in theory and in execution for partic-
ular disease definitions in DSM-III, and was abandoned in
later versions, at least as an explicit and universal principle
(Tabb 2015; Tsou 2016; Cooper 2017a). As Rachel Cooper
suggests, a more modest effort at theory-neutrality would
look for descriptive terms that are operationally reliable and
neutral with respect to many or all of the alternative theories
under consideration in the field at some time (Cooper

2005, Ch 3).
3.2 Natural versus artificial grounds

The second major distinction we will address is between
natural and artificial classifications (Miiller-Wille 2013;
Wilkins and Ebach 2013). We suggest this can be usefully
subdivided further to separate: 1) whether the categories in
a classification are meant to describe how nature is or the
way we conceptualize it (Hacking 1991; Mattu and Sullivan
2020), and 2) whether the classification is meant to be gen-
eral purpose or special purpose (e.g. Dupré 1995; Ludwig
2018). Perhaps the most common understanding of a natu-
ral classification is that it describes how nature is and (there-
fore) provides a useful basis for all purposes. Similarly, an
artificial classification is commonly understood as a de-
scription of how we conceive of nature that is suited for
some special interest we bring to the phenomena as humans
but may not accurately represent nature. Whether describ-
ing nature and providing a general-purpose classification al-
ways travel together is contested, however, and we discuss
this in more detail in the following section.

In this vein, it is also important to note that requiring
global agreement on whether classificatory theories should
represent reality or concepts presents a false choice for sci-
ence. The position that computer ontologies should de-
scribe reality, not our concepts, has been historically influ-
ential in the development of the Open Biological and Bio-
medical Ontologies Foundry (OBO Foundry), which is one
of the largest repositories and standard-setting groups for
ontologies in science (Smith et al. 2007). This view was de-
fended forcefully by philosopher Barry Smith and bioinfor-
matician Werner Ceusters in a series of papers in the early
2000s, which pointed out how existing biomedical termi-
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nologies flip-flopped between defining terms as describing
concepts or natural phenomena (Smith and Ceusters 2003;
Ceusters, Smith and Goldberg 2005; Smith 2006; Smith
and Ceusters 2006). Such inconsistencies lead to invalid se-
mantic reasoning when a higher-level category, for example,
is defined as a concept while a subcategory within it refers
to a natural process.

(As an aside, we note that in computer science and
knowledge representation, the word “ontology”, following
Husserl, has come to be dissociated from the question of ex-
istence and used in a purely formal sense (Smith 1987).
However, inversely, the study of ontologies may be consid-
ered a formal approach to the study of metaphysics or sci-
ence. An example of the former is Abstract Object Theory,
which may be seen as an extension of mathematical plato-
nism (E. Zalta 1983). An example of the latter, formal phys-
ics, is discussed in Example I of Section 6.3 below.)

Ceusters and Smith then argued that ontologies adopted
as community standards should only include categories re-
ferring to real natural phenomena. This would imply ex-
cluding categories for hypothetical phenomena not yet
demonstrated, for instance, as well as fictions, idealizations,
or groupings shown not to exist. They argued this approach
was best positioned to lead to a natural classification system
that maximized interoperability and reuse of terms across
domains. An extended debate from 2010-2013, however,
surfaced doubts about what work the idea of “real” phe-
nomena was doing for ontology design and disagreements
about how to handle uncertainty and common modeling
practices such as idealization (see Sterner, Witteveen and
Franz 2020 for historical overview and further references).
Recent research on referent tracking in clinical databases
and ecology provides a response to some of these concerns
by more explicitly handling changes in belief about the ex-
istence and properties of particular diseases or patient con-
ditions (Hogan and Ceusters 2016; Diller et al. 2020). Sep-
arately, many of Smith and Ceusters’ proposed design prin-
ciples for ontologies reflect an Aristotelian approach to met-
aphysics that is hard to reconcile with contemporary parti-
cle physics or evolutionary biology (Arp, Smith and Spear
2015), and no global fundamental ontology has emerged as
a consensus to unify existing scientific domain systems
(Biagetti 2020). In Section 5, we return to discuss positive
approaches in current information science approaches that
are able to handle conflicting semantics among co-existing
ontologies without leading to invalid conclusions.

It is also worth noting that institutional entrenchment
of a (merely) conventional classification can also ground
consensus on the basis of shared efficiencies. Perhaps the
best-known example of this outcome is the Dewey Decimal
Classification (DDC) for books. (Outside knowledge or-
ganization, one could also point to QWERTY keyboards
and continued use in some countries of the English system

of units as examples.) At the time of the DDC’s develop-
ment in the 1870s, most libraries in the U.S. used a fixed
shelving location for books based on their date of purchase
for the collection. Placing books by topic in a standard al-
phanumeric sequence therefore represented a major gain in
finding related works within a library and navigating the
holdings of unfamiliar institutions. The sequence of topics
described by the DDC, however, does not reflect a system-
atic theory of the organization of scholarly knowledge,
which has been a consistent source of criticism since its
origin. As the critic Henry Bliss experienced with his pro-
posed alternative, once a system becomes widely adopted it
takes tremendous organizational power and effort to
change, and this barrier can simply overwhelm the virtues of
any competitors (Garfield 1974).

4,0 Pluralism and classification

Substantial disagreement remains about whether and why
we should expect a single best consensus classification to ex-
ist for any domain of science (Hjorland 2017, Section 4). In
the natural sciences, if anywhere, one might expect we
should be able to set aside our human differences of opin-
ions and values to converge on a single way of representing
the world. On the other hand, one might think nature ex-
ceeds our ready grasp in this fashion, or may be less defini-
tive in its answers to our questions than hoped. This latter
view suggests that, “if the multitude assent and applaud,
men ought immediately to examine themselves as to what
blunder or fault they may have committed” (as quoted in
Rescher 2000, 29; original saying from Phocion, adapted by
Francis Bacon, Novum Organon 1.77). Having set out an
array of cogent reasons for consensus in the prior section,
we now turn to consider in principle and in practice argu-
ments about what conclusions we can draw from them. For
further discussion of whether such arguments for pluralism
lead us to a radical position of permitting any way of classi-
fying things as legitimate, see Slater (2017) and Conix
(2019).

4.1 In-principle arguments

How might aiming for a natural classification grounded in
scientific theory fall short of achieving consensus? A basic
commitment at issue here is whether converging on a com-
prehensive set of truths a phenomenon entails converging
on a single representation encapsulating those truths, e.g. a
scientific theory. A major contribution of recent philoso-
phy of science in this respect has been to articulate and clar-
ify arguments for pluralism in metaphysics. This literature
is often overlooked in discussions about designing com-
puter ontologies, and so represents a valuable and unex-
plored area of interaction. This gap is especially evident in
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work on ontological realism approach, which does not
acknowledge or engage with established literature on plural-
ist metaphysics, for example in relation to biological species
(c.f. Arp, Smith and Spear 2015).

One influential argument for pluralist metaphysics is
premised on the claim that nature is too complex to be cap-
tured within any single model or theory that we can derive.
(An example of a different starting premise would be that
some natural phenomena are fundamentally indeterminate,
e.g. lacking precise boundaries (Keil, Keuck and Hauswald
2017). Sandra Mitchell, for example, has shown how differ-
ent explanatory factors social insect behavior are captured
by multiple models that can’t be unified because their indi-
vidual epistemic contributions depend on idealizing the
phenomenon in incompatible ways (Mitchell 2003; 2009).
Margaret Morrison has made a similar point about the fam-
ily of models physicists use to understand the behavior of
atomic nuclei in different experimental settings (Morrison
2011). For related critiques of essentialism. the idea that nat-
ural phenomena can be classified by unchanging and uni-
versal necessary and sufficient conditions, see Dupré (1995)
and Binney (2015). Also, recent work on perspectival real-
ism (Cretu and Massimi 2020) will be of special interest for
those wanting to maintain a realist stance while accommo-
dating metaphysical pluralism.

What about a natural classification grounded on reliable
operational methods? In response, a second line of argu-
ment for classificatory pluralism starts from the diversity of
scientific questions or ways of investigating nature and
shows that no single way of classifying nature is universally
optimal. This argument is often presented in a way that also
invokes the idea that nature’s complexity overflows the ex-
pressive capacity of our representations. This is classically il-
lustrated by the debate over how to define species, where
prioritizing reproductive isolation, evolutionary history,
and ecology can lead to irreconcilable species classifications
(Ereshefsky 1992). It has also been argued to apply even to
the periodic table as a classification of the elements, where
the point of contention is not the list of elements per se, but
whether there is a single objective basis for grouping them
according to similarities in their various properties (Scerri
2006, 288).

There is also a more direct path to classificatory plural-
ism from the diversity of scientific goals, which does not in-
voke any special claims about complexity. As philosopher
David Danks argues, “ontological pluralism can arise simply
from our inability to directly observe the world’s ‘true’ on-
tological structure, combined with our multiple mathemat-
ical criteria for when we ‘understand the world.”” (Danks
2015, 3603). For instance, we might grant that science pur-
sues a single overarching goal, to “understand the world”.
Nonetheless, we are unable to directly observe how well we
are doing on that goal, as we lack the ability to simply look

and see how our beliefs compare to the ontology of the
world. Instead, we have multiple indirect ways of evaluating
this aim, e.g. in terms of how well we do at prediction and
explanation. In principle, these indirect evaluations could
cohere and lead us to a single true ontology, but in fact they
sometimes diverge for deep and persistent (e.g. mathemati-
cal) reasons.

4.2 In-practice arguments

The arguments for classificatory pluralism we have surveyed
so far fall short of clinching the generalized conclusion that
communities will have better outcomes if they maintain
multiple concurrent classification systems. Pluralism is not
a panacea in this respect, and as a general approach it poses
important trade-offs or dangers in its own right. In-princi-
ple arguments for the legitimacy of a pluralistic stance may
be overridden by major costs that accrue in putting this into
practice, including fragmentation of knowledge under dif-
ferent classifications, lower economies of scale, and new
barriers to translation or synthesis (Bowker and Star 1999;
Bowker 2000; Leonelli 2016; Sullivan 2017). Pragmatics
about the cognitive, social, and infrastructural capacities of
a community enter into the picture here as an additional
layer affecting outcomes (Cooper 2005; Sterner and Franz
2017; Sterner, Gilbert and Franz 2020). The broad-minded
virtue of being a pluralist can thus become a vice without a
calibrated sense of where to draw the limits: “the greatest
danger of pluralism is that it provides no means or even mo-
tivation for reducing conceptual luxuriance” (Hull 1987,
178).

Reflecting the importance of situated pragmatics, histor-
ical and social science studies of classifications support a
contextual approach to assessing the merits of adopting and
maintaining a consensus classification. In some circum-
stances, pluralism can generate obstacles to adoption or dis-
tract from high-value use cases. This has arguably been the
case for anatomical terminology in many areas of systematic
biology, where many scientists have maintained idiosyn-
cratic language and definitions (Deans, Yoder and Balhoff
2012). Too much disconnected variation has substantially
hampered efforts to digitize knowledge about species’ traits
and make the most of new computational reasoning tools
and measurement technologies. It is also possible for pro-
jects to invest too much up front in supporting pluralistic
approaches when this does notlead to short-term growth in
users or funding. For instance, both The Arabidopsis Infor-
mation Resource (TAIR) and the NIH cancer informatics
project, caBIG, initially defined a broad set of ambitions to
handle many types and formats of biological data (Leonelli
2013b). After receiving about $350 million in funding,
caBIG was eventually shut down after having invested too
much money in generating an inclusive suite of software
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products that frequently demanded high-levels of technical
sophistication and local support for cancer research centers
to adopt. TAIR eventually restricted its focus to a narrower
set of data and a single species that constituted the domi-
nant service value it provided to the community, but which
kept it from pursuing emerging new research areas in plant
biology.

Many people also place high value on following a shared,
authoritative standard for classifying phenomena. It is un-
deniably simpler in certain respects if everyone agrees to fol-
low the same standard, although only if that standard does
not overload some users with high customization or worka-
round costs in their local settings. In the history of astron-
omy, for example, the Draper (a.k.a. Harvard) Classification
for stars held considerable attraction as a consensus stand-
ard for the international community in part because the
number of stars classified under it far exceeded any other
option (DeVorkin 1981; Dick 2013). Its formal adoption by
the International Union for Cooperation in Solar Research
in 1910, however, did not signal consensus on the underly-
ing temporal dynamics (“evolution”) of stars. The classifi-
cation held operational rather than theoretical value in this
respect, reflecting the scientific community’s increasing in-
terest in research projects that only worked with interna-
tional support.

The Draper Classification as adopted also did not repre-
sent the best system in all respects, as shown by subsequent
modifications that merged in desirable features from com-
petitors (DeVorkin 1981, 49). In sum (DeVorkin 1981, 48):

Almost all astronomers nevertheless agreed that one
classification was needed, whatever might be the
course of stellar evolution, and that the classification
to choose was Pickering’s. That his Draper classifica-
tion was the one adopted, when it was becoming
quite clear that it did not provide an unambiguous
classification of giant and dwarf stars, was the result
of several other factors: the vast bulk of the stars clas-
sified in the system; the complexity of the system-in-
termediate between the simplest systems (Secchi and
Vogel) and the most involved systems (Maury, Lock-
yer); the apparent neutrality of the system regarding
one or another scheme of stellar evolution; the physi-
cal significance of the system as a temperature se-
quence; the circumstances affording Pickering a ma-
jor role in the development of the consensus itself.

Scientists have also argued for the pragmatic value of a sin-
gle, authoritative classification in the domains of psychol-
ogy and biological systematics (Garnett and Christidis
2017; Poland and Tekin 2017). Nonetheless, the pursuit of
a consensus classification has the downside of eliminating
the linguistic resources necessary to express valuable dissent.

The virtues of standardization are context-sensitive in this
regard, and when implemented under inapt conditions can
lead to the exclusion, conflation, or erasure of local variation
needed for successful collective action.

Increasing recognition of the value of Traditional Eco-
logical Knowledge (TEK) to inform conservation and sus-
tainability efforts provides a useful example (Tengd et al.
2017; Ludwig 2018; Weiskopf 2020; Yeboah et al. 2020).
Even as Western researchers have been involved in creating
the conditions that made climate change and global biodi-
versity possible, they have also often downgraded the valid-
ity of non-academic knowledge acquired by indigenous
peoples, who have proven to be some of the most effective
stewards of nature worldwide (Garnett et al. 2018; Ludwig
and El-Hani 2020). The pursuit of a “unified” system of sci-
entific classification for biodiversity and ecology can prove
to be epistemically harmful if the very premises on which
such a system would be acceptable make it impossible to in-
clude other valuable ways of knowing. Similarly, consensus
as an ideal may also have negative moral and political conse-
quences when standardizing the use of certain categories en-
tails the abandonment or rejection of independently valua-
ble alternatives. Biological systematics has a long history of
colonialist erasure (and exploitation) of Indigenous lan-
guage, place names, and knowledge in this respect, although
some recent efforts are exploring how to engage in indige-
nous-oriented research (Walter et al. 2020; McAllister et al.
2020). It s critical to recognize that the goal of making local
circumstances globally intelligible, e.g. for conservation and
biodiversity monitoring, can in fact enable the exploitation
and decline that making such portable knowledge is meant
to prevent (Rye and Kurniawan 2017; Fraser 2019; Chase,
Chase and Chase 2020; Rubis and Theriault 2020).

Another source of difficulties for consensus classifica-
tion comes from how the implementation of standardized
categories can strengthen and entrench obstacles to possible
lines of inquiry. Sociologist Geoffrey Bowker made this
point forcefully for biodiversity as a sort of Matthew effect
(the rich tend to get richer and the poor poorer) for what we
name, catalogue, and measure in the living world. “If certain
kinds of entities and certain kinds of context are being ex-
cluded from entering into the databases we are creating, and
those entities and contexts share the feature that they are
singular in space and time, then we are producing a set of
models of the world which, despite its frequent historicity,
is constraining us generally to converge on descriptions of
the world in terms of repeatable entities: not because the
world is so, but because this is the nature of our data struc-
tures” (Bowker 2000, 655). More recently, Franz and
Sterner have argued that aggregating biodiversity data using
an imputed, global taxonomy has multiple downsides for
community, including lower trust and engagement in data
portals, increased barriers to recognition for dissenting tax-
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onomic viewpoints, and reduced data quality (Franz and
Sterner 2018; Sterner, Gilbert and Franz 2020).

A different example of consensus-seeking classification
leading to unwanted and entrenched side effects can be
found in the DSM and its effects on psychiatric research.
Some authors have suggested that the standardized criteria
for psychological disorders are not in fact primarily used by
practicing clinicians, who typically consult the precise diag-
nostic criteria only for unfamiliar cases (Phillips et al. 2012).
Instead, students use the DSM as part of their formal train-
ing, and researchers use it most essentially to address the op-
erational need for uniform study populations. Given the
non-mechanistic and fuzzy character of many diagnostic
definitions, it is then “an ironic side effect of the diagnostic
criteria that they may impede research by confining research
efforts to criteria-determined questions” (Phillips et al.
2012, 2). The limitations of the DSM for research use have
in fact led to a complementary, though also contested, sys-
tem called the Research Domain Criteria (RDoC), intro-
duced by the National Institute of Mental Health (Poland
and Tekin 2017).

Finally, ontologies and databases in cognitive neurosci-
ence, such as BrainMap and Neurosynth, have arguably
helped to stratify terminologies without aligning concepts
(Sullivan 2017). As a result, meta-analyses based on litera-
ture linked to labels in ontologies can yield spurious results,
when those labels abstract away from conceptual disagree-
ments and differences in experimental paradigms and pro-
tocols used in the generation of the relevant datasets. Ontol-
ogies in cognitive neuroscience thus not only “run afoul of
the realist aim” to which they aspire, but they put it further
out of reach by burying references to conceptual differences
that would need to be resolved for realism to be obtained
(Sullivan 2017, 134).

5.0 Coordinative consensus

As has been recognized in the political science and philoso-
phy literature (Rescher 2006; Niemeyer and Dryzek 2007;
Golding 2013; Muldoon 2016), consensus is possible on
different orders of abstraction. As we described in Section
3, first-order consensus about a classification consists of
everyone agreeing to use the same categories. Second-order
consensus, by contrast, consists of everyone agreeing about
how to disagree about the choice of categories while main-
taining certain collective abilities, such as being able to ex-
change information despite conflicting classifications.
Rescher again states the point nicely: “What is crucial for
your ability to communicate with me—-to convey to me in-
formation about your beliefs, plans, or values—is not that we
have a commonality of beliefs or ideas, and so stand in a con-
sensus of some sort, but something quite different. It pivots
on the recipient’s capacity to interprer—to make good infer-

ential sense of the meanings that the declarer is able to send.
In the final analysis the matter is not one of an agreement
between parties but of a co-ordination between them on the
basis of a recipient’s unilateral capacity effectively (success-
fully) to interpret the substantive” (Rescher 2000, 148).

Coordinated action nonetheless does require some
amount of agreement on the matter of how to get things
done (Star and Griesemer 1989, Gerson 2008). Getting
things done together despite substantial differences in be-
liefs and concepts therefore represents a non-trivial con-
straint on the scope of pluralism that can be sustained in
practical situations of limited resources and motivations.
Several authors in philosophy of science have begun to ex-
plore the implications of this point (Sullivan 2017;
Weiskopf 2020; Ludwig and El-Hani 2020; Sterner, Wittev-
een and Franz 2020), and it is an established topic of re-
search in the social sciences (see, for example, the journal
Computer-Supported Cooperative Waork). Coordination
without universally shared classifications is also closely re-
lated to the idea of interoperability in data science (Zeng
2019, Section 5.3).

One important distinguishing feature of coordination as
a second-order endeavor is that it can remain shallow and
partial rather than entailing convergence and unification in
the long run (Weiskopf 2020). In other words, a group of
people may maintain the ability to talk and act together de-
spite persistent disagreements on language as a “steady state”
under certain circumstances. Persistent coordinative plural-
ism in this form may be desirable in at least two contexts:
first, where joint communication and reasoning are desirable
but stronger forms of integration or unification are not cur-
rently possible; and second, where developing forms of inte-
gration or unification are not desirable in themselves. Philos-
opher David Weiskopf argues this latter case may be com-
mon for interactions between Indigenous Peoples and their
ways of knowing with Western scientific communities and
ways of knowing. “The model of knowledge integration is
one on which both bodies of knowledge come together into
a single overarching whole that nevertheless, in practice, of-
ten ends up being dominated by the most politically and eco-
nomically powerful party” (Weiskopf 2020, 9). In contrast,
the coordinative approach he advocates “replaces this model
with one in which both bodies briefly come into contact and
separate, each having been changed but neither having been
subsumed. This approach promises a more accurate repre-
sentation of traditional knowledge and of the ways that
asymmetrically positioned communities negotiate these ex-
changes” (Weiskopf 2020, 9).

Reaping the benefits of coordination generally takes
substantial investment in dialogue and articulating new
ideas or practices; simply putting existing terminologies,
data, or other resources in one place is insufficient (Sullivan
2017; Weiskopf 2020; Sterner, Witteveen and Franz 2020).
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Indeed, computer scientists and industry researchers have
devoted massive efforts toward automating data integration
in large-scale repositories of information called “data lakes,”
but the resulting computational methods are typically de-
signed to serve the aims of one organization rather than es-
tablish consensus of either form in the community at large.
In contrast, the Cognitive Atlas project in cognitive science
allows experts “to identify and document when they agree
or disagree about (a) how a term designating a construct is
defined and (b) the asserted relationships between different
constructs” (Sullivan 2017, 135). As Sullivan observes, these
features provide means for identifying conceptual and
methodological differences, but not for resolving them by
integration. In a related spirit, the Digital Archaeological
Repository (tDAR) allows users to specify and align exter-
nal ontologies with the repository’s internal ontology re-
sources in order to carry out reproducible and automated
data integration (McManamon et al. 2017; Altschul et al.
2017; 2018).

Sterner, Witteveen and Franz (2020) identify general
conditions for when the conditions of coordination are suf-
ficiently regular and recurring to merit formalization in
their own right. In contrast to approaches based on the use
of consensus definitions for classificatory terms, they intro-
duce a “Coordinative Consensus Principle (CCP): the de-
sign of a formal classificatory system for expressing a body
of data should be grounded in a consensus standard for co-
ordinating the application of names of classified entities,
even if the meanings and extensions of those names haven’t
been settled” (Sterner, Witteveen and Franz 2020, 8). They
illustrate how this principle operates in biological taxon-
omy, where a many-to-many relationship generally holds be-
tween taxonomic names and their meanings. Despite this
linguistic complexity, systematists are able to agree about
correct or incorrect applications of a name according to a
usage specified in a particular taxonomic treatment. Such
agreement on the correct application of a name in the face
of disagreement about its proper meaning is possible be-
cause systematists generally follow nomenclatural rules that
fix the theoretical referent of a name using a designated type
(e.g. a type specimen), and they additionally provide opera-
tional circumscriptions for the referent, i.e. hypotheses that
describe which organisms should be classified under the
name. This approach makes it possible for experts to share
and receive information from incompatible sources because
they can interpret how the source’s meaning differs from
their own preferred view.

A variety of computational approaches are emerging for
characterizing the second-order information required to
maintain communication and reasoning among a commu-
nity despite persistent variation in terms and meanings. In
the context of biomedical ontologies, for example, research-
ers have investigated how different semantic relationships

can help document changes across versions (Mungall 2019),
and even automatically propagate changes in definition us-
ing logic reasoning (Grof3, Pruski and Rahm 2016). In bio-
diversity data science, a more promising approach has been
to sidestep reliance on explicit theoretical definitions for
terms, which are largely absent in machine-readable form,
and instead characterize semantic relationships using logical
vocabulary from Region Connection Calculus (Franz and
Peet 2009; Franz et al. 2015; 2016; Sen et al. 2020). Similar
issues arise in Geographic Information System (GIS) re-
search, where machine learning methods are often essential
to operationalize theoretical concepts but then introduce
new complications for documenting, versioning, and align-
ing differences in classifications across users and time
(Gupta and Gahegan 2020).

In circumstances where precise alignments are needed,
coordinative consensus presupposes rather than replaces the
work of transdisciplinary inquiry that generates new inte-
gration among alternative disciplinary or social worldviews.
Extensive research in history and philosophy of science has
shown that scientific discovery often proceeds through an-
alogical or metaphorical reasoning (Gibbs Jr. 2008; Nerses-
sian 2010). Novel or newly associated categories across so-
cial worlds acquire stable formal characteristics as they be-
come important to carrying out and managing routine
shared activities. There is now an established trading zone
for standardized lists of biological species linking basic re-
search in systematics to applied uses in conservation, for ex-
ample, but major disagreements remain about whether sub-
stantive or coordinative consensus provides the best
grounds for meeting the aims of both fields (Franz et al.
2020; Garnett et al. 2020). Coordinative consensus then be-
comes of practical value when actors maintain fairly stable
different ways of talking about the same things and they
find their activities depend on reliably understanding what
the others are saying or doing.

6.0 Knowledge representation and organization in Al

For centuries, scholars have speculated that what we are call-
ing coordinative consensus may be more readily achieved, and
perhaps even be predicated upon, the help of mathematical
reasoning, and that it may be further catalyzed by a computa-
tional mechanism. Instead of relying on the “recipient’s uni-
lateral capacity eftectively (successfully) to interpret the sub-
stantive”, one may therefore pin one’s hopes instead on the
ability of both transmitter and recipient to compose in, and
interpret, a common mathematical language. As early as the
17th century, Gottfried Wilhelm Leibniz imagined a lan-
guage able to express accurately and unambiguously any
thought conceivable to the human mind (Smith 1992), such
as an individual’s beliefs, plans, or values. Once so expressed,
however, one person’s thoughts may still be beyond the capa-

- am 24.01.2026, 08:27:02.


https://doi.org/10.5771/0943-7444-2022-4-236
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Knowl. Org. 49(2022)No.4

B. Sterner, A. Sen, J. Witteveen. Consensus and Scientific Classification

247

bilities of any or all other humans to interpret. The intended
recipients, for instance may be unable to infer how exactly the
communicated sentence in this language relates to their own
beliefs, plans, and values. Leibniz had a plan for this: the in-
vention of a set of mathematical rules for manipulating sen-
tences, and also, the invention of a mathematical procedure
for applying the rules to these sentences, to determine their
truth, or falsechood, or inferential relationship. In light of all
this mechanism, a disagreement between any number of hu-
mans on any matter may be resolved, so Leibniz hoped, by the
rote application of his procedure to the statements: a matter
of calculation, not rhetoric.

Here we encounter the first of the two challenges we will
address in this section: how does one achieve consensus
about the language in which coordinative consensus is to be
achieved? Within this first challenge, there are two issues to
consider: representation and computation. The quest for a
language able to represent “any thought conceivable by the
human mind” has proven elusive, but our language must al-
low the representation of the essential subject-matter of the
disagreement at hand. Secondly, the language should ideally
be such that the inferential consequentiality of a statement
in the language from a set of other statements in the lan-
guage should be feasible to establish computationally. (We
leave aside the issue of whether such a computation may be
performed efficiently, and restrict ourselves merely to the
question of whether it may be performed at all, or not.)

The second challenge appears once the first has been ad-
dressed. Given a language, are there shared representational
structures, expressible in that language, upon which both
the communicator and the interpreter may agree? If so,
what are they? It is common in certain areas of the Al liter-
ature to use the word “ontology” to denote these structures.
This emphasizes that the sender and receiver may agree
upon some shared understanding of reality or concepts de-
scribing a specific domain, in order to more effectively rep-
resent and interpret thoughts in the shared language. There
are several questions we may ask here. Firstly, why are shared
representational structures necessary? We must respond to
the notion that automated approaches to knowledge organ-
ization eliminate the need for social and computational pro-
cesses of deliberation and agreement about these structures.
Further, what shared representational structures may even
parties in disagreement agree upon? Do they exist? Is there
one or many kinds of such structure?

The language Leibniz envisioned, the characteristica uni-
versalis (universal characteristic), and the rules that rational
argumentation in it was to obey, the calculus ratiocinator,
foreshadowed the 19th century development of mathemat-
ical logic. The rote mathematical procedure Leibniz envi-
sioned for applying this language (and its rules of argumen-
tation) to reason in turn foreshadowed the early 20th cen-
tury notion of computation. Leibniz’s subsequent idea,

which may have been exactly the point of the previous ones,
of using a machine, such as his own “Stepped Reckoner”, to
execute this procedure, then foreshadowed the mid-20th
century birth of the field of Al (Leibniz did not require or
expect that this machine, a mere computational device, have
any real understanding of human thought processes, let
alone have any thought processes, in the human sense, of its
own. He therefore avoids from the onset any concerns over
whether machines can exhibit “real” intelligence in some
sense; in modern terms, he envisions a “weak” and not a
“strong” AI (Strickland 2014). (See also Searle’s “Chinese
Room” Argument in Searle (2006).)

The construction of this language, procedure, and ma-
chine, was easier said than done, and Leibniz eventually ad-
mitted failure (Leibniz, Electress of Hanover and Charlotte
2011). Three and a half centuries later, a truly characteristica
universalis has yet to be successfully designed. However,
there now exists a selection of mathematical languages and
corresponding inference calculi, i.e., mathematical logzcs, ca-
pable of representing and reasoning over a wide variety of
human thoughts (Kutz et al. 2010). For many of these, there
also now exists a computational method for determining de-
ductive entailment of its sentences, in modern terms a deci-
sion procedure (Boolos, Burgess and Jeffrey 2002). And
perhaps most impressively of all, there exists a machine, the
Turing Machine, able to execute any such computation
(Petzold 2008). Indeed, we use the phrase “computational
method” to refer to a method computable by a Turing Ma-
chine. This assumption, known as the Church-Turing the-
sis, is widely thought to be very astute, and a practicable de-
vice in violation of it is yet to be discovered or engineered,
and not for lack of trying (Copeland 2017).

The rest of this section is segmented into four sub-sec-
tions, the first two corresponding to the two challenges out-
lined above. The first subsection addresses representation
and computation, i.e., consensus about language. The sec-
ond sub-section takes up consensus about ontology. The
third sub-section comprises of three examples of consensus
about both language and ontology. Finally, in the fourth
subsection, we discuss the question of whether consensus
about the organization of knowledge is even necessary.

6.1 Consensus about mathematical language and logic

We have identified two criteria for choosing the logical lan-
guage in which consensus is to be achieved:

1. The language must allow the representation of the essen-
tial subject-matter of the disagreement at hand.

2. The language should be such that the inferential conse-
quentiality of a statement in the language from a set of
other statements in the language should be feasible to es-
tablish computationally.
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It is well known that, unfortunately, these two criteria are
often at odds with each other: highly expressive languages
are often such that the second criterion is not met (Levesque
1986). Such languages are commonly termed “undecida-
ble.” Another category of languages is “semi-decidable,”
which is to say that, given enough computational resources,
it is possible to determine inferential consequentiality if it
holds, but the lack of inferential consequentiality may not
be determinable (Boolos, Burgess and Jeftrey 2002). Com-
putable languages, moreover, often do not satisfy the first
criterion (Levesque 1986). In addition to this matter, there
is the consideration of computational complexity, which
dictates how efficiently this computational procedure may
be performed, which generally exhibits exactly the same
trade-off between expressibility and practicality (Arora and
Barak 2009). There is great interest, therefore, in identifying
“minimally expressive” languages, i.c., languages barely ex-
pressive enough to be sufficient, while retaining therefore
the most favorable computability and complexity properties
possible under the circumstances (Baader, Horrocks and
Sattler 2004).

For example, the language of propositional logic is
known to be decidable, whereas the language of classical
first-order logic is known to be only semi-decidable (Boolos,
Burgess and Jeffrey 2002). Various logics known collectively
as description logics have been designed to be minimally ex-
pressive Ianguages for various practical representational
problems, and compared to the former two logics, are inter-
mediate in their expressiveness (Baader, Horrocks and Sat-
tler 2004). The kinds of statements representable in all of
these logics have been studied in depth by computer scien-
tists, and will not be discussed here.

We now look at an example of representation and onto-
logical pluralism in a domain close to Leibniz’s heart, and
indeed one of the primary motivations for his characteris-
tica: the scientia universalis, or universal language for the
laws of physics. The proper language for representing scien-
tific theories has been debated since the early days of ana-
lytic philosophy. The logical positivists, such as the mem-
bers of the so-called Vienna Circle, propounded their axio-
matization in (mostly) classical logic (Uebel 2020). The
problem of axiomatizing Einstein's formulation of his the-
ory of relativity, for instance, was taken up first by philoso-
pher Hans Reichenbach (Reichenbach 2006). A more re-
centapproach taken by “the Hungarian group” (Hajnal An-
dréka, Istvin Németi, Gergely Székely and Judit Madardsz,
all affiliated with the Alfréd Rényi Institute of Mathemat-
ics) seeks to axiomatize Einstein’s special and general theo-
ries of relativity in first-order logic with identity, and deduce
well-known results as theorems of the axioms.

Michéle Friend has pointed out (Friend 2015) a plural-
ism inherent in the Hungarian group’s approach: the axi-
oms are fallible, and not considered laws of physics. Consen-

sus on the axiom system is achieved by considering its de-
ductive closure, i.e., how well it predicts observations and
known physical laws. An axiom may be considered falsified
if its addition to an ostensibly sound existing axiom system
results in the prediction of an untruth. The axiom system is
not unique (hence the pluralism), and many different for-
mulations are possible for the same physical theory. Indeed,
comparing the deductive closures of multiple axiom systems
is an important part of choosing one.

The question of theory representation language is also
relevant when Al techniques are employed to induce these
theories from relevant data: an inductive paradigm of com-
putational scientific discovery. For example, using inductive
logic programming we may choose to induce theories in ei-
ther first or second-order logic, and this choice has signifi-
cant impact on both the quality and readability/under-
standability of the induced theory.

6.2 Consensus about domain-independent ontology

In this section we focus specifically on domain-independ-
ent, also known as upper-level, ontologies in the Al litera-
ture. In contrast, earlier sections primarily addressed do-
main-specific ontologies, which are also relevant to the
problem of consensus in an analogous manner. Recall that
common aims of an upper-level ontologies are to support
semantic interoperability across domains and represent
consensus categories across viewpoints.

In the Al literature, several ontologies such as SUMO
and Upper Cyc have been proposed, typically expressed or
expressible in the OWL description logic (Matuszek et al.
2006; Niles and Pease 2001). Also common are ontological
frameworks that address specific challenges of representa-
bility. We turn to two such examples. What is important in
them is that consensus about the representational structures
is independent of consensus about the facts they represent;
yet, itis this shared structural conceptualization that enables
these facts to be effectively represented, i.e., representational
consensus in some form was zecessary to reason in the exam-
ple domains.

The first example considers the event calculus, which
may be used to effectively model time and change. The no-
torious frame problem in Al (Dennett 1984) arises from the
monotonicity of classical logic, and deals with the problem
of describing the non-effects of actions over time without
having to enumerate them. This is therefore a case of repre-
sentability where the above logics are not sufficient, and we
must turn to a “non-classical” logic. (These are also some-
times called philosophical logics, as opposed to mathemati-
cal logics, since the mathematical properties of the non-clas-
sical logics are not nearly as well developed.)

Cognitive systems in Al have the ability to represent
statements about the mental states of human or artificial
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agents. Mental states such as belief, intention, knowledge
and so on, are representable in epistemic logics, most of
which are also modal logics (Rendsvig and Symons 2019).
Cognitive Al systems thus aim to account for human
thought processes, which, as we have stated previously, are
representable in epistemic logics, most of which are also
modal logics. An additional concern is ethics; ethical con-
cepts are representable in deontic modal logics. Many Al
systems need to reason about time, change, and action, and
there is a long history of Al engineering to develop ontolo-
gies for this purpose (Mueller 2014). The event calculus
takes the approach of axiomatizing this domain and reifying
fluents (a condition which can change over time), and has
been employed by many Al systems, including the original
Jeopardy! playing IBM Watson. Tentacular Al envisions a
multi-agent architecture where agents reason computation-
ally in DCEC?, an epistemic deontic modal logic with the
event calculus, using ShadowProver, a natural-deduction
automated theorem prover (Bringsjord et al. 2018). This ap-
proach has been applied to problems arising in smart city
design and value ethics.

The second example considers the case of qualitative rea-
soning, which may be used to robustly model uncertain sys-
tems. In classical logic, a proposition is either true (valid) or
false (invalid): it cannot be uncertain. In many-valued logics
there are more truth values. For example, in Kleene logics a
proposition may (additionally) be unknown. This is difter-
ent from being able to represent the degree of certainty to
which the truth or falsity, or for that matter, the degree of
the state of being unknown, is known i.e. representing un-
certainty or vagueness in the extension and nature of refer-
ents. Probabilistic logics incorporate a measure of uncer-
tainty, but they are not the only means to do so.

Qualitative reasoning is an ontological framework for
representing quantities that are only qualitatively known,
thereby providing an alternative to estimating numerical
probabilities for representing uncertainty in Al systems
(Forbus 1997). Consensus about such an ontology might
consist of consensus about symbolic or subjective probabil-
ities, such as degrees of belief. This approach has been used
to achieve consensus on the resolution of well-known para-
doxes of rationality such as the lottery paradox. Another ex-
ample is qualitative spatial reasoning, i.e., reasoning about
spatial relationships that are only qualitatively known. Rea-
soning with qualitative spatial calculi has been employed in
applications as diverse as reasoning about geo-spatial entities
and about biological taxonomies (Franz et al. 2016; Cheng
and Ludischer 2019).

6.3 Can Al replace the need for consensus?

Having reviewed some of the increasingly sophisticated ways
that AT aspires to Leibniz’s dream of a universal language for

communication and reasoning, one might reasonably won-
der whether Al could in fact eliminate the need for consensus
in scientific classification. In brief: is the problem of figuring
out how to share classifications just for humans, or comput-
ers, too? We close with some reflections on this question and
use it to highlight the importance of human-computer inter-
action in the future of classification as part of the scientific
process. In his article “Is classification necessary after
Google?”, Birger Hjerland (Hjerland 2012) considers the
question of whether the activity of classification is even
worth the effort, given the existence of search engines such as
Google, which “students use far more than they use library
catalogs in order to find what they need.” As Hjorland points
out, this is a question of whether computer algorithms are
able to do a “100% satisfactory job” at the task of information
retrieval, without the need for classification.

The general problem of information retrieval is to iden-
tify a subset of information which is relevant for an infor-
mation need within a large amount of knowledge. What
counts as relevant is of course highly situational, reflecting
the urgency, rigor, and evaluative criteria of what the user is
trying to do as well as their background knowledge and ex-
pertise. Similarly, the best method for extracting relevant re-
sults will also depend on the features of the pooled infor-
mation and processing resources available; one can look, for
example, to the challenges that volume, variety, and velocity
pose for big data analysis (Kitchin 2014). As Hjerland
points out, even in human classification, criteria are often
an empirical and subjective matter.

From this perspective, information retrieval is an Al-com-
plete problem, which among other skills, requires com-
monsense knowledge and cognitive computation to attempt
to solve. It has been extensively argued that knowledge organ-
ization is necessary for general artificial intelligence, although
it remains a controversial issue (Marcus and Davis 2019). This
is not to mention that the problems of computer vision and
natural language understanding, both arguably Al-complete
tasks, may be viewed as subsets of the IR problem.

Nonetheless, sufficient regularities exist in these contex-
tual aspects of information retrieval that pragmatically sat-
isfactory solutions are common. From a sociological per-
spective, this is no accident: in addition to investing great
efforts into constructing our concepts and environments so
as to make our aims achievable, we are also regularized by
our cultures and the physical environments. People moreo-
ver often revise the scope and content of their aims to match
what’s possible. Computational agents are not so different
from humans in being bound by these social and environ-
mental incentives and constraints, although humans and
computational agents frequently differ on which are most
important (Sterner and Franz 2017). In this respect, the
process of seeking consensus on classification can be viewed
as making explicit and formalizing shared infrastructure
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that enables individual and collective action among both
humans and computers (Wilkinson et al. 2016).

One remaining and important distinction to make is
then between knowledge organized by humans versus ma-
chines, i.e. by machine learning. This is common in infor-
mation retrieval systems: the Google search engine, for ex-
ample, relies on the Google Knowledge Graph, which has
been learnt from “crawling” the web. The creation of this
knowledge graph certainly involves the classification of
knowledge into categories and instances, though by an algo-
rithm and not a human. In this respect, it may only be pos-
sible to answer questions such as Hjerland’s “How do we
decide the criteria for assigning document A to class X?”
only at the meta-level of the training of a machine learning
algorithm; that is to say, “whatever criteria has been deter-
mined by such-and-such algorithm”.

To sum up, then, we agree with Hjerland that classifica-
tion remains necessary for information retrieval, but its impli-
cations for consensus are less clear. If one accepts the necessity
of knowledge organization for artificial general intelligence,
the conclusion that it is necessary for information retrieval is
inescapable. Consensus in an Al-driven context, however,
probably won’t take the form of agreeing on a shared classifi-
cation, per se, but rather agreeing on using the output of an
algorithm and the language in which that output s expressed.
One might call this a procedural rather than substantive con-
sensus classification, since the computationally produced on-
tological structure itself can be highly pluralistic, and may or
may not be human-understandable. Such a procedural con-
text poses novel challenges for consensus at both firstand sec-
ond orders as we’ve discussed here.

7.0 Conclusion

‘We have distinguished two types of consensus related to sci-
entific classifications: consensus on the classificatory cate-
gories for a research domain versus consensus on how to
represent the conflicts between alternative classifications
for a domain. We labeled these types consensus classifica-
tion and coordinative consensus, respectively. We then sum-
marized a series of arguments against the assumption that
consensus classification is achievable or desirable for the
aims of science, drawing on both philosophical and empiri-
cal studies in the literature. This motivated a deeper investi-
gation of coordinative consensus, which preserves a com-
munity’s ability to communicate and advance shared in-
quiry despite potentially fundamental disagreements. We
presented examples of scientific communities exploring
pluralistic classification practices and then reviewed rele-
vant approaches from knowledge representation and Al
that enable communication without presupposing first-or-
der agreement on how information should be presented and
interpreted.

Our approach has been to examine how consensus fig-
ures in the background assumptions of the aims and devel-
opment of scientific classifications. One common assump-
tion about science, for example, holds that it will eventually
uncover a single true or at least most empirically adequate
representation of nature. Additionally, the evidence sup-
porting this best representation would be sufficiently
strong to create consensus among researchers, including
consensus on scientific classifications as a corollary. How-
ever, the examples of scientific practice and in-principle ar-
guments we surveyed raise serious doubts about this as-
sumption as a universal guide to either current research to-
day and its ultimate future outcome.

In response, we suggest adopting a deliberative stance to-
ward the driving question we posed in the introduction:
“What sort of consensus, if any, is the best basis for com-
municating and reasoning with scientific classifications in a
domain?” In any real situation, there are almost certainly
some terms on which researchers working in a domain can
agree, but there will also be others that resist incorporation
into a consensus classification. The reasons for this may be
heterogeneous, as suggested by the arguments for pluralism
we surveyed above, but making a choice about what to do
with the categories that escape first-order consensus is una-
voidable: are they to be excluded as intractable or made in-
teroperable through the alignment and translation methods
we discussed for coordinative consensus? Is the goal to con-
verge on a consensus classification as fast as possible or to
maximize the benefits of coordination given the likely per-
sistence of substantial dissensus for the foreseeable future?

Most discussions of ontology development, for example,
fail to distinguish rigorously between the long-term goal of
converging on a comprehensive consensus classification for
a domain versus the short-term goal of developing a mini-
mal standard classification that provides narrow support
for widely shared aims such as data discovery and aggrega-
tion. Identifying areas of limited or partial agreement can
just as well serve the goal of harnessing sustained pluralism
within a domain by enabling an improved coordinative con-
sensus. Understanding which options are available to a com-
munity, and how present actions are related to future goals,
is essential to meaningful deliberation and discussion. It
also relies on systematic knowledge of the aims, methods,
and resources available to stakeholders in scientific classifi-
cations that is hard for any single researcher in the domain
to acquire. Our discussion has hopefully highlighted im-
portant points of contact between diverse, interdisciplinary
bodies of literature that deserve further development, in-
cluding how the pursuit of the two types of consensus
works or doesn’t in particular domains and how computa-
tional methods and infrastructures can best support the
aims of classification developers and stakeholders.
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