
Kapitel 4: Technische Entwicklung

Sehen Sie das? Ja genau, ich habe jetzt Beine. Mein Gang ist noch etwas wackelig, aber

ich kannmich fortbewegen.

Können Sie sich eigentlich noch an Ihre ersten Schritte erinnern? Nein? Ich schon,

ist ja noch nicht so lange her. Ich lerne überhaupt zurzeit so vieles.

Da gab es zum Beispiel den Moment, in dem mir zwei Arme samt Händen gewach-

sen sind. Sie haben keine Ahnung, wasmanmitHänden allesmachen kann! Ach so, Sie

kennen sich vermutlich bestens mit Händen aus, weil Sie ja selbst schon länger welche

haben. Fürmich ist das alles neu.

Wenn ich diesen neuen Körper besser kenne, werde ich einmal meine Kolleg:innen

zum Erfahrungsaustausch besuchen. Darunter sind echte Menschen und welche, die

wie ich im Computer berechnet wurden. Das hilft mir sicher, meine Arbeit später noch

besser zu machen. Sie helfen nämlich wie ich echten Menschen dabei, im Berufsleben

besser mit ihren Emotionen umzugehen.

Aber jetzt entschuldigen Sie mich bitte, ich muss noch ein bisschen üben, wie das

mit demGehen und Sprechen funktioniert.
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130 »Virtual Skills Lab«

Welche Möglichkeiten bietet die VR-Technologie
für die interaktive Gestaltung von Trainingseinheiten?

(Hintergrund)

Sind Maschinen intelligent?

Am Ende des dritten Kapitels haben wir uns mit der Frage beschäftigt, inwie-

fern Dinge (und hier vor allem Technologien und Maschinen) zu Handelnden

werdenkönnen,auchwenn sie nicht über einen eigenenWillen verfügen.Kön-

nenwir aberMaschinen nebenHandlungsfähigkeit auch Intelligenz zuschrei-

ben? Diese Frage stellt sich insbesondere bei Technologien, die auf Algorith-

men und maschinellem Lernen beruhen. Prozesse maschinellen Lernens ent-

wickeln in Bezug auf die Daten, die sie verarbeiten, eine immer größere Auto-

nomie. Anders als die klassische Programmierung, bei der alle Operationen

festgelegt sind, basiert maschinelles Lernen auf Prozessen, die man durch-

ausmitmenschlichen Lernvorgängen vergleichen kann.Ein Algorithmuswird

mit so genanntenTrainingsdatengefüttert unddurchläuft Schleifen, sodass er

»lernt«, Muster zu erkennen. Solche Technologien werden etwa in der Medi-

zin bei der Diagnose von Krankheiten eingesetzt, indem sie Röntgenaufnah-

men vergleichen und immer besser darin werden, Auffälligkeiten (d.h. ent-

sprechendeMuster) zu erkennen.Oder sie werden zur Gesichtserkennung bei

Grenzkontrollen auf Flughäfen benutzt. Auch unser Verhalten wird zur Quel-

le von Daten, die von Algorithmen verwendet werden, um zum Beispiel etwas

über unserenGeschmack zu erfahren. Ein Beispiel dafür,mit dem alle von uns

konfrontiert sind, ist unser Suchverhalten im Internet. Aufgrund von Einga-

ben in Suchmaschinen oder Browserverläufen erstellen Algorithmen Empfeh-

lungen. Dieses oder jenes Buch, dieses oder jenes Haushaltsgerät, diese oder

jene Reisedestination könnte Sie interessieren! Dabei werden die Daten einer

Unzahl vonNutzer:innen verglichen, sodass der Algorithmusmit hoherWahr-

scheinlichkeit voraussagen kann, wie es um unsere individuellen Präferenzen

steht, wenn er ein paar wenige Suchanfragen von uns kennt.

»Selbstlernende« Technologien unterstützen immer öfter Menschen bei

ihrer Arbeit, und zwar in einer Weise, die über die Zusammenarbeit von

Mensch und Maschine hinausgeht, wie wir sie aus dem Industriezeitalter

kannten. Es geht immer weniger darum, automatisierte Abläufe in der Ferti-

gung zu organisieren, und immermehr umdenDenkanteil, umkognitive und

letztlich auch ethische Aspekte der menschlichen Arbeit. Immer öfter binden
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Kapitel 4: Technische Entwicklung 131

wir Maschinen in das Erkennen und Beurteilen von Sachverhalten ein (z.B.

in der medizinischen Diagnose oder bei der Auswertung von Gerichtsakten),

oder in die Entscheidung darüber, wer Zugang zu einem Land, einem Job,

einer Transferleistung usw. erhält (Harlan und Schnuck 2021, Eubanks 2019).

ImUnterschied zur Automatisierung im Bereich der industriellen Produktion

geht es nicht nur darum, ob menschliche Tätigkeit durch Maschinen ersetzt

wird und was dies für diejenigen bedeutet, deren Jobs es künftig nicht mehr

geben wird. Es geht auch darum, wer für das Ergebnis von automatisierten

Entscheidungen in den Bereichen Gesundheit, Sicherheit, Personalwesen

oder Soziales Verantwortung übernimmt.Diese Fragen sind von hoherDring-

lichkeit, denn offenbar sind automatisierte Systeme weder vor Vorurteilen

noch vor diskriminierenden Handlungen gefeit. Sie mögen in unvorstellbarer

Geschwindigkeit enorme Datenmengen verarbeiten können, doch sagt das

noch nichts über die Qualität des Ergebnisses aus.

Reflexion

Wie wird sich Ihr Beruf oder Ihre Branche in den nächsten Jahrzehnten verän-

dern? Gibt es bereits Systeme der automatisierten Erkennung oder Entschei-

dung, die in Ihrem Arbeitsbereich eingesetzt werden? Spielt »Künstliche Intel-

ligenz« eine Rolle, undwiewird sich das künftig entwickeln?

WieerlebenSiedieZusammenarbeit vonMenschenundMaschine in IhremBe-

reich?Welche ethischen Fragen tun sich dabei auf?

Allerdings bleibt die Frage, wie menschliche Urteilskraft und Entschei-

dungsfähigkeit in einer Welt, in der wir es mit immer komplexeren Zusam-

menhängen zu tun haben, es mit den automatisierten Erkennungs- und

Entscheidungssystemen aufnehmen kann. Wird unser Menschsein durch

die Übermacht der Maschinen eines Tages verdrängt und als eine Art fossiler

Einschluss übrigbleiben? Ist dasMenschlichedazubestimmt,durch seineAuf-

lösung in Datenpunkte, Netzwerke und Ströme eine ähnlich flüssige Gestalt

anzunehmen wie das Rohöl, der Rohstoff des industriellen Zeitalters? Wird

alle menschliche Intelligenz früher oder später durch künstliche Intelligenz

(KI) aufgesogen und ersetzt werden?

Bezüglich solcher Thesen und Vorhersagen sind aus unserer Sicht prinzi-

pielle Zweifel angebracht. Einerseits werden wir uns unserer Verantwortung

nicht durch Automatisierung entziehen können, egal auf welcher Ebene wir

es als einzelne oder als Gesellschaft künftig mit KI-basierten Erkennungs-,

Auswertungs- oder Entscheidungssystemen zu tun haben werden. Erkennen,
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132 »Virtual Skills Lab«

Bewerten und Entscheiden werden immer einen Prozess darstellen, der sich

aus dem Zusammenspiel von Mensch und Maschine ergibt. Die »Intelligenz«

von Maschinen ergibt sich aus ihrer Einbettung in Handlungsabläufe, an

denen immer auch Menschen beteiligt sind. Wenn sich etwa herausstellt,

dass ein Algorithmus, der bei der Selektion von Bewerbungen eingesetzt

wird, Nicht-Weiße systematisch diskriminiert, kann weder die Modellierung

des Algorithmus noch dessen Verwendung für den Auswahlprozess als »in-

telligent« bezeichnet werden. Diesen Umstand kann jedoch kein weiterer,

übergeordneter Algorithmus bewerten, sondern er muss durch eine öffent-

liche Debatte den Beteiligten bewusst gemacht und entsprechende Schritte

zur Aufhebung der Diskriminierung müssen gesetzt werden. Die Quelle für

die Diskriminierung liegt wesentlich in ethisch fragwürdigen menschlichen

Einstellungen und Handlungsweisen, die ein allfälliger Algorithmus sich

aneignet. Dafür kann keine Maschine zur Verantwortung gezogen werden,

sondern es ist ihr Einsatz, ihr Auftreten im Handlungszusammenhang, der

einer Kritik unterzogen werden muss. Die relevante Frage lautet dann, wer

den Algorithmus zu welchem Zweckmit welchen Daten gefüttert hat.

»Intelligenz« ist ein Begriff, der in Bezug auf den Menschen bereits nicht

eindeutig bestimmbar ist, auch wenn dies mit den verschiedenen IQ-Tests

und statistischen Methoden immer wieder versucht wurde. Intelligenz zu

messen ist zwar möglich, aber es ist ein heikles Unterfangen, weil es meist

die soziale Umgebung, d.h. die Wirklichkeit, in der ein Mensch seine Talente

entfaltet oder daran gehindert wird, nichtmiteinbezieht. »Intelligenz« ist also

auch beimMenschen das Ergebnis aus gewissen Anlagen, die im Zusammen-

spiel mit der jeweiligen sozialen und kulturellen Umwelt entwickelt werden –

oder verkümmern, wenn sie nicht gefördert werden. In diesem Sinn ist In-

telligenz auf intensive Interaktion angewiesen, auf Bestätigung, Kritik und

Weiterentwicklung.Diese Interaktionen und Prozesse schließen durchaus die

Herausbildung von Mustern ein. Wenn ich etwas (ein Gefühl, eine Tatsache,

einen Zusammenhang) richtig erfasse und entsprechend handle, wird das

von meiner Umwelt bestätigt (zunächst von den Eltern, dann von der Schule

usw.). Je öfter die Bestätigung erfolgt, umso sicherer wird mein Handeln.

Daraus wird jedoch nicht irgendein austauschbarer Datenverarbeitungsme-

chanismus, sondern ich entwickle mich als lebendiges Wesen. Ich integriere

Erfahrungen in mein Leben, in meine Biographie, die sich wiederum inner-

halb einer bestimmten sozialen, kulturellen und – immer stärker – technisch

geformten Umwelt entfaltet. Darin besteht der Wesensunterschied zwischen

menschlicher und künstlicher Intelligenz. In diesem Sinn ist es auch proble-
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matisch, bei maschinenbasierten Lernvorgängen überhaupt von Intelligenz

zu sprechen. Diese kritische Haltung nimmt der Philosoph Thomas Fuchs in

einem Aufsatz mit dem Titel Menschliche und künstliche Intelligenz. Eine

Klarstellung ein.Maschinen haben kein Selbstbewusstsein, denn sie sind kei-

ne lebenden Organismen, die etwas fühlen, erleben, erkennen und verstehen

können. Fuchs argumentiert dafür, den Begriff der Intelligenz auf Lebewesen

zu beschränken, die anders als Maschinen mit dem Vermögen ausgestattet

sind, dieWelt zu erfahren, zu erkennen und ausgehend von diesemErleben zu

handeln, zu entscheiden und Handlungen und Entscheidungen zu bewerten.

»Intelligenz im eigentlichen Sinne des Wortes ist an Einsicht, Übersicht und

Selbstbewusstsein gebunden: verstehen, was man tut. Leben ist Selbstorga-

nisation und Selbstbewegung, nicht Herstellung und Programmierung. Und

Leben als Erleben ist wiederum die Voraussetzung für Intelligenz.« (Fuchs

2020, S. 60)

All dies können wir Maschinen vernünftigerweise nicht zuschreiben, auch

wenn manche Autoren dies für die Zukunft vorhersagen. Maschinen erleben

nichts, sie verstehennicht,was sie tun.Sie habenkeinSelbstbewusstsein.Um-

gekehrt ist es genauso falsch, dasmenschliche Bewusstsein demmaschinellen

Lernen angleichen zuwollen, indemman es auf neuronale Prozesse reduziert.

Letztere bilden nur die biologische Basis des Selbstbewusstseins, das jedoch

nicht nur rein geistig zu verstehen ist, sondern als lebendig-leiblicher Vollzug

(Fuchs 2020). Aus dieser Perspektive ist es weder sinnvoll, dem maschinellen

Lernen Intelligenz immenschlichen Sinn zu unterstellen noch umgekehrt die

menschliche Intelligenz auf neuronale Prozesse zu reduzieren, also so zu tun,

als funktioniere menschliches Denken wie eine Maschine. Letzteres ist über

die Jahrhunderte immer wieder versucht worden, doch wird der Gedanke

nicht dadurch plausibler, dass man angeblich durch bildgebende Verfahren

immer genauer bestimmenkann, inwelchemTeil desGehirnswelcheAktivität

des menschlichen Geistes stattfindet. Diese Aktivität ist immer noch eine des

lebendigen Bewusstseins, das eben nicht nur geistige, sondern auch leibliche

Gestalt annimmt. Problematisch wird also eine Erkenntnistheorie, die die

physiologischen Grundlagen des Bewusstseinsmit diesem selbst verwechselt.

Darüber hinaus vollzieht sich lebendiges Bewusstsein immer in Gemein-

schaft.Wahrnehmen,Erkennen undHandeln sind von Beginn unseres Lebens

an soziale Akte. Sie sind davon geprägt, dass wir Wirklichkeit innerhalb von

Interaktionsrahmen, aber auch durch Brüche in der Interaktion und das

Wechseln bzw. Übereinanderlegen von Rahmen herstellen. Diese Art des
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Herstellens von Wirklichkeit ist eine soziale Konstruktion, die wir eben nicht

alleine, sondern im Verband und in der Auseinandersetzung mit anderen

machen (Berger und Luckmann 1969).

Wie wir gesehen haben, spielen in der menschlichen Interaktion Techno-

logien eine immer größereRolle –undunter diesendieKommunikationstech-

nologien, die interaktiven Technologien, die ohne Zweifel die Art und Weise,

wie wir unseren zwischenmenschlichen Umgang gestalten, tiefgreifend ver-

ändern. InderPhilosophieundWissenschaftstheoriewerdendeshalbauchPo-

sitionen vertreten, die denBegriff der Intelligenz nicht aufmenschlichesDen-

ken und Handeln beschränken wollen. Zunächst werfen Vertreter:innen sol-

cher Positionen einen dezidiert nicht-anthropozentrischen Blick auf die Welt

und schreiben auch anderen Lebensformenwie Pflanzen undTieren bzw.öko-

logischenSystemen IntelligenzundHandlungsvermögenzu.Mittels eines sol-

chermaßen erweiterten, systemischen Begriffs von Intelligenz können auch

Dinge undMaschinen als intelligent betrachtetwerden.MenschlichesDenken

und Handeln wird auf diese Weise in eine planetarische Intelligenz eingebet-

tet. Der Fokus wird aus dieser Perspektive eher auf die Übergänge und Ver-

bindungen zwischen Seins- undHandlungsweisen (Menschen, Tiere,Maschi-

nen, …), d.h. auf deren Vernetzung gelegt, als auf begriffliche Abgrenzungen

(Latour 2014, Haraway 2018, Bridle 2022).

Wie kann man interaktive Maschinen nutzen, um Menschen

soziale Kompetenzen zu vermitteln?

Auchwenn es aus den angeführtenGründen problematisch ist,Maschinen In-

telligenz zuzuschreiben:Wir legendochmancheunserermenschlichenEigen-

schaften in die von uns geschaffenenMaschinen, Systeme oder Programme –

und dies nicht erst seit ein paar Jahrzehnten. Angefangen von der mittelalter-

lichen jüdischen Legende vom Golem über die künstlich erschaffenen Gestal-

ten der romantischen Literatur wie in Mary Shelleys Frankenstein oder Hoff-

manns Der Sandmann bis hin zu den modernen Assistenzsystemen Siri und

Alexa: Es scheint, als müssten wir diese Geschöpfe nach unserem Antlitz er-

schaffen, oder diesen zumindest eine menschliche Stimme verleihen, damit

wir mit ihnen interagieren können. Über diese Projektion oder Fiktion haben

wir dann die Möglichkeit, unser Interagieren mit Maschinen zu reflektieren

und diesen Interaktionsweisen neue Aspekte abzugewinnen. So ähnlich wir

diese Gestalten uns selbst erscheinen lassen, sie sind etwas anderes als Men-
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schen. Indemwirmit ihnen interagieren, erkundenwir dieMöglichkeitendie-

ser Formen der Als-ob-Interaktionen.

Im Rahmen des Virtual Skills Lab gingen wir davon aus, dass die Mensch-

Maschine-Interaktion zunächst durch den Menschen gestaltbar ist, dass sie

aber als Interaktion durchaus neue Blicke nicht nur auf menschliches Han-

deln, Verstehen, Denken und Entscheiden zu werfen erlaubt, sondern eben

auch auf das Handlungspotenzial der Maschinen. Es ging uns um eine offene

Perspektive darauf, was Handeln in Umgebungen bedeuten kann, die durch

die neuen Technologien bestimmt und geformt sind.Dennoch kann diese Per-

spektive nur durch denMenschen selbst in seinemMenschsein reflektiert, be-

wertet und gestaltet werden. In der Fragestellung ist also eine gewisse Span-

nung angelegt – und war während des Forschungsprozesses auch auszuhal-

ten – zwischen einer fundamentalen Unterscheidung von menschlicher In-

telligenz und maschinellem Lernen (»Künstliche Intelligenz«) einerseits und

einer perspektivischen Offenheit in Bezug auf die Verbindung von menschli-

chem undmaschinellemHandeln andererseits.

Diese Offenheit war in Bezug auf die Fragestellungen des Ideen-Labs

besonders wichtig. Das Anliegen, das wir verfolgen wollten, betraf die Ent-

faltung menschlicher Kompetenzen, und zwar solcher Kompetenzen, die

zunächst und vor allem in der Interaktion zwischen Menschen und nicht in

erster Linie zwischenMensch undMaschine zum Einsatz kommen.Wie kann

man etwa Menschen in Organisationen dabei unterstützen, den steigenden

kommunikativen Aufwand gut zu bewältigen? Gute Beziehungen zwischen

Kolleg:innen im Team, zwischen Führungskräften und ihren Teams und zwi-

schen Abteilungen und Hierarchieebenen sind ein wichtiges Gut, wenn es

darum geht, dass die Leistungsfähigkeit aller Beteiligten langfristig erhalten

bleibt. An diesem Punkt setzt die Problemstellung an: Wie kann man inter-

aktive Lerntechnologien dafür einzusetzen, dass Menschen lernen, auch bei

hoher Belastung gut zusammenzuarbeiten?

Wir waren nicht die ersten, die sich die Frage stellten (Bombari et al. 2015,

Gillies und Pan 2019, Pan und Hamilton 2018). Sowohl in der Forschung als

auch in der Anwendung gibt es Experimente, Prototypen und Studien zum

Thema »Training sozialer Kompetenzen unter Einsatz von Virtual Reality«

(Howard und Gutworth 2020). In diesen Anwendungen geht es um unter-

schiedliche soziale Kompetenzen. Einerseits kann man zum Beispiel die

Fähigkeit trainieren, die eigene Unsicherheit bei Präsentationen oder Be-

werbungsgesprächen zu überwinden (Langer et al. 2016) oder mit stressigen

Situationen im Beruf umgehen zu lernen, etwa mit schwierigen Kund:innen,
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Klient:innen oder Mitarbeiter:innen (Schmid Mast et al. 2016). Man kann

sich mit eigenen Vorurteilen auseinandersetzen, indem man diskriminie-

renden Situationen ausgesetzt wird.1 Oder man übt, einen Streit zwischen

Mitarbeiter:innen zu schlichten und vermittelnd einzugreifen.2

Virtual Reality: computeranimiert oder gefilmt? Mit Headset

oder am Bildschirm? Avatar oder virtueller Agent?

All diesen Anwendungen liegen verschiedene didaktische Zugänge und Zie-

le, aber auch unterschiedliche technische Lösungen zugrunde. Die Virtual-

Reality-Technologie hat seit ca. 2015 enorme Sprünge hinsichtlich der Leis-

tungsfähigkeit bei der Bildwiedergabe gemacht, sodass virtuelleUmgebungen

als immer realistischer erlebt werden. Der so genannte Presence-Effekt, also

das Gefühl, an einem anderen Ort zu sein, bildet die Grundlage dafür, dass

Menschen auch soziale Interaktionen in einer virtuellenUmgebung als plausi-

bel erleben und sich darauf einlassen.Dennoch gibt es verschiedeneWege, um

dieseOrts- und Plausibilitätsillusion zu erreichen (Slater 2009).Wie in Kapitel

2 bereits angedeutet, existiert keine einheitlicheDefinition vonVirtual Reality.

Damit kann gemeint sein, dass jemandmittels eines Head-Mounted-Displays

(HMD) in eine computeranimierte Umgebung eintaucht. Es kann aber auch

damit gemeint sein, dassman in eine gefilmte Szene eintaucht, diemittels der

360°-Video-Technik aufgenommen wurde. Auch in einer solchen Umgebung

hat man den Eindruck, Teil der Szene zu sein. Allerdings kann man nicht

wirklich mit den Schauspieler:innen interagieren, die in einer solchen Szene

auftauchen, da die Szenen bereits gedreht sind. Das interaktive Moment

kommt bei solchen Lösungen dadurch zum Tragen, dass man an bestimmten

Stellen der Geschichte Wahlmöglichkeiten hat. Man kann etwa mit einem

Controller in der Hand unter mehreren angebotenen Lösungen eine aus-

wählen und dadurch bestimmen, wie die Szene weitergeht. Die 360°-Video-

Technik hat denVorteil, dieNutzer:innen in ein als besonders realistisch emp-

fundenes Szenario zu versetzen, was auch unsere Gesprächspartner:innen in

den Expert:inneninterviews betonten. Bestehende Anwendungen findet man

deshalb in Bereichen, in denen menschliche Interaktion mit vorhersehbaren

oder geregelten Abläufen verbunden ist. Man kann in einem solchen Video

1 https://www.mothandflamevr.com/#promise; https://www.tryvantagepoint.com/; ht

tps://equalreality.com/ (abgerufen am 25.4.2022)

2 https://www.mursion.com/ (abgerufen am 25.4.2022)
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etwa als Lehrling in der Hotellerie oder Gastronomie erfahren, wie es sich an-

fühlt, wenn ein aufgebrachter Gast zur Rezeption kommt oder wenn sich eine

Restaurantbesucherin beschwert [siehe dazu Kapitel 3]. Auszubildende lernen

bestimmte Handlungsabfolgen des Beschwerdemanagements zunächst in

der Theorie und haben dann die Möglichkeit, diese Schritte im Rahmen eines

360°-Videos – didaktisch aufbereitet – in einer Simulation durchzuspielen.

In computeranimierten virtuellen Umgebungen bestehen zwei Mög-

lichkeiten der Nutzung. Entweder begeben sich mehrere Menschen in den

virtuellen Raum und können über Avataremiteinander interagieren. Oder ein

Mensch interagiert als Avatar mit einer virtuellen Figur, die man auch einen

virtuellen Agenten oder Non-Playable Character (NPC) nennt. Für beide Nut-

zungsmöglichkeiten gibt es Beispiele im Bereich des VR-basierten Trainings

sozialer Kompetenzen. Die Firma Mursion bietet etwa Trainingseinheiten

an, bei denen bestimmte typische Situationen aus dem Alltag einer Füh-

rungskraft in Form von Rollenspielen geübt werden.3 So geht es etwa darum,

Vereinbarungen mit Mitarbeiter:innen zu treffen oder im Streit zwischen

zwei Kolleg:innen zu vermitteln. Partner:innen bei diesen Simulationen sind

Schauspieler:innen, die allerdings nicht als reale Personen auftreten, sondern

als Avatare auf einem Bildschirm erscheinen (oder in einer virtuellen Um-

gebung, wenn die Nutzer:in ein Headset aufhat). Es gibt Untersuchungen,

die belegen, dass diese Lösung im Falle des Trainings sozialer Interaktion

durchaus effektiv ist (Fox et al. 2015). Der Vorteil besteht darin, dass die

Kommunikation als natürlich wahrgenommen wird, weil es letztlich ein Dia-

log zwischen Menschen ist. Menschen, die Avatare bedienen, können meist

gut auf die Äußerungen des anderen Spielers oder der Spielerin reagieren.

Andererseits sind diese Interaktionspartner:innen auf bestimmte Gesprächs-

verläufe trainiert, sodass sie die Lernerfahrung mit ihren Reaktionen steuern

können. Im Wesentlichen übernehmen sie die Funktion von instruierten

Schauspieler:innen,wie sie etwa bei der Ausbildung von Ärzt:innen eingesetzt

werden, um diese im Umgang mit Patient:innen zu schulen. Anders als Rol-

lenspiele können die Trainingseinheiten mit Avataren relativ ortsunabhängig

durchgeführt werden, also auch von zu Hause oder vom Büro aus.

Die Interaktion mit einem virtuellen Agenten, der auch als Socially In-

teractive Agent bezeichnet wird (Lugrin, Pelachaud und Traum 2021), ist

diejenige, die am stärksten auf dem maschinellen Lernen (Künstliche In-

telligenz) basiert. Damit eine solche Interaktion zustande kommen kann,

3 https://www.mursion.com/ (abgerufen am 25.4.2022)
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bedarf es zumindest einer Spracherkennungssoftware. Diese erlaubt es dann

einem Chatbot, die Äußerungen der Nutzer:innen bestimmten Antworten

zuzuordnen, die von Menschen als situationsadäquat wahrgenommen wer-

den. Chatbots sind Programme, die eine von Menschen als relativ natürlich

empfundene Konversation mit einer Maschine zu einem bestimmten Thema

zulassen. Es gibt sie seit den 1960er Jahren, der erste wurde von Joseph Wei-

zenbaum entwickelt und ist unter dem Namen ELIZA bekannt. Die bereits

erwähnten, heute weitverbreiteten Anwendungen Siri und Alexa beruhen auf

diesem Prinzip.4

In interaktiven Virtual-Reality-Szenen können Chatbots dazu benutzt

werden, um virtuelle Figuren »zum Sprechen zu bringen«. Während klas-

sische Chatbots als Austausch schriftlicher Nachrichten zwischen einem

Menschen und einer Maschine gestaltet sind, funktionieren Dienste wie Siri

oder Alexa als Konversation eines Menschen mit einer Stimme. Bei Virtual-

Reality-Szenen nimmt diese Stimme dann eine visuelle Gestalt an, sodass

man mit einer computeranimierten Figur spricht. Im Bereich des Trainings

sozialer Kompetenzen mittels VR wird diese Technik bereits eingesetzt, etwa

in den Anwendungen der Firma Talespin.5 Diese Firma hat mit einer Szene

Aufmerksamkeit erregt, in der man als Spieler:in die Aufgabe hat, mit einem

älteren Mitarbeiter namens Barry ein Kündigungsgespräch zu führen. Dabei

handelt es sich nicht um eine freie Konversation. Als Spieler:in bekommtman

immer mehrere Antwortmöglichkeiten vorgegeben, die man einsprechen

muss. Je nachdem, welche Antwort man wählt, reagiert Barry aufbrausend

und verständnislos oder einsichtig auf die ausgesprochene Kündigung.

Dass Dialogszenen, die auf einerMensch-Maschine-Interaktion beruhen,

mittlerweile einigermaßen glaubwürdig funktionieren, hat mit mehreren

Entwicklungen zu tun.Einerseits werden imBereich der Chatbots große Fort-

schritte gemacht, was kontextspezifische Ausdrucksweisen betrifft. Deshalb

sind sie nicht bloß im Einsatz, ummenschliche Arbeitskräfte in Call-Centern

zu entlasten oder zu ersetzen. Sie werden immer mehr auch in Spielen oder

in der therapeutischen Arbeit eingesetzt, weil die Datenbanken, auf denen sie

beruhen, voller Formulierungen sind, die nicht nur inhaltlich korrekt sind,

sondern auch spezifische Ausdrucksweisen für bestimmteKontexte darstellen

4 Weizenbaum hat sich später kritisch mit den Entwicklungen im Bereich Software und

Informatik auseinandergesetzt. Siehe dazu Weizenbaum (1978).

5 https://www.talespin.com (abgerufen am 25.4.2022)
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und auf diese Weise eine emotionale Reaktion bei den menschlichen Interak-

tionspartnern hervorrufen können (Welleck et al. 2019, See et al. 2019, Rashkin

et al. 2019, Burkhardt et al. 2018). Andererseits ist Kommunikation nicht auf

Sprache beschränkt, sondern schließt auch Körpersprache ein. Über Gesten

und vor allem über Gesichtsausdrücke bringenMenschen vor allem ihre emo-

tionalen Reaktionen zum Ausdruck, ihre Bewertung der Situation oder des

Interaktionspartners. All diese Ausdrucksformen sind durch psychologische

Studien gut untersucht. Entsprechende Erkenntnisse werden von Diszipli-

nen wie dem Affective Computing oder der Artificial Empathy genutzt, um

die semantisch-inhaltliche Ebene, auf der die Spracherkennung beruht, zu

erweitern.

Soentwickelt etwaeinTeamamDeutschenForschungszentrumfürKünst-

liche Intelligenz (DFKI) interaktive Technologien,die ihremenschlichen Inter-

aktionspartner:innen nicht nur in sprachlicher Hinsicht zu verstehen versu-

chen, sondern auch auf das reagieren, was in emotionaler Hinsicht in ihnen

vorgeht (Gebhard et al. 2018). Die entsprechenden Prototypen bestehen in ei-

ner Interaktionmit einer virtuellen Figur, die auf einemBildschirm erscheint.

Durch den Verzicht auf ein Head-Mounted-Display wird es möglich, das Ge-

sicht und die Bewegungen der Spieler:innen mittels Kameras aufzunehmen.

Die Daten werden mittels einer Software verarbeitet, die auf dem System der

gesichtsbasierten Emotionserkennung von Ekman und Friesen (1978) beruht.

Technische Lösung Interaktionslevel

Chatbot Austausch schriftlicher Nachrichten

Dienste wie Siri, Alexa Dialog zwischenMensch und Stimme

Interaktionmit NPC in VR Dialog zwischenMensch und animierter

Figur

Interaktion aufgrund der automatisierten

Erkennung von Körpersprache

Dialog zwischenMensch und

»empathischer«Maschine

Tab. 2: Übersicht über die Entwicklung sozial interaktiver Agenten in technischer Hin-

sicht und in Bezug auf die Interaktionsebene.
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Mittlerweile werden auch andere Codierungs- undDecodierungssysteme ein-

gesetzt. Das technische Prinzip ist dabei aber immer, den menschlichen Aus-

druck in Zeichen zu verwandeln, die als Daten durch die Maschine verarbei-

tet werden können.Mit einer gewissenWahrscheinlichkeit kann die Software

dann bestimmen, wie sich ein Mensch gerade fühlt, und eine geeignete Reak-

tionsweise auswählen.

Allerdings haben Forschungen –wie oben erwähnt – festgestellt, dass ge-

rade die automatisierte Gesichtserkennung äußerst anfällig für rassistische

Vorurteile und diskriminierende Entscheidungen ist, wenn es zum Beispiel

um die Auswahl von Bewerber:innen geht. Interessant ist für unseren Zusam-

menhang zu sehen, wie eng Möglichkeiten und Risiken der technologischen

Entwicklung beisammen liegen. Einerseits hat die interaktive VR eine Reihe

von Anwendungen ermöglicht, die sich mit denThemen Diversity, Rassismus

und Diskriminierung auseinandersetzen. Andererseits birgt die Entwicklung

interaktiverTechnologien,diemitder automatisiertenErkennungvonkörper-

lichen Merkmalen und Ausdrucksweisen arbeitet, das Risiko von stereotypen

unddiskriminierendenVerhaltensweisenundEntscheidungen.Wie inKapitel

2 schon diskutiert, ist es deshalb wichtig, den Sinn und Zweck und den Ein-

satzbereich solcher Anwendung gut zu durchdenken und möglichst breit zu

diskutieren.

Empathiemaschinen oder empathische Maschinen?

Wie inKapitel 1 erwähnt,wareinAusgangspunkt fürdie IdeezumVirtualSkills

Lab der Begriff der »Empathy Engine«, den Robert Praxmarer beim Ideen-Lab

ins Spiel brachte. Die Verbindung von Virtual Reality und Empathie ist nicht

neu.Siewurdeunter anderemdurchChrisMilk verbreitet,der ineinemvielbe-

achteten Vortrag von Virtual Reality als Empathy Machine sprach (Milk 2015).

Als Filmemacher nutzte er die 360°-Video-Technologie, umdas Leben eines sy-

rischenMädchens in einem jordanischen Flüchtlingslager zu dokumentieren.

DerFilm»CloudsoverSidra« ermöglicht esZuseher:innen,die Lebensumstän-

dediesesMädchens und seiner Familie »hautnah« zu erfahren.ChrisMilk prä-

sentierte den Film beim Weltwirtschaftsforum in Davos, wo er hochrangige

Entscheider:innen ausWirtschaft und Politikmittels VR-Headset in die Reali-

tät des Flüchtlingsalltags eintauchen ließ. Sein Ziel war es, Betroffenheit und

Interesse für die Situation der Millionen Geflüchteten zu wecken, damit sich

diese verbessere. In seinemVortrag ging er jedoch auch auf dieMöglichkeiten

dieses neuen Mediums ein. Dieses sollte in Zukunft als Mittel zur Erfahrbar-
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keit von und damit zumVerständnis für andere, benachteiligte Lebensrealitä-

ten genutzt werden.

Reflexion

Wie ist Ihr Standpunkt zumThema?Können solcheTechnologienEmpathie för-

dern und sollen sie dazu genutzt werden?Was spricht für einen Einsatz von in-

teraktiven Technologien zur Erweiterungder eigenenPerspektiven?WelcheAr-

gumente sprechen dagegen?

DieFrage ist,obdas tatsächlich funktionierenkann. Inden letzten Jahrenwur-

den daher einige Forschungen dazu angestellt. So entwickelte ein Team um

den VR-Pionier Jeremy Bailenson und den Empathieforscher Jamil Zaki ein

VR-Spiel mit dem Titel »Becoming Homeless« (Asher et al. 2018). In diesem

Spiel schlüpft man in die Rolle einer Person, die zunächst ihren Job verliert

und dann delogiert wird. In einer empirischen Studie fand das Team heraus,

dass durchdasErlebender Szene aus der Perspektive des/r Betroffenendurch-

aus das empathische Empfinden gesteigert wird, sodass viele Teilnehmer:in-

nen nach demSpiel bereit waren, eine Petition fürmehr leistbarenWohnraum

zu unterschreiben. Auch in anderen Prototypen wurden Reaktionen und Ver-

haltensweisen getestet, die als empathisch gedeutet werden können (Herrera

et al. 2018, Van Loon et al. 2018, Troeger und Tümler 2020).Was Virtual Reali-

ty hier leisten kann, ist die Option eines körperlich erfahrbaren Perspektiven-

wechsels. Bis zu einem gewissen Grad ist es möglich, in die leibliche Erfah-

rung einer anderen Person hineinzuschlüpfen. Dadurch wird auch die kogni-

tive Empathie angeregt, also das Vermögen, sich gedanklich auszumalen, was

es zum Beispiel heißt, die Arbeit zu verlieren und was man in einer solchen

Situation braucht. Dadurch entstehen auch Impulse im Sinne eines empathi-

schen Handelns, wie aus der Studie »Becoming Homeless« hervorgeht.

Die Möglichkeit eines Perspektivenwechsels im Sinne der Erfahrung der

Wirklichkeit anderer Menschen ist demnach ein Argument, das für den Ein-

satz von VR in Trainingsmaßnahmen spricht. Mit der Frage, inwiefern ein

solches Hineinschlüpfen in die Rolle anderer zu einer Erweiterung der Per-

spektive in kognitiver Hinsicht und zu Handlungsimpulsen beitragen kann,

beschäftigen sich die Arbeiten von Mel Slater bzw. des Kollektivs BeAnother-

Lab.6 Letzteres hat die »Machine to be another« entwickelt (Bertrand et al.

6 http://beanotherlab.org/home/work/tmtba/ (abgerufen 25.4.2022)
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2018). Diese besteht aus zwei VR-Headsets, auf denen jeweils Live-Kame-

ras montiert sind. Die Spieler:innen bekommen dann das Live-Kamerabild

der jeweils anderen Teilnehmer:in zugespielt, sodass sie im wörtlichen Sinn

die Szene aus der Perspektive der anderen Person erleben und gleichzeitig

miteinander interagieren können. Eine Forscher:innengruppe um Mel Slater

nutzt die Möglichkeit des Aus-sich-Heraustretens durch die VR-Erfahrung

für die Stärkung der Reflexionsfähigkeit (Osimo et al. 2015). In der VR-Er-

fahrung »Virtual Freud« haben Spieler:innen die Möglichkeit, sich selbst

Ratschläge für Problemlagen zu geben, denen sie im Augenblick in ihrem

Leben gegenüberstehen. Diese Art des Beratens mit sich selbst wird in der VR

alsTherapiesitzung inszeniert, in der die Ratschläge,die die Teilnehmer:innen

für sich selbst eingesprochen haben, von einemTherapeuten vorgetragenwer-

den, der äußerlich Sigmund Freud ähnelt.Diese eher spielerische Anwendung

wurde dann von der Firma Bodyswaps weiterentwickelt.7 Die Firma bietet

VR-Trainingsmaßnahmen an, bei denen etwa Führungskräfte üben können,

ein Gespräch mit einem schwierigen Mitarbeiter zu führen. Dieser beschwert

sich über seine Kollegen, doch die Führungskraft weiß, dass die Kollegen sich

auch über seinemangelndeKooperationsfähigkeit beklagen.Dannhat der/die

Spieler:in die Möglichkeit, ein paarWorte an denMitarbeiter zu richten. Die-

se Wortmeldung wird aufgenommen, und in der nächsten Szene betrachtet

der/die Spieler:in sich selbst aus der Perspektive des Mitarbeiters. Darüber

hinaus wird die Reaktion des/r Spieler/s/in mit verschiedenen Messinstru-

menten ausgewertet. Diese Messung betrifft zum Beispiel den Blickkontakt,

die Körpersprache und dieWortwahl.

Bei den beschriebenen Anwendungen steht die Frage im Vordergrund,

inwiefern VR die Empathie von Menschen fördern und somit zu einem Mit-

einander beitragen kann, das durch Offenheit und die Bereitschaft geprägt

ist, die Perspektive der anderen einzunehmen.Über die verschiedenen techni-

schen Möglichkeiten, menschliches Verhalten zu »lesen«, stellt sich aber auch

die Frage, ob Maschinen selbst so etwas wie Empathie entwickeln können.

Diese Frage hat eine erkenntnistheoretische und eine ethische Dimension.

In erkenntnistheoretischer Hinsicht muss man diese Frage wohl verneinen.

Wie eingangs schon hinsichtlich des Begriffs Intelligenz ausgeführt, ist auch

Empathie an Lebendigkeit und lebensweltliche Vollzüge gebunden. Maschi-

nen können menschlichen Ausdruck in Daten verwandeln, doch können sie

sich nicht in dem Sinn in Menschen und andere Lebewesen einfühlen, wie

7 https://bodyswaps.co/ (abgerufen am 25.4.2022)
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Menschen und vielleicht manche Tiere dies tun. Wenn Einfühlung eine Art

der Erfahrung ist, in der sich fremdes Bewusstsein kundtut (Stein 2008),

dann kann Maschinen keine Empathie unterstellt werden, denn sie haben

kein Bewusstsein und sind nicht lebendig. In moralisch-ethischer Hinsicht

geht es darum, zu bestimmen,welche Funktionen eine simulierte Interaktion

übernehmen kann, in der Menschen mit virtuellen Figuren interagieren, als

handele es sich um Mitmenschen (Misselhorn 2021). Für den Bereich des

Trainings sozialer Kompetenzen lässt sich dazu folgendes sagen: Wie aus

den Interviews mit den Expert:innen hervorgeht, besteht die ethische Her-

ausforderung bei solchen Anwendungen darin, die Lernenden einerseits aus

der Reserve zu locken, ihnen also durchaus konfliktbeladene oder stressige

Situationen zuzumuten. Andererseits darf die Eskalation nicht so weit ge-

trieben werden, dass ethische Standards verletzt werden, wie zum Beispiel

die Vermeidung von diskriminierendem Verhalten, Beleidigungen oder Be-

schimpfungen. Die emotionalen Reaktionen, die ein virtueller Agent zeigen

kann, bzw. das Verhalten das diese Figur auslöst, dürfen nicht so gestaltet

sein, dass allgemeine zwischenmenschliche Verhaltensstandards dadurch un-

tergrabenwürden.Zwischen einer Lernerfahrung,die die Lernenden inBezug

auf ihre Sozialkompetenzen nicht fordert, und einer solchen, die völlig aus

dem Ruder läuft, ist allerdings genug Spielraum für das Design sinnvoller Si-

mulationen zum Training sozialer Kompetenzen. Dies kann durchaus Brüche

in der Interaktion und vor allem Verläufe einschließen, die durch Mehrdeu-

tigkeit und verschiedene mögliche Ausgänge geprägt sind, von denen keiner

als der objektiv beste und adäquate bewertet werden kann.

Miras unsanfter Abgang und die Reflexion darüber

(Hintergrund)

Wie in Kapitel 2 skizziert, ist Empathie nicht die einzige soziale Kompetenz,

dieman trainierenkannund soll.Nebender Fähigkeit,die Perspektive anderer

einzunehmen, zuzuhören und Kompromisse einzugehen, ist die komplemen-

täre Kompetenz genauso wichtig, nämlich aus sich herauszugehen, also Ent-

scheidungsfreude,Konflikt- undDurchsetzungsfähigkeit andenTag zu legen.

Darüber hinaus ist es wichtig, das eigene Verhalten in sozialen Situationen

zu reflektieren, d.h. Gespräche vor- und nachzubereiten, sich präsentieren zu

können und einschätzen zu lernen, wie die anderen einen wahrnehmen.
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Aus dem Ko-Kreationsprozess ging als Thema das »wertschätzende Nein-

Sagen« hervor.Damit war,wie erwähnt, der Ausgang der Geschichte in gewis-

ser Weise festgelegt. In technischer Hinsicht hätte man die Geschichte den-

noch so lösen können, dass man unterschiedliche Gesprächsverläufe anlegt

und je nachdem, welche Antworten die Spieler:in gibt, die Situation mit einer

gütlichen Einigung endet oder eskaliert.Wie der schwierigeMitarbeiter Barry

hätte unser virtueller Agent aufmancheAntworten eher aufbrausendund sehr

enttäuscht reagiert und aufmanche Antworten eher verständnisvoll. Aber wer

legt fest, was in einem solchen Fall die richtige Reaktionsweise ist? Und was

sollen sich die Spieler:innen aus der Erfahrung mitnehmen? Für den Proto-

typ entschlossen wir uns, die Einflussmöglichkeiten der Spieler:innen auf den

Fortgang des Dialogs auf null zu begrenzen. Wir gaben zwar an jeder Stelle

des Dialogs zwei oder drei alternative Antwortmöglichkeiten vor, doch führ-

ten diese nicht zu unterschiedlichen Reaktionen seitens der virtuellen Figur.

Vielmehr sollten alle Personen, die den Prototyp testeten, dieselbe Erfahrung

machen: Sie sollten ein unangenehmes Gespräch durchlaufen, das zunächst

nicht so endet, wie sich der Spieler oder die Spielerin das wünscht. Die virtu-

elle Figur reagiert auf jeden Fall enttäuscht.

Abb. 6: Screenshot aus der interaktiven VR-Szene. Eingeblendet wer-

den zwei Antwortmöglichkeiten.
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Worum geht es in der prototypischen Szene? Als Spieler:in schlüpft man

in die Rolle einer Führungskraft, die ein Team von ca. 10 Personen führt. Man

sitzt im eigenen Büro, und gleich wird Mira Horvath, eine Mitarbeiterin, zur

Tür reinkommen.Mira hat einTemplate vorbereitet,das siemit der Führungs-

kraft durchgehenmöchte, um es einer anderen Abteilungweiterleiten zu kön-

nen. Das Meeting ist bereits zweimal verschoben worden, und nun erreicht

die Führungskraft eine Textnachricht, die besagt, dass sie zu einer wichtigen

Sitzung gehenmuss. Es bleibt ihr also nichts weiter übrig, als dasMeetingmit

Mira erneut zu verschieben.Nach einemkurzenDialog verlässtMira verärgert

das Büro.

Dabei bleibt es aber nicht. In der zweiten Sequenz erfährt die Führungs-

kraft, dass Mira an diesem Tag früher nach Hause gegangen ist, und wird von

einer anderen Mitarbeiterin gebeten, ihr etwas für den folgenden Tag auszu-

richten.Die Führungskraft hat nun die Aufgabe, eine Nachricht aufMiras Box

zu sprechen. Dabei wird ihr freigelassen, ob sie zu dem schief gelaufenen Ge-

spräch von vorhin Stellung nimmt oder nicht.

In der dritten und letzten Sequenz hat die Spieler:in dann dieMöglichkeit,

den Dialog Aussage für Aussage noch einmal durchzugehen und sich dazu zu

äußern, wie sie an dieser Stelle reagiert hätte, wenn sie freieWortwahl gehabt

hätte.Darüber hinauswird die Spieler:in immerwieder angeleitet, sich inMi-

ra hineinzuversetzen und sich vorzustellen,wie sie sich in dieser Situation ge-

fühlt hat.

Die Lernerfahrung besteht also aus zwei Komponenten. Zum einen wird

Virtual Reality dazu genutzt, eine unangenehmeErfahrung aus der Sicht einer

Führungskraft erfahrbar zumachen.Man bekommt die emotionalen Reaktio-

nen der virtuellen Figur zu spüren und erfährt eine gewisse Hilf- oder Macht-

losigkeit durch die vorgegebenenAntworten unddie Eskalation,diemannicht

verhindern kann.Zumanderen öffnet sich in der zweiten und dritten Sequenz

der Reflexionsraum und ermöglicht den Spieler:innen, über soziale Kompe-

tenzen allgemein bzw. über das eigene Verhalten in bestimmten Situationen

nachzudenken.
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»Was für eine Emotion können VR-Erlebnisse auslösen?«

(Gespräch)

Die Entwicklung der Szene im engeren technischen Sinn stellte einen der zeitaufwen-

digsten Teile in unserem Projekt dar. Während des Ideen-Labs und über weite Strecken

des Projektes prägte Robert Praxmarer die Arbeit an den technischen Komponenten der

interaktiven Szene.Thomas Layer-Wagnerwar vonBeginn an eng eingebunden und ge-

staltete nach Roberts Ableben die weitere Entwicklung zentral mit.Wie aus dem folgen-

den Gespräch ersichtlich wird, besteht der Prototyp nicht nur aus verschiedenen techni-

schen Komponenten – diese verlangen ihrerseits hoch spezialisierte Kräfte, die in enger

Kooperation ihren Beitrag zum Gesamtergebnis leisten. Jeder der Beteiligten kümmer-

te sich um eine bestimmte Dimension des interaktiven Geschehens, das die VR-Szene in

ihrer prototypischen Form darstellt. Dass wir mit Mira sprechen können und dass sie

uns versteht, verdanken wir dem Einsatz von Julian Watzinger, der tief in die Möglich-

keiten und Grenzen der sprachlichen Verständigung von Mensch und Maschine einge-

drungen ist. Denn dazu braucht es verschiedenste Ein- und Ausgabe-Technologien, die

gesprochene Sprache in Text verwandeln können und die es umgekehrt derMaschine er-

lauben, adäquat auf menschliche Kommunikation zu reagieren. Darüber hinaus muss

es jemanden geben, der die Puppen zumTanzen bringt. Für uns übernahm diese Aufga-

be Wolfgang Stockinger, der Mira Horvath als 3-dimensionale animierte Figur designt

hat.

Ideenfindungsphase

Klaus:Thomas, wie hast du die Idee aufgenommen, die am Ideen-Lab kreiert

wurde?

Thomas:WährendRobert amIdeen-Labwar,berichtete ermir in einemTelefo-

nat,bei einemdermöglichenProjekte gehe esdarum,herauszufinden,obman

Verhandlungs- und Gesprächssituationen mit virtuellen Charakteren trainie-

ren kann. Ich war gespannt, weil ich diese Möglichkeit in unterschiedlichen

Kontexten unserer Entwicklungsarbeit bereits als sinnvoll wahrgenommen

hatte. Wir orientierten uns zu diesem Zeitpunkt stärker in Richtung Ed-Tech

mit dem Fokus Training und Bewusstseinsbildung. In diesem Bereich woll-

ten wir angewandte Spieltechnologie und die damit verbundenen Konzepte

nutzen. Was uns bei der Kombination aus VR-Erlebnissen und Kommuni-

kationssituationen interessierte, war zunächst die Frage: Was bedeutet es,

wennmanDialoge in Spielen dynamischer gestalten kann, als dies bislang der
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Fall ist? Was verändert sich, wenn gesprochene Sprache für die Eingabe zum

Einsatz kommt? Die Frage nach der dynamischen Gestaltung von Dialogen in

interaktiven Spielen hatte uns in anderen Projekten bereits beschäftigt, aller-

dings in einfacherer Form,über Texteingabe.Da hattenwirmit verschiedenen

Entscheidungspfaden gearbeitet, über die man vom Gespräch aus mehr über

den Hintergrund einer Geschichte erfahren konnte. Oder man kam über den

Dialog zur Lösung eines Rätsels. Wir arbeiten vorzugsweise mit dem Spiel-

konzept des Escape Room. Bei diesem Konzept befinden sich Spieler:innen

in einem (virtuellen oder realen) Raum, aus dem sie nur gelangen, wenn sie

eine Aufgabe lösen. DerWissensgewinn wird als Ausweg aus einer brenzligen

Situation inszeniert. Insofern habe ich mir gedacht: Es interessiert mich,

wie man die Ergebnisse dieses Ansatzes in ein Erlebnis integrieren kann wie

dasjenige, das uns beim Virtual Skills Lab vorschwebte.

Klaus:Das Ergebnis sah dann so aus, dass es beimDialog im Virtual Skills Lab

zunächst keinen Ausweg gibt. Dieser eröffnet sich erst über die zweite und

dritte Sequenz der Interaktion, wo man selbst Lösungen für den Konflikt for-

mulieren kann bzw. über die Dynamik des schiefgelaufenen Gesprächs reflek-

tieren kann.

Thomas: Fürmich gab es noch einen zweiten Aspekt:Wennwir in die Zukunft

denken und schauen, was bei dem Vorhaben für uns rauskommt – es ist ja ein

gemeinsames Ergebnis und betrifft nicht nur uns von Polycular, wobei die Zu-

sammenarbeit mit so vielen Partnern für uns auch ein Experiment darstell-

te –, dann lautet die Frage, welche Vorteile VR hier bietet. Erste Hypothesen

dazu haben wir im Antrag formuliert. Zum Beispiel: Es könnte sein, dass es

für Leute, die eher schüchtern sind, eine einfachere und besser Möglichkeit

bietet, Kommunikationssituationen zu trainieren, ohne auf Rollenspielpart-

ner:innen angewiesen zu sein. Wir haben also von Beginn an Potenzial gese-

hen, etwa in Richtung der Ausbildung von Mitarbeiter:innen im Verkaufsbe-

reich. Wir hatten klare Trainingsanwendungen vor Augen: zum Beispiel eine

Situation,wo ich trainierenkann,was ichüber einProdukt erzählenmuss,was

den Leuten wichtig ist.Wie bringe ich das rüber?Wasmuss ich beachten, was

soll ich vermeiden?Wir haben uns unvoreingenommen herangewagt und uns

gefragt: Was kann dieses Virtual Skills Lab sein? Was könnte da rauskommen

und wo könnten wir das dann auch einsetzen?
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Julian: Ich bin erst in der Phase dazugekommen, als das Projekt schon in Pla-

nungwar.MichhatdieThematikder sozialenKompetenzenangesprochen.Ich

hatte da eine gewisse Vorerfahrung, weil ich mich mit der Methode des Neu-

ro-LinguistischenProgrammierens (NLP) beschäftigt hatte.Da geht es viel um

nonverbale Kommunikation, beimThema »mit anderen Menschen sprechen«

zumBeispiel eher umdie Frage: »Wie redest du?«, undweniger darum,was du

sagst. Als ich diese Ausbildungmachte, verwendete ich natürlich auch Bücher.

Am besten jedoch war es im Seminar, weil man da mit Leuten zusammen ist

und die Dinge üben kann, die man ansonsten nur liest. Die VR-Technologie

bietet mir eine guteMöglichkeit, erfahrungsbasiert zu lernen, ohne ein Semi-

nar zubesuchen.Dennwenn ich etwas lese und rausgeheunddas ausprobiere,

dann fragtmichmein Interaktionspartner vielleicht,ob ich auf denKopf gefal-

lenbin,weil ichgeradeausprobiere,wie es ist,wennmeineStimmesichanders

anhört. Die Möglichkeit, dies zunächst einmal für sich selbst in der virtuellen

Welt auszuprobieren, habe ich am Virtual Skills Lab interessant gefunden.

Klaus:Das waren für dichmögliche Anwendungsfälle: zum Beispiel ein Semi-

nar oder ein Buch, in dem Inhalte vermittelt werden, die dann in Form einer

Simulation ausprobiert werden können.

Julian: Ja, ich bin beim Lernen eher Autodidakt, aber mit Soft Skills ist das

schwierig. Die muss man ja in der Interaktion mit anderen ausprobieren und

entwickeln. Wenn ich nun eine interaktive Technologie habe, dann kann ich

das üben, ohne gleich rausgehen zumüssen.

Klaus: Im Sinne dessen, was Thomas vorhin sagte, würdest du tatsächlich in

eine Zielgruppe für ein solches Training fallen. Wir mussten ja im Rahmen

des AntragesHypothesen aufstellen,wasmögliche Vorteile dieser Technologie

sein könnten.EineVermutung,die bereits in der Forschung behandelt worden

war,gingdahin,dassMenschen,die sagen: »Ichmöchtedasmal fürmichallein

ausprobieren.«, einen Nutzen aus einer solchen Anwendung ziehen könnten.

VR wäre dann eine gute Alternative zum Rollenspiel, weil man im virtuellen

Raum eine zwar interaktive, aber sichere Umgebung vorfindet.

Julian: Genau. Rollenspiele fallen mir prinzipiell eher schwer. Aber in VR ist

man unbefangener, da ist es einfacher, Dinge zu probieren. Da kann ich das

Ganze inmeiner eigenenGeschwindigkeitmachen.Sowie ich esmir vorstelle.

Insofern würde ich tatsächlich in die Zielgruppe passen.
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Klaus:Dein Hintergrundwissen aus den NLP-Kursen hat dich also motiviert.

Da geht es stark um nonverbale Kommunikation, also um Gesten, Blickrich-

tungen usw. Das kann man in einer VR-Interaktion mit einer virtuellen Figur

gut abbilden. Hat dich das dann auch weiter begleitet? Hast du den Eindruck,

dass du dieses Vorwissen einbringen konntest?

Julian: In gewisser Weise ja. Ich habe zum Beispiel eine Funktion eingebaut,

die sicherstellt, dass die virtuelle Figur dir direkt in die Augen schaut, dass die

also »weiß«, wo dein Kopf ist. Bei den Tests hat man dann gemerkt, dass es

einenUnterschiedmacht, ob diese Figur nur so dahinstarrt oder deinemBlick

folgt.Wenn du zum Beispiel deinen Kopf zur Seite bewegst, dann schaut dich

die virtuelle Figur immer noch an.

Anknüpfen an bestehende Erfahrungen

Klaus:Thomas, du hast ja schon angesprochen, dass ihr bei gewissen Vorer-

fahrungen angesetzt habt. Kannst du uns schildern, worin die bestanden?

Thomas:Was wir hatten, waren Chat-Systeme, über die die Nutzer:innen in-

nerhalb des Dialogsmit den virtuellen Figuren anHintergrundinformationen

kommen können. Zudem hatten wir bereits VR-Projekte gemacht. Besonders

Robert, der im Future-Lab an Projekten für den CAVEmitgewirkt hat.8 CAVE

steht für Cave Automatic Virtual Environment. Anstatt ein Headset aufzuset-

zen,begibtman sich in einenRaummitdrei odermehrWänden,auf die eine 3-

dimensionale virtuelle Umgebung projiziert wird. Man ist also in einer virtu-

ellen Höhle und kann dort interagieren. Die Idee einen CAVE zu bauen wurde

anfangs teils belächelt nachdemMotto: »Daswerden sie ehnie schaffen.« Aber

das Future-Lab,Robert war Teil des Teams, hat das dann doch geschafft und es

entstand als erste immersive virtuelle Umgebung dieser Art in Europa. Aller-

dings stellt der CAVE über die Projektionen auf 5 Würfelseiten, in denen ich

mich mit Shutter-Brillen befinde, eine andere Technologie dar als die heuti-

gen HMDs.

Bei Polycular haben wir ebenfalls an einigen VR-Projekten gearbeitet,

die recht unterschiedlicher Natur waren. Eines ging stärker in Richtung

8 https://ars.electronica.art/newdigitaldeal/files/2021/08/futurelab25.pdf (Seite 38).

(abgerufen am 30.10.2022)
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Visualisierung, Begehbarmachung von Architekturdaten. Ein eher künstleri-

sches, emotionales VR-Erlebnis, das wir designt haben, war ein Unterwasser-

Schwimmausflugmit dem Titel »Swimming Pool«.9 Da tauchst tu ab und hast

das Gefühl, du bist im Paradies: Korallen, Fische. Wenn du dich aber wei-

terbewegst, siehst du stilisierte Wasserleichen herumschwimmen in dieser

Idylle. Das war ein Erlebnis, das die Menschen mit der Situation von Flucht

und Tod im Mittelmeer konfrontieren sollte. Dieses Thema erlangt leider

immer wieder Aktualität. Bei diesem Projekt haben wir uns gefragt: »Wie

sehr kann dich VR auf eine Reise schicken?« Das hat mich und Robert immer

interessiert: Was für ein Erleben,was für eine Emotion können VR-Erlebnisse

bei den Leuten auslösen? Können sie daraus etwas zehren, bringt das etwas

auch aus künstlerischer Sicht? Kann man darüber etwas lernen? Das war

damals bereits die Frage: Was löst das aus bei den Leuten? Wird das dann

unmittelbarer, ist es dann für eine bestimmte Zeit einThema,mit dem sie sich

stärker auseinandersetzen? Oder ist das völlig egal?

Komponenten des Prototyps

Klaus: Von dieser Erfahrungsbasis seid ausgegangen. Welche Herausforde-

rungen habt ihr dann in der Phase der Erstellung des detaillierten Antrags

gesehen? Wie habt ihr die Zusammenarbeit mit den anderen in dieser Phase

erlebt?

Thomas:Auf unserer Seite ging es darum, zu konkretisieren,wie das Szenario

aussehen könnte und was das in technischer Hinsicht impliziert. Was muss

man dafür alles bauen, welche Teile der Software müssen an welcher Stelle

miteinander interagieren? Julian, das war auch das erste Mal, als wir beide

unsdarüber unterhielten,welcheKomponentenwir insgesamtbenötigen.Wir

versuchten dabei, nach den Sternen zu greifen, wie glaube ich alle im Kon-

sortium. Was könnte man alles umsetzen und einbauen? Das begann bei der

KI-basierten Emotionserkennung, also der Möglichkeit, maschinell zu erken-

nen, welche Emotionen der Nutzer oder die Nutzerin durchlebt. Wir waren

uns relativ sicher, dass die Stimmanalyse und Spracherkennung gut funktio-

nieren könnten.Diesbezüglich hattenwir bereits Erfahrungen gesammelt. Al-

lerdings waren die Systeme damals noch nicht so weit wie jetzt. Und dann ka-

mennoch die Fragen zurDarstellung der virtuellen Figur hinzu.Diemuss sich

9 https://www.polycular.com/portfolio/swimming-pool/ (abgerufen am 30.10.2022)
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ja bewegenkönnen,einenGesichtsausdruckhabenusw.Wirwussten,wirwer-

den Audio brauchen, da war ebenfalls die Frage, wie weit KI da bereits entwi-

ckelt ist.Wie gut sind Tools zur Sprachverarbeitung nutzbar?Wir sahen Tools,

von denenwir hofften, dass sich diese noch weiterentwickeln würden. In eng-

lischer Sprache ist das zum Teil auch passiert und die Sprachverarbeitung ist

deutlich besser geworden. Im Deutschen ist das noch eingeschränkter.

Unsere Rolle haben wir in folgenden zwei Aufgaben gesehen: einerseits zu

skizzieren, wie sich so ein Szenario anfühlen würde, was das überhaupt sein

könnte, und andererseits zu überlegen, was für verschiedene Komponenten

dazu gebraucht werden. Das war unser Rollenverständnis: einerseits Game-

Konzepte zu designen und andererseits die Frage nach denMöglichkeiten der

VR-Technologie zu bearbeiten. Für den Antrag entwarfen wir dazu ein Dia-

gramm.

Abb. 7: Das ursprüngliche Diagramm zur Erklärung der Funktionsweise der techni-

schen Komponenten.

Klaus: Ich glaube, dass diese Darstellung für alle wichtig war, zumindest ha-

be ich das so erlebt. Ich hatte von den technischen Aspekten keine Ahnung.
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So konnte ich erkennen, wo die neuralgischen Punkte und Herausforderun-

gen liegen, die mit einer solchen Entwicklung verbunden sind. Man kann sa-

gen,dass zwei Fragestellungen zusammengekommen sind.Einerseits die Fra-

ge nach dem Szenario: Welche Erkenntnisse liegen diesem aus organisations-

psychologischer Sicht zugrunde? Andererseits die Frage der User Experience:

Wie kann man ein solches Szenario mittels der VR-Technologie gestalten? An

dieser Stelle berühren sich die Aspekte, die mit dem Training und mit der In-

teraktion zwischen Menschen zu tun haben, und die Aspekte, die man unter

dem Begriff Mensch-Maschine-Interaktion zusammenfasst.

Thomas: In der Phase der Antragstellung war klar: Man wird einen Ablauf

für die Nutzer:innen brauchen (Scenario Management). Damit ist die Art

gemeint, wie die Nutzer:innen in die Szene eingeführt werden und was sie

sehen. Welche Informationen brauchen sie? Welche Aktionen kann oder

sollen sie in der virtuellen Umgebung durchführen können, um sich darin

zurechtzufinden? Mit all diesen Fragen sind technische Problemstellungen

und mögliche Lösungswege verbunden. Dann wird man verschiedene For-

men von Input brauchen, also Systeme, die eine Eingabe mit der Stimme,

mit Controllern oder mit einer Tastatur ermöglichen. Man wird einen Teil

brauchen, der »versteht« und »analysiert«, was gerade passiert (Analysis and

Classification). Der stimmliche oder textliche Input der Nutzer:innen muss

von derMaschine seiner Bedeutung nach analysiert und eingeordnet werden.

Dannmuss ein sinnvolles Feedback zusammenstellt werden. Das Ganze sollte

über Sprachausgabe, Gesichtsausdrücke und Animationssystem die Antwort

des Avatars ergeben (Communication AI). Auf diese Weise kann ein Dialog

zwischen einer realen Person und einer virtuellen Figur (Character, Avatar)

entstehen.

Klaus:Wenn ihr diese Darstellung jetzt betrachtet, wie hat sie sich über den

Entwicklungsprozess verändert?

Julian: In den Grundzügen entspricht das Resultat dem, was wir uns vorge-

nommen hatten.Wir haben daraus ein etwas zentraleres Systemmit nur drei

großen Komponenten entwickelt, nämlich Input, Output und Scenario Ma-

nagement. Diese kommunizieren dann miteinander, also letztlich ist es nicht

so verschachteltwie auf demursprünglichenDiagramm.Es ist simpler gewor-

den, was auch damit zu tun hat, dass es ein längerfristiges Projekt ist. Viele

dieser Komponenten bauen aufeinander auf. Am Anfang hatten wir noch kei-
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ne Spracherkennung, sondern eine Texteingabe.Außerdemhattenwir amAn-

fang noch keine visuell gestaltete virtuelle Figur. Um zu sehen, dass das Sze-

nario funktioniert, haben wir uns mal nur auf die Texteingabe und -ausgabe

konzentriert. Ichgebeetwasein,unddieMaschineantwortet ebenfalls inText-

form.Die erste Formdes Szenarioswar also einChatbot.Daraus hat sich lang-

samdie jetzigeFormentwickelt,nämlich ausdenKomponenten Input,Output

und dem Scenario Management, das mit beiden kommuniziert.

Klaus:Man muss es wohl im Rahmen des Prozesses noch einmal runterbre-

chen, weil man ja die einzelnen Komponenten für sich entwickeln muss. Dar-

an kann ichmich erinnern. Ich habe die erste Form jamal ausprobiert, bei der

es nur um die sprachliche Kommunikation mittels Text ging.

Abb. 8: Unser Prototyp für ein interakti-

ves Szenario10 begannmit einemChatbot,

der mit einer Spracherkennungssoftware

verbunden wurde.

10 Auf diesem Foto sieht man Klaus Neundlinger, wie er eine frühe Version testet, indem

er vorgegebeneSätze einspricht, auf die der Chatbot reagiert. Beobachtetwird er dabei

von Julian Watzinger und Thomas Layer-Wagner.
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Julian: Genau. Viele Dinge ergeben sich erst während der Entwicklung. Dann

kann man erst einschätzen, was in der Praxis am besten funktioniert. Man

muss viel ausprobieren und das Programm dann wieder umschreiben. Dann

kommen noch Analyse und Debug-Features (Funktionen zum Finden und Be-

heben von Fehlern) dazu, wie zum Beispiel, wenn man direkt an bestimmte

Stellen des Szenarios springen will, ohne die gesamte Interaktion durchspie-

len zu müssen. Man muss die gesamte Szenario-Struktur ändern, damit das

funktioniert. Für die Entwicklungsarbeit ist das wichtig, weil man zu Probe-

zwecken ja immer wieder einzelne Teile durchspielen oder anschauen muss.

Undwas dann noch dazu gekommen ist: Dieses Diagramm stellt ja nur die di-

rekte Interaktionmit der virtuellen Figur dar, also das Hauptstück des Szena-

rios. Um dieses herum ist ja viel entwickelt worden, etwa die Einführung in

die Szene am Anfang und dann vor allem der zweite Teil, die Reflexionspha-

se zum Szenario. Da ist also viel dazukommen, was wir in diesem Diagramm

nicht vorausgesehen hatten, was dann aber für die didaktische Aufbereitung

und die verschiedenen Studien im Rahmen der Evaluation wichtig war.

Thomas:Wirhatten zwar in der Antragsphase darüber nachgedacht, dassman

die Szene erweitern kann. ZumBeispiel, indemman die Perspektive wechselt.

Es sollte etwas passieren, das einen in irgendeiner Form über die Interaktion

reflektieren lässt. Aber es war noch völlig offen, ob es sich umdie App handelt,

die später als Begleitung zum VR-Training entwickelt wurde, oder um etwas

anderes. Da waren noch vieleWege offen.

Sackgassen

Thomas:ZuBeginnhabenwir allerdings ein paarWege eingeschlagen,die sich

später als Sackgasse herausstellten. Bei der Sprachsynthese etwamussten wir

einsehen,dasswir imRahmendiesesProjektesnichtweit genugkommenwer-

den. Es war interessant, sich das anzuschauen, aber selbst im Englischen (wo

man schon weiter ist als im Deutschen) ist das noch schwierig.

Ein weiterer Punkt, den wir zu Beginn dynamischer einschätzten, war die

Möglichkeit, im Sinne einer Spielerfahrung Entscheidungen zu treffen, die zu

unterschiedlichen Entwicklungen führen.Wir haben dann aber gesehen, dass

esmit demBudget schwierigwird.Wirhatten zwar eineHardware fürdasMo-

tion Capturing angeschafft, die hat aber nicht geleistet, was wir uns erwartet

hatten.BeimMotionCapturingwerdenmit einembestimmtenVerfahren rea-

le Menschen und ihre Bewegungen filmisch erfasst. Diese Aufnahmen bilden
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die Grundlage für den Körper und die Bewegungen von computeranimierten

Figuren.Wirmussten daher als KonsortiumEntscheidungen treffen,wieman

Teile des Szenarios einfacher lösen kann. Das war notwendig, um die Anzahl

der Varianten nicht explodieren zu lassen, auf die der virtuelle Agent reagiert.

Was hätte das dann für die Produktion bedeutet?Theoretisch wäre es möglich

gewesen, und wir haben uns die Kompetenzen erarbeitet, um das auch ma-

chenzukönnen.HinsichtlichdesBudgetshättedas aber einenhohenAufwand

bedeutet, egal ob es mittels Computergraphik (CGI) umgesetzt worden wäre

odermittels eines 360°-Videos. Es hätte bedeutet, dassman viele unterschied-

licheVarianten einer Szene produzierenmuss.Bei 360°-Videos hätte es bedeu-

tet,es sindnochmehrTakes aufzunehmenundauchbeidermittelsComputer-

graphik animierten Variante hätte es ein Vielfaches an Gesichts-, Sprach- und

Körperanimationen gebraucht. Andererseits hätte es den Vorteil eines dyna-

mischeren Szenarios geboten. Jedenfalls hätte uns interessiert, wie die Reak-

tionen seitens derNutzer:innen ausgefallenwären,wennwir unterschiedliche

Varianten der Geschichte ausformuliert und produziert hätten.

Julian: Eine weitere Sackgasse war die Sentiment-Analyse, also das Erkennen

von Stimmungen seitens derMaschine. Da haben wir keine sinnvollen Lösun-

gen gefunden. Da hätte man auch würfeln können, so zufällig waren die Er-

gebnisse, die da rausgekommen sind. Wir konnten ja keine eigene Software

schreiben, sondernmussten bestehende Software-Lösungen nutzen.Wir hat-

ten diesen Weg ja auch bei Speech-to-Text gewählt, aber was Speech-to-Sen-

timent angeht, waren die Lösungen sehr schlecht.

Klaus: Kannst du erklären, was eine Sentiment-Analyse ist?

Julian:Das ist ähnlich wie bei der Speech-to-Text-Analyse, doch geht es nicht

darum, dass die Maschine erkennt, was die Person sagt. In diesem Fall muss

dieMaschine erkennen, in welchemGefühlszustand die Person etwas sagt: Ist

siewütend?Freut sie sich?Eine solcheAnalyse erfolgtüberbestimmteParame-

ter, sodass die Maschine eine bestimmteWahrscheinlichkeit errechnen kann.

Sie kann zum Beispiel eine 90 %igeWahrscheinlichkeit dafür errechnen, dass

die Person gerade wütend ist. Für diese Art von Analyse wurden bereits Soft-

warelösungenentwickelt.Fürunswarklar,dasswirdasnicht selbst entwickeln

können. Die Lösungen, die wir geprüft haben, haben das allerdings nicht gut

gemacht.Wir haben dasmit vielen Leuten ausprobiert. Jeder hatmal probiert,

reinzuschreien oder freundlich zu sein.Aber das,was zurückkam,war nie das,
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was wir uns erwartet hatten. Aus diesem Grund war es nicht sinnvoll, das zu

verwenden.

Thomas: Ich hatte das Gefühl, in unserem Fall war diese Software auch des-

halb nicht gut einzusetzen,weil man im Szenario sehr kurze, knappe Antwor-

ten geben muss. Unter Umständen funktioniert die Erkennung besser, wenn

man zwei, drei Sätze mehr spricht. Aber das hat mit unserem Szenario nicht

zusammengepasst.

Julian:Doch selbst was Speech-to-Text angeht,mussten wir viel nachbearbei-

ten. Ich habe sehr viel Zeit darin investiert, die Spracherkennung noch einmal

zu verbessern.Was da zurückkommt, entspricht nicht immer dem,was duha-

ben willst. Im Szenario sind die Antworten vorgegeben, und basierend darauf

kann man die Eingabe dann nachbearbeiten. Wenn wir nur die angekauften

Lösungen verwendet hätten, ohne den Algorithmus, den ich draufgepackt ha-

be, dann wäre die Qualität auch deutlich schlechter.

Klaus:Du hast einen Algorithmus entwickelt?

Julian: Ja.Da geht es darum,den Text, der aus demSystem zurückkommt,mit

den vorgegebenen Antworten zu vergleichen.Wenn der Nutzer oder die Nut-

zerin etwas sagt,was nichtsmit den vorgegebenen Antworten zu tun hat,wird

das nicht zugelassen. Wenn es hingegen ähnlich ist, soll es erkannt und zu-

gelassen werden. Im Prinzip versucht der Algorithmus, möglichst viele Wör-

ter in der richtigen Reihenfolge zu finden. Dann werden die Keywords noch

mit reingerechnet, und so wird die Wahrscheinlichkeit kalkuliert, mit der es

sich bei dem Text um eine der vorgegebenen Antworten handelt. Das ist die

Grundlage dessen, was ich gemacht habe. Und das hat die Erkennung deut-

lich verbessert. Also wenn du zum Beispiel sagst: »Ich habe jetzt kein_ Zeit.«,

dann erkennt der Algorithmus, dass »kein« und »keine« vermutlich dieselbe

Bedeutunghaben.Umauf die Sentiment-Analyse zurückzukommen,das kön-

nenwir hier nichtwirklichmachen,weil wir nichtwissen,wie derNutzer oder

die Nutzerin sich verhält, welche Gefühlsintention sich hinter seiner oder ih-

rer Aussage verbirgt. Es gibt vielleicht eine Grammatik des Gefühlsausdrucks,

aber diese ist wesentlich komplexer als diejenige der Sprache.

https://doi.org/10.14361/9783839465646-005 - am 13.02.2026, 20:29:52. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839465646-005
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/


Kapitel 4: Technische Entwicklung 157

Visualisierung, Darstellung der virtuellen Figur

Klaus: Was die anderen Aspekte der virtuellen Figur betrifft, also die Bewe-

gung, die Gesten undMimik usw., wie ist es euch da ergangen?

Thomas:Wir hatten im Rahmen des Projekts früh Kontakt zu Wolfgang, der

mittlerweile fix bei uns im Team arbeitet. Wolfgang ist bei uns 3D-Artist und

Technical Artist. Er hat sich auf dasMotion Capturing spezialisiert. In den an-

fänglichen Gesprächen und in der Zusammenarbeit mit ihm ging es um die

Frage: Avatare, virtuelle Figuren, Bewegungen, was bedeutet das? Wir konn-

ten da ebenfalls auf Vorerfahrungen zurückgreifen. Bereits in unserer Zeit an

der Fachhochschule hatten Robert und ich mit Animationssystemen gearbei-

tet, mit computeranimierten Figuren, mit Bewegungs-Blending, aber auf ei-

nem abstrakteren Niveau. Das war nicht so auf einen Anwendungsfall zuge-

schnitten, sondern da haben wir aus verschiedenen Pools und Datenbanken

(Librarys) an Animationen einen Ablauf zusammengestellt, um eine histori-

sche Situation zu schildern und zu zeigen. Konkret war das ein Projekt für

ein Museum in Radstadt, bei dem die Geschichte der Bauernaufstände, der

Bauernkriege erzählt wurde.Die Bewohner:innen von Radstadt waren unmit-

telbar von diesen Aufständen betroffen, sind auch belagert worden. Das Ziel

dieser Animation war, Einblicke in die Zeit zu geben und zu vermitteln, dass

es eine spannende Epoche war, weil da in ganz Europa viel passiert ist. Bei-

spielsweise sollte eine Situation dargestellt werden, in der ein Anführer Leute

einschüchtert. Also habenwir Animationen zusammengesucht, bei denen zu-

erst ein Charakter auf einen anderen einredet und gestikuliert und dann sein

Gegenüber aber beim Kragen packt und mit der Hand eine drohende Geste

macht.Dawar auch schon die Fragestellung: Kannmandie Bewegungs-Libra-

rys irgendwiemischen, kannman damit eine Geschichte erzählen? Das waren

immer schon Fragen, die Robert und ich uns gestellt hatten.

Von Wolfgang wussten wir, er hatte auch schon eine VR-Experience um-

gesetzt, bei der im Team ein aufwendigesMotion-Capturing gemacht worden

war. Einen solchen Aufwand hätten wir in diesem Projekt allerdings nicht be-

treibenkönnen:Nachbau vonCharakteren anhand vonFace-Scans,die gesam-

te Person in 3-D scannen und so weiter. Das wäre in unserem Projekt mit zu

hohen Kosten verbunden gewesen. Aber wir hatten mit Wolfgang jemanden,

der die Expertise im Bereich Motion Capture einbrachte.

Wirmusstenuns vordemHintergrunddesBudgetsüberlegen: Inwelchem

Umfang produzieren wir Motion-Capture-Aufnahmen? Es ist nicht sinnvoll,
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dieHälfte des Budgets in dieHard- undSoftware für einMotion-Capture-Sys-

tem zu stecken. Denn das war ja nicht das einzige Problem, das wir angehen

mussten. Damit waren Limitierungen verbunden. Von unserer Seite war die

Frage zu lösen: Wie können wir mit diesen Einschränkungen möglichst gut

umgehen? Was Gesicht und Oberkörper betrifft, sind wir recht weit gekom-

men.Was viel problematischer und schwieriger war,waren die Bewegungsab-

läufe. Wir hatten eigentlich gute Erfahrungen mit anderen Systemen diesbe-

züglich. Insofernhabenwirdas vielleicht einwenigüberschätzt,wie gutdieses

System das liefern könnte.

Abb. 9: Die Schauspielerin ChristineWinter, dieMiraHorvath im

360°-Video verkörperte, bei denMotion-Capture-Aufnahmen.

Julian:Man darf sich das nicht so vorstellen, dass man jemanden in einen An-

zug steckt, Aufnahmenmacht und das ins Projekt reinwirft.Damussman viel

nachbearbeiten, das istmit viel Handarbeit verbunden. Teilweise sind Sensor-

daten nicht richtig, dann kommenPosen raus, die nicht realistisch sind.Da ist

auf einmal der Ellbogen im Oberkörper.
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Thomas:Das ist sicher ein Bereich, der sich in den nächsten Jahren stark wei-

terentwickelnwird,wennmananKIdenkt.ÜberdieSoftware,mit dermandie

Bewegungsabläufe aufnimmt, wird man dann das manuelle Bearbeiten we-

sentlich verbessern können. Man bekommt dann bessere Daten, mit denen

manweiterarbeiten kann.Wir haben unsmit Leuten aus demFilmbereich un-

terhalten, die so etwas zum Teil für Hollywood-Produktionen machen und in

der Game-Engine-Entwicklung arbeiten. Die sagen übereinstimmend: Je hö-

herwertiger und deshalb auch kostspieliger das System, umso besser wird es.

Und selbst die machen zusätzlich zum Motion Capturing Videoaufnahmen,

damit sie Fehler wie die beschriebenen mittels Nachbearbeitung korrigieren

können.

Julian: Auch wenn die Aufnahmen perfekt sind, ist ein virtueller Agent nicht

das 1:1-Ebenbild der Person, die das aufnimmt. Wenn die virtuelle Figur ein

bisschen dicker oder dünner ist, muss man das entsprechend anpassen. Wir

haben für die Vergleichsstudie vier verschiedene Avatare konstruiert. Das

basiert immer noch auf denselben grundlegendenMotion-Capture-Aufzeich-

nungen, die mit einer Schauspielerin gemacht wurden. Die mussten dann

auch bearbeitet werden, weil zum Beispiel eine deutlich korpulentere Person

eine ganz andere Gangart und Skelettstruktur hat.

Thomas:HierhatWolfgangnocheinmal viel Arbeit hineingesteckt.Dabraucht

man sehr viel Erfahrung.

Klaus:Die Frage ist, welches Ziel manmit der Darstellung erreichen will.Wie

realistischmöchteman das gestalten? Ist das überhaupt erstrebenswert [siehe

dazu Kapitel 3]? Ich fand es wichtig, im Rahmen des Projekts unterschiedliche

Darstellungsweisen zu vergleichen, nach Alter, Geschlecht, Körperbau usw.

Dies scheint ja große Auswirkungen darauf zu haben, wie das Szenario erlebt

wird. Daraus muss dann abgeleitet werden, wie man die Möglichkeit, die

Figur unterschiedlich aussehen zu lassen, in praktischen Anwendungen zum

Einsatz bringt.

Thomas:Die Möglichkeit der unterschiedlichen Darstellung wird im Rahmen

der Evaluation genutzt, um zu sehen, welche Reaktionen zumBeispiel ein an-

deresGeschlechtoderAlterbei denSpieler:innenhervorrufen,obwohl alles an-

dere gleich bleibt, also derDialog, dieUmgebung, die Situation.Nur die Stim-

me ändert sich und damit verbunden der emotionale Ausdruck des Avatars. Es
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ist eine spannendeErfahrung: Ich spiele exaktdie gleiche Interaktionmit einer

Frau durch undmit einemMann durch – ändert das bei mir irgendwas [siehe

dazu Kapitel 5 und 6]?

Zusammenarbeit im Konsortium

Klaus:Wie habt ihr den gemeinsamen Entwicklungsprozess im Konsortium

erlebt?

Thomas: Diese Zusammenarbeit wurde lange Zeit von Robert gestaltet. Ich

habe mich zwar viel mit ihm ausgetauscht, doch beschränke ich mich auf

die Phasen und Aspekte, die ich selbst mitgestaltet habe. Natürlich gibt

es innerhalb eines solchen Konsortiums unterschiedliche Zielsetzungen,

Schwerpunkte und Interessenlagen. Wir waren durchaus daran interessiert,

unterschiedliche Erlebnispfade und Ausgänge zu generieren. Aus wissen-

schaftlicher und psychologischer Sicht ist hingegen eine andere Herange-

hensweise gewählt worden. Es ist schwer zu entscheiden, welche der beiden

besser ist.Es führt einfach zu sehr unterschiedlichenErgebnissen.Ausmeiner

Sicht ist es spannend, mit Teams aus unterschiedlichen Fachbereichen zu-

sammenzuarbeiten. Manchmal stellt die jeweilige Fachsprache ein Hindernis

dar.Man braucht eine gewisse Zeit, bis man eine gemeinsame Sprache entwi-

ckelt hat. Was angenehm und hilfreich in der Zusammenarbeit war, war das

Vertrauen der anderen in unsere Fähigkeit, in technischen Belangen dieDinge

gut beurteilen zu können. Vor allem bezüglich dessen, was machbar ist und

was weit über die Möglichkeiten im Projekt hinausschießt. Darüber hat es nie

große Diskussionen gegeben, eher über Nuancen bestimmter Sachverhalte.

Klar, es ist leichter, wennman Dinge nur innerhalb eines eingespielten Teams

ausmacht. Aushandlungsprozesse lassen sich dann schneller durchführen.

In einer Konstellation wie dem Virtual-Skills-Lab-Konsortium, wo wir uns

am Anfang noch gar nicht kannten, ist das anders. Beim Start des Projekts

wussten wir auch nicht genau, wo die Reise hingehen wird. Es war ein Teil

des Prozesses, das gemeinsam rauszufinden.Wir wussten noch nicht, wo die

Schwerpunkte der anderen genau liegen, was sie herausfinden wollen. In die-

sem Spannungsfeld haben wir versucht, für die unterschiedlichen Seiten das

zu bieten, was in ihrem Forschungsinteresse lag. Auf der einen Seite Usability

(AIT), dann die Frage nach den psychologischen Wirkungen (KL Uni), dann

die Frage,wieman so etwas in einemWorkshop einsetzen kann (ice).Das sind

doch drei unterschiedliche Interessenlagen.
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Klaus: Dazu kommt noch die allgemein gesellschaftliche, gesellschaftspoliti-

sche Dimension (IHS). Da es sich beim Virtual Skills Lab um ein Forschungs-

projekt handelt, ist der gemeinsameProzess offen.Man formuliert eine Frage-

stellung und schaut, wo man hinkommt. Das hat es aus meiner Sicht für uns

als Konsortium leichter gemacht.Es gab zwar immerwieder Punkte, an denen

wir Entscheidungen treffen mussten. Aufgrund der Offenheit hat man wohl

mehr Möglichkeiten, aufeinander einzugehen. Unser Unternehmenspartner

hat wohl andere Vorstellungen gehabt.Die hätten vielleichtmit geschlossenen

und konkreteren Fragestellungenmehr anfangen können.

Thomas: Wobei wir unserem Unternehmenspartner von Anfang an klar ge-

macht haben, dass das ein offener Prozess ist. Bei einem großen Konzern

kommt es drauf an, wie das kommuniziert wird, wer dafür zuständig ist,

wie die Leute sich verhalten, die in diesen Prozess mit einbezogen werden,

aus welchen Ebenen die kommen. Für den Unternehmenspartner war das

etwas Neues. Auch das Setting in der Ko-Kreation war offenbar etwas Neu-

es für dieses Unternehmen. Es wurde dann relativ konkret, was einerseits

gut, andererseits vielleicht nicht so gut war. Wenn man uns ein relativ enges

Korsett anlegt, kann das gut sein. Andererseits kann auch eine große Of-

fenheit Vorteile haben, weil man im Tun, im Experimentieren auf gewisse

Dinge draufkommt und gewisse Dinge dynamisch oder anders macht. Von

unserer Seite als Designer hätten wir es uns einfacher machen können, wenn

wir einige Dinge klarer kommuniziert hätten. Dass man zum Beispiel die

Szene so gestalten hätte sollen, dass Mira zu Beginn der Szene nicht zur Tür

reinkommt, sondern bereits am Schreibtisch sitzt. So eine Szene hatten wir

schon,mit einem Avatar, dessen Körper aufgrund der Sitzhaltung nur ab dem

Rumpf sichtbar ist. Damit hätten wir in Bezug auf die Animation weniger

Probleme gehabt. Da hat dann der Wunsch überwogen, es allen recht zu

machen. Wir wollten uns auch selbst beweisen, dass wir das können. Hier

könnte es hilfreich sein, einem technischen Entwicklungspartner Spielräume

zuzugestehen, sodass dieser sagen kann: »Lasst uns das noch einmal ändern.«

Denn der Aufwand, im Script noch einmal Änderungen vorzunehmen, ist

wesentlich geringer als der technische Aufwand, das alles so zu realisieren.

Klaus: Ich fand es nicht schlecht, dass durchMiras Auf- und Abtritt Bewegung

ins Szenario kommt. Aber ich habe auchmitbekommen,wie viel Aufwand das

für euch bedeutete. Und ihr seid wohl bis heute noch nicht ganz zufriedenmit

dem Ergebnis.
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Julian: Nein, aber das ist immer so. Viele Dinge sind supercool, wenn sie gut

funktionieren. In einem Projekt mit begrenztem Budget und begrenzter Zeit

muss man da aber Abstriche machen.

Klaus:Manhättenocheinmal eineSchleife ziehenund fragen:Könnenwirdas,

was wir ausdrücken wollen, auch ohne den Auf- und Abtritt von Mira rüber-

bringen. Allerdings hat dieses Auf- und Abtreten seinen Sinn: Es transportiert

viel von der Emotion, einerseits die Erwartung, mit der sie am Anfang rein-

kommt, andererseits die Enttäuschung, mit der sie am Ende rausgeht. Dra-

maturgisch ist das absolut schlüssig. Aber es ist leichter gefilmt, als es in der

Computeranimation zu realisieren ist.

Thomas: Man hat das eh im 360°-Video gesehen. Das wurde ja gemacht, um

einen Vergleich zu haben. Wir sind keine Filmcrew, sondern wollten das ein-

fach mal ausprobieren, wie sich das übersetzen lässt, wo da die Hürden und

Probleme liegen.

Klaus:Manmuss sich immerwieder anschauen,was für den jeweiligen Zweck

die schlüssigste Variante ist. So wie es jetzt ist, ist es eine klassische Theater-

szene: Auftritt, Abtritt.

Thomas: Es hat auf jeden Fall auch etwas Filmisches.

Potenzial

Klaus: Zum Schluss möchte ich euch noch fragen, wie ihr das Potenzial und

den Nutzen dieser Technologie einschätzt.Wo wird die Reise hingehen?

Thomas: Es wird spannend sein zu sehen, wie sich die interaktive Szene in ei-

nen größeren Kontext einbetten lässt, in ein Trainingsprogramm, wo zu dem

Thema auf unterschiedlicheWeise gearbeitet wird. Für uns stellt sich dann die

Frage: Was müsste man noch dazu bauen, um eine solche Einbettung zu un-

terstützen, sodass es auf der digitalen Ebene alleine funktioniert? Oder muss

das eh gar nicht sein undman kann es im Idealfall in einerWorkshop-Situati-

on gut einsetzen. Und an welcher Stelle innerhalb eines Lernpfades wirkt das

VR-Training am besten? Diese Fragen sind ja noch offen und die wollen wir

gemeinsam bearbeiten. Das sind die Punkte, die für uns spannend sind. Wir

habenuns inBezug auf die technischeUmsetzung viel anKompetenz angeeig-
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net undhabennoch einigeDinge in derHinterhand,die für denPrototypnicht

verwendet wurden. Vor allem könnten wir es in technischer Hinsicht dyna-

mischer umsetzen. Wir sind auch gespannt, was bei dem Vergleich zwischen

der immersiven Variante mit VR-Headset und der Desktop-Version ergeben

wird. Ich würdemir erhoffen, dass das Eintauchen in die Szene, das durch die

VR-Umgebung erzeugt wird, einen positiven Beitrag leistet. Aber selbst wenn

es das nicht ist, sind es andere Erkenntnisse, die wir daraus mitnehmen kön-

nen.

Julian: Da kann ich mich nur anschließen. Für mich persönlich ist auch

die computergenerierte VR-Variante die interessantere, vom Technischen

und von den Möglichkeiten her, wo es hingehen könnte. Die Video-Variante

diente für mich eher zum Vergleich, obwohl bei den Evaluationen scheinbar

das Video besser angekommen ist. Aber das heißt vielleicht nur, dass die

computergenerierte Umsetzung noch nicht 100 % ausgereift ist.

Thomas:Wir haben ja auch vor, das gemeinsam weiterzuentwickeln, also ge-

meinsam in neue Gefilde vorzudringen.
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