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Abstract Der vorliegende Beitrag untersucht aus einer medienlinguistischen Perspektive In-

terfaces von Sprachassistenzsystemen – und zwar sowohl die stimmbasierten Ein- und Aus-

gaben (Voice User Interfaces, VUIs) als auch darauf aufbauend deren Dokumentation in ver-

knüpften Smartphone-Apps (Graphical User Interfaces, GUIs). Aus der kombinierten Inter-

face-Analyse ergeben sich erstensErkenntnisse über dasVerhältnis zwischenden stimmbasier-

ten Interfaces und dem Sprachgebrauch der Anwender*innen. Konkret wird ein sprachlich-

sequenziellesMuster fürDialogemit VUIs beschrieben und aufgezeigt, dass die Anwender*in-

nen diese situativ in die soziale Praxis einbinden. Zweitens ergeben sich Einsichten über hin-

tergründige Mechanismen zur Verdatung und Verarbeitung sprachlicher Praktiken. Die Do-

kumentation der Dialoge in visuellen Oberflächen erweist sich als fragmentarisch und zeigt

auf, dass die Aufzeichnungen für eine maschinelleWeiterverarbeitung vorbereitet werden, die

nur teilweise am sequenziellen Ablauf der Stimmein- und -ausgaben orientiert ist. 
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1. Einleitung1

MenschenundMaschinen sprechenmiteinander: Die Verbreitung vonSprachassis-

tenzsystemen wie »Alexa« von Amazon oder Internet-Anwendungen wie ChatGPT

ist dabei nur die jüngste Spitze einer längeren Entwicklung: Sprachdialogsys-

teme, Chatbots und Sprachassistenten weisen eine teils weit zurückreichende

Mediengeschichte auf (vgl. etwa Baranovska/Höltgen 2018; Volmar 2019) und wur-

den historisch durch unterschiedliche technologische Verfahren ermöglicht (vgl.

Bender/Koller 2020: 5192). Diese Anwendungen haben gemeinsam, dass sich ihre

User Interfaces (Benutzer*innen-Schnittstellen) an Praktiken zur Organisation

1 Für hilfreiche Anregungen und Kommentare zu früheren Fassungen dieses Texts danke ich

Benedikt Merkle, Niklas Strüver und Didem Leblebici sowie den anonymen Reviewer*innen.
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56 Sektion I: Konstruktion

zwischenmenschlicher Interaktionen orientieren. Die Maschinen eröffnen damit

einen Raum für Interface-Dialoge, d.h. sprachbasierte Ein- und Ausgaben zur

Steuerung der Maschine, wobei diese seitens der Maschine synthetisch generiert

sind. Diese können in den genannten Anwendungen schrift- oder stimmbasiert

erfolgen. Zugleich stehen diese Interface-Dialoge nicht für sich; vielmehr sind sie

angebunden an unterschiedliche visuelle Bildschirm-Umgebungen (Sehflächen),

die den Dialog selbst mit hervorbringen können, ihn evtl. beeinflussen, oder ihn

dokumentieren und archivieren.Bei Chatbots können dies z.B. das Chatfenster, die

visuelle Umgebung einer Webseite oder die Dokumentation des bisherigen Chat-

verlaufs sein.Bei Sprachassistenzsystemen,die imZentrumdes folgendenBeitrags

stehen, stellt die verknüpfte Smartphone-Anwendung eine solche Umgebung dar,

in der die Aktionen dokumentiert und das System gesteuert werden kann. 

Der vorliegende Beitrag widmet sich den Interfaces stationärer Sprachas-

sistenzsysteme. Die Systeme bestehen erstens aus einem Smart Speaker, einem

Geräteverbund aus Lautsprecher, Mikrofon und Rechenmodul – u.a. zur Her-

stellung einer Internetverbindung und zur Erkennung des Aktivierungsworts,

z.B. »Alexa«. Wird dies erkannt, wird der nachfolgende Input aufgezeichnet und

zur Auswertung an einen Cloud-Server gesendet (vgl. Hoy 2018: 82). Die Auswer-

tung erfolgt bei den untersuchten Systemen – anders als bei Anwendungen, die

auf Large Language Models (LLMs) basieren – nicht rein probabilistisch, sondern

funktionsbasiert (vgl. Hoy 2018: 83f.). Durch Natural Language Understanding (NLU)

werden dabei in den aufgezeichneten und durch Speech Recognition transkribierten

Äußerungen der Nutzer*innen zunächst einzelne Anwendungen (Skills) erkannt

und der Input daraufhin nach anwendungsspezifischen Eingaben abgesucht (vgl.

Bedford-Strohm 2017: 487f.). Beispielsweise wird, nachdem die Timer-Funktion

erkannt wurde, die Spezifikation der Dauer des Timers erwartbar. Die anschlie-

ßend produzierte Stimmausgabe (Natural Language Generation) ist entsprechend

ebenfalls entlang bestimmter Parameter, der Funktionen und ihrer Spezifikatio-

nen, strukturiert. Mit den Geräten ist außerdem eine Smartphone-App verknüpft,

die zur Einrichtung und Bedienung des Smart Speakers notwendig ist und weitere

Funktionen ermöglicht. Der Beitrag untersucht Dialoge mit den Systemen erstens

auf der Ebene der stimmbasierten Ein- und Ausgabe (Voice User Interface, VUI) und

davon ausgehend zweitens auf der Ebene der Dokumentation dieser Dialoge in der

App-Umgebung (Graphical User Interface, GUI). 

Wie die knappe Beschreibung von Sprachassistenzsystemen schon andeutet,

sind die verschiedenen maschinellen Prozesse, die Rechenoperationen und die

daran beteiligten Entitäten, die für das Funktionieren von Alltagstechnologien not-

wendig sind, enorm komplex und nicht nur für die Anwender*innen zunehmend

unverständlich und unzugänglich (vgl. Hadler/Haupt 2016a: 7). Diese Unzugäng-

lichkeit entsteht, soHadler/Hauptweiter, zumeinenmateriell durchdasVerstecken

von Kabeln und Drähten in materiellen Gehäusen, die selbst wiederum Schauplatz
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von Zeichenprozessen sein können (vgl. Bartz et al. 2019).2 Zum anderen entstehe

durch die Vernetzung der Geräte untereinander und »Ubiquitous Computing«

zunehmend eine Auflösung von Technologie in der Umgebung: »The technology is

not only boxed in, but also dissolves into the environment« (Hadler/Haupt 2016a: 7).

Es lässt sich ergänzen, dass auch softwareseitig Rechenoperationen und technische

Prozesse durchMaskierungen in ›übersichtlichen‹ Eingabemasken für die Endnut-

zer*innen nicht (mehr) sichtbar sind. Sprachassistenzsysteme stehen dabei unter

zwei Aspekten im Fokus – als ›Zentrale‹ für Smart-Home-Anwendungen, die die

Steuerung vernetzter Geräte orchestriert (vgl. Strüver 2023a) und als stimmbasierte

Technologie mit hintergründigen Verdatungs- und Auswertungsmechanismen.

Der Beitrag widmet sich insbesondere deshalb den User Interfaces: Dies ver-

spricht, die praktische Funktionsweise zunehmend opaker Alltagstechnologien im

Verhältnis zu den situierten alltäglichenPraktiken ihrer Anwender*innen einerseits

und im Verhältnis zu digitalen Infrastrukturen andererseits aufschlüsseln zu kön-

nen (vgl. Hadler/Haupt 2016a). Über die Interfaces besteht ein Zugriff auf das Ver-

hältnis vonMensch undMaschine bzw. auf die Verhältnisse verschiedener maschi-

neller Einheiten untereinander – und somit auf die Relationen von (alltäglichen)

Praktiken und Infrastrukturen (vgl. Kaerlein 2020).Daher unternehme ich den Ver-

such einer Interface-Analyse für Sprachassistenten und folge insofern dem Appell

Kaerleins (2020: 54): »Follow the interfaces«. In Anlehnung an die Losung der Ak-

teur-Netzwerk-Theorie–»Follow theActors » (Latour 2005: 12)–formuliertKaerlein

(2020: 54)mitdiesemCredodenVorschlag,»dieArtundWeisevonVermittlungspro-

zessen zwischen den beteiligten menschlichen und nicht-menschlichen Entitäten«

zu fokussieren.Dazu untersucht der Beitrag die Interfaces der Sprachassistenzsys-

teme detailliert auf einer empirischen Grundlage. 

Interfaces sollen im Folgenden mit Hookway (2014: 59) als Grenzfläche in der

Begegnung zweier verschiedenartiger Entitäten konzeptualisiert werden (siehe

Abschnitt 2). Für VUIs sind dies ein sprechendes, menschliches Subjekt und eine

cloudbasierte Recheneinheit, die als synthetische Stimme repräsentiert wird.3 Die

Grenzfläche im Fall der VUIs in Sprachassistenten ist als gesprochensprachlicher

Dialog gestaltet – daher ist im Folgenden von VUI-Dialogen die Rede. Teilweise

werden diese durch Lichtsignale auf der materiellen Oberfläche der Smart Speaker

ergänzt. Interfaces konstituieren sich also in der Praxis erst im VUI-Dialog. Im Fall

2 Im Fall der Smart Speaker wird die Oberfläche etwa zur Platzierung von zusätzlichen Steue-

rungstasten und als Träger von Lichtzeichen zur Anzeige des Gerätestatus’ funktionalisiert

(siehe Abschnitt 2).

3 Der Eindruck einer ›Einheit‹ wird nur auf der bedienbaren Oberfläche suggeriert. Die dahin-

terliegenden Prozesse erfordern hingegen die Beteiligung einer unüberschaubaren Anzahl

weiterer Einheiten (vgl. Crawford/Joler 2018); siehe dazu Abschnitt 2.
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der GUIs für Sprachassistenzsysteme – d.h. in der App-Umgebung – ist die Grenz-

fläche anders gestaltet, nämlich als Bildschirm-Sehfläche mit der Möglichkeit zur

touchbasierten Nutzer*innen-Eingabe und der visuellen und teilweise auditiven

Ausgabe. Ein konversationell gestalteter Austausch zwischen Nutzer*innen und

Maschine ist hier nicht vorgesehen.Die kombinierte Analyse beider User Interfaces

für Sprachassistenzsysteme soll die Praktiken zur Ausgestaltung der Grenzflächen

sichtbar machen. 

Als Analysematerial stehen dabei erstens Video- und Audio-Aufnahmen vom

praktischen Umgang mit Smart Speakern zur Verfügung (siehe Abschnitt 3).

Zweitens betrachte ich die Smartphone-Anwendung als Teil des Sprachassistenz-

systems,mit einem Fokus auf darin hinterlegte Einträge von zuvor über den Smart

Speaker durchgeführten Aktionen. Damit fokussieren die Analysen (Abschnitt 4)

auf Prozesse, die typischerweise dem front end zugerechnet werden: (a) die Stimm-

ein- und -ausgabe sowie entsprechende Lichtsignale, die Smart Speaker senden,

als primär stimmbasiertes Interface, (b) die Smartphone-App als GUI mit einge-

betteten Audio-Bestandteilen, und insbesondere als Rahmung für die Entstehung

eines Nutzungsprotokolls sowie als Berührungspunkt von VUI und GUI. 

2. Interfaces in Sprachassistenzsystemen

Interfaces erfahren in den letzten Jahren eine neueAufmerksamkeit u.a. inmedien-

wissenschaftlich ausgerichteten Software Studies, um digitale und vernetzte Tech-

nologien genauer zu untersuchen, ihren Charakter zu verstehen und einer Kritik

zugänglich zu machen (vgl. u.a. Hadler/Haupt 2016a; Distelmeyer 2020; Kaerlein

2020; Ernst/Bächle 2020; Dieter 2022). Die Spezifik stimmbasierter Interfaces, wie

sie in Sprachassistenzsystemen zumEinsatz kommen, liegt darin, dass ein sequen-

ziell organisierter und zudem auf dem akustischen Kanal prozessierter Austausch

zwischen Mensch und Maschine vollzogen wird – dieser Dialog gestaltet das aus,

was bereits zuvor als »Grenzfläche« beschrieben wurde, d.h. die Ein- und Ausgaben

von zwei verschiedenartigenEinheiten.DiesesVerständnis schließt andie etymolo-

gischenUrsprünge des Interface-Begriffs in denNaturwissenschaften an: Der Che-

miker James Thomson bezeichnet damit die Grenzfläche, die beim Kontakt zweier

unterschiedlicher Flüssigkeiten entsteht (vgl. Hookway 2014: 59f.).

DieseKonzeptionalisierung stellt auf dieDynamik in der Begegnung zweier un-

terschiedlich beschaffener ›Einheiten‹, Systeme oder Ordnungen ab. Damit kontu-

rieren sich Interfaces vielmehr erst dann, wenn die menschliche und die maschi-

nelle Einheit oder »Ordnung« in der Praxis aufeinandertreffen (vgl. Hookway 2014:
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45; Wirth 2016: 29).4 Für VUIs ist dieses Aufeinandertreffen in Form menschlicher

und maschinell-synthetischer gesprochensprachlicher Dialoge gestaltet. Ein VUI-

Dialog konstituiert insofern genau diese Grenzfläche zwischen zwei ›Ordnungen‹

– der menschlichen und der maschinellen – und gestaltet sie aus. Die ›Einheit‹ des

Maschinellen wird dabei v.a. durch die synthetische Stimme suggeriert, während

tatsächlich eine Vielzahl von Komponenten am Zustandekommen einer gelunge-

nen Operationmit einem Sprachassistenzsystem beteiligt sind (vgl. Crawford/Joler

2018). Die synthetischen Stimmen repräsentieren allerdings die dahinterliegenden,

technischenProzesse,wieNatale/Cooke (2021: 1009) konstatieren: »Froma technical

viewpoint, there isn’t anything likeonemonolithic ›Alexa‹ or ›Siri‹.Rather thanbeing

individual entities, they are the integration of a wide range of different systems and

algorithms«. Natale und Cooke ziehen Parallelen zu Metaphern, die in GUIs zum

Einsatz kommen (z.B. ›Mülleimer‹ oder ›Ordner‹), die dazu vorgesehen sind, das

Interface für die Nutzer*innen zu strukturieren (vgl. ebd.). Mit ihrem Namen, ei-

nermenschenähnlichenStimmeundder Simulation einer Persönlichkeit tragendie

synthetischen Stimmen mit semiotischen Mitteln zur Steuerung der Dialoge zwi-

schenMensch undMaschine bei (vgl. ebd.: 1009ff.).5

Borbach (2019: 18f.) stellt mit Bezug auf akustische Interfaces fest, dass sich die

medienwissenschaftliche Interface-Forschung überwiegend auf das Visuelle kon-

zentriert hat, stellenweise unter Einbezug vonHaptik. Interfaces hingegen, die sich

über einenakustischenKanal konstituieren,standennicht imFokus (sieheaberBor-

bach et al. i.E.). Dies ist insbesondere deswegen ein Desiderat, weil Interfaces als

»Natural User Interfaces« geplant und konzipiert werden, diemöglichst wenig auf-

fallen, sich in das Gefüge von Praktiken einweben sollen und dabei den gesamten

Körper durch zunehmende Multimodalität – u.a. Gesten oder eben gesprochene

Sprache – ansprechen (vgl. Ernst/Bächle 2020: 416). Durch die Verwendung von ge-

sprochener Sprache in Sprachassistenzsystemen ist diese Körperlichkeit besonders

deutlich: Laute, die mit dem Stimmapparat des Menschen erzeugt werden, wer-

den transkribiert und einer technischen Auswertung undVerdatung zugänglich ge-

macht. 

VUI-Dialoge unterliegen dabei bestimmten Restriktionen, die sie von zwi-

schenmenschlichen Interaktionen unterscheiden. Der Sprachgebrauch in VUI-

Dialogen ist insofern für die maschinelle Verarbeitung vorbereitet und muss

bestimmte Bedingungen erfüllen, damit die Begegnung zwischen Mensch und

Maschine erfolgreich verlaufen kann: Analysen von VUI-Dialogen zeigen, dass

4 Zwar ist der Beitrag auf User Interfaces konzentriert, es muss jedoch betont werden, dass

Schnittstellen und Grenzflächen auch jenseits davon entstehen – überall da, wo verschie-

denartige Systeme aufeinandertreffen und ein Austausch vermittelt wird (vgl. Bratton 2016:

360); siehe auch die Typologie bei Cramer/Fuller (2008: 149).

5 Siehe dazu auch das erste Beispiel in Abschnitt 4.
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Nutzer*innen sich nicht nur an gesprächsorganisatorischen Praktiken (wie z.B.

sequenziellerOrganisation oder Turn-Taking) orientieren, sondern auch anAnnah-

men über die Möglichkeiten und Grenzen der Technologien (vgl. Habscheid 2022;

siehe auch Ernst 2017: 100). Konkret wirken dabei die Verarbeitungsfähigkeiten

der Geräte stabilisierend auf die Ausbildung sprachlicher Praktiken als Interface-

Praktiken: Es zeigt sich in Längsschnitt-Betrachtungen, dass Nutzer*innen im

Verlaufe der ersten Wochen nach der Ersteinrichtung des Geräts in Abhängigkeit

von der sprachlichen Gestaltung der Stimmeingabe erfahrungsbasiert höhere Er-

folgsquoten bei der Nutzung von VUIs erzielen. Dabei ersetzen die Nutzer*innen

z.B. bestimmte Satzarten durch andere und passen ihren Sprachgebrauch auf diese

Weise an die Geräte an (vgl. Barthel/Helmer/Reineke 2023: 7). Hier ist die medi-

enlinguistische Untersuchung der Interfaces wertvoll, um die Anatomie dieser

Praktiken beschreiben zu können.

Auch die Sehfläche in der verknüpften Smartphone-App, einem GUI, stellt eine

Grenzfläche her und repräsentiert vollzogene VUI-Dialoge in einer primär visuel-

len Darstellungsweise.Die Interface-Analyse betrachtet – ausgehend von VUI-Dia-

logen – beide Interfaces kombiniert und unternimmt den Versuch,

»Verknüpfungen zwischen Praktiken und Infrastrukturen herzustellen, also nach

den Umschlagspunkten und Vermittlungsschritten Ausschau zu halten, an denen

aus Praxis Daten generiert werden bzw. Daten sich wiederum in Ketten von Prak-

tiken übersetzen. […] Jede Übersetzung zwischen und innerhalb von Praktiken und

Infrastrukturen lässt sich daraufhin befragen, nach welchen Regeln sie vollzogen

wird, wie sie für die beteiligten Entitäten repräsentiert wird, und welche Inter-

faces in welcherWeise noch an diesem Prozess beteiligt sind.« (Kaerlein 2020: 54)

Mit der Konzentration auf Interfaces als Gegenstand der Analyse lassen sich also

situierte Praktiken auf der einen mit Prozessen der infrastrukturellen Dimension

auf der anderen Seite verbinden (vgl. Distelmeyer 2020: 62; Kaerlein 2020: 50). Mit

dem Fokus auf Interfaces in der linguistischen Analyse kommt in den Blick, wie der

Vermittlungsprozess zwischen den beteiligten ›Ordnungen‹ sprachlich gestaltet ist,

wie die sprachlichen Äußerungen dokumentiert werden und somit, wie die Stellen

beschaffen sind, an denen situierte, sprachliche Praktiken zu Interface-Praktiken

werden und in der Folge verdatet und infrastrukturiert werden.

3. Datengrundlage und Methode 

Die nachfolgend analysierten Daten wurden im Rahmen des Projekts »Un/erbete-

ne Beobachtung in Interaktion: Intelligente Persönliche Assistenten (IPA)« am Son-
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derforschungsbereichMedien der Kooperation an der Universität Siegen6 erhoben.

Dazu wurde in insgesamt acht Haushalten – darunter Wohngemeinschaften, Paa-

re und Single-Haushalte – unterschiedliches Material erfasst. Hierzu zählen drei

für die folgende Auswertung relevante Datentypen: (1) Videoaufzeichnungen von

der InbetriebnahmeundErsteinrichtung eines Smart Speakers7 in derWohnumge-

bung, (2) Aufnahmen von der routinierten Nutzung in zwei verschiedenen Phasen

von zwei bis vierWochen und (3) Ausschnitte der in der Smartphone-App einsehba-

ren Protokolldaten. 

Die Videoaufzeichnungen fertigten die Studienteilnehmer*innen selbst mit von

den Forscher*innen bereitgestellten Kameras an. Die Forscher*innen waren wäh-

rend der Aufzeichnungen selbst nicht anwesend. Die Audioaufzeichnungen konnten

mitHilfe eines sogenannten »ConditionalVoiceRecorders« (CVR) erhobenwerden.8

Dieser zeichnet dieWohnumgebung fortlaufend akustisch auf, löscht aber auch das

aufgezeichnete Audio-Material nach 180 Sekunden wieder, sodass stets drei Minu-

ten im Zwischenspeicher verbleiben. Erkennt der Recorder durch seine eingebau-

te Spracherkennung eines der Aktivierungsworte der untersuchten VUIs (»Alexa«,

»Hey/Okay Google« und »Hey Siri«), werden die drei Minuten gespeichert und drei

weitere Minuten aufgezeichnet. Wird ein weiteres Aktivierungswort während der

Aufzeichnungsphase erkannt, verlängert sichdasRecording entsprechend.So erge-

ben sich Audio-Aufnahmen, in deren Verlauf das Aktivierungswort fällt, sodass die

Anbahnung eines VUI-Dialogs und die anschließende kommunikative Bearbeitung

analysierbarwird.Zusätzlichwurdendie indenSmartphone-AppshinterlegtenPro-

tokolldaten erhoben, d.h. Dokumentationen zuvor durchgeführter VUI-Dialoge. Al-

le drei Datentypen wurden nach dem gesprächsanalytischen Standard GAT 2 (vgl.

Selting et al. 2009) bzw. dem multimodalen Transkriptionsstandard nach Monda-

da (2016) transkribiert und anschließend inventarisiert.9 Insgesamt kann auf rund

zwei Stunden Video-Material sowie rund 32 Stunden Audio-Material zurückgegrif-

fen werden. 

Die Audio-Aufzeichnungen werden mit einem gesprächsanalytischen Grund-

ansatz untersucht.Damit ist gemeint, dass eine sequenzanalytischeVorgehenswei-

se bei der Auswertung der Aufzeichnungen die Basis der Untersuchung bildet (vgl.

Deppermann 2008: 53). Damit werden Muster in der Gestaltung von VUI-Dialo-

gen erkennbar. Zugleich wird die Sequenzanalyse in den Dienst der medienlingu-

6 Gefördert durch die Deutsche Forschungsgemeinschaft (DFG) – Projektnummer 262513311 –

SFB 1187 Medien der Kooperation.

7 Dabei wurdenModelle von Amazon (Amazon Echo Dot, 3. und 4. Generation), Apple (Home-

Pod Mini) und Google (GoogleHome Mini und Google Nest) eingesetzt.

8 Der CVR wurde erstmals von einer Forscher*innengruppe an der University of Nottingham

entwickelt (vgl. Porcheron et al. 2018) und für das Forschungsprojekt in Siegen erweitert (vgl.

Hector et al. 2022).

9 Für die Arbeit an den Transkripten danke ich Franziska Niersberger-Gueye und Sarah Diehl.
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istischen Erforschung von sprachlichen Praktiken mit VUIs gestellt. Zusätzlich zu

den analysierten Ausschnitten werden daher im Sinne einer ethnografischen Er-

weiterung gesprächsanalytischer Verfahren (vgl. Deppermann 2000) Hintergrund-

informationen über die Sprecher*innen (z.B. deren Beziehung zueinander, deren

Interaktionsgeschichte, deren Erfahrungen im Umgang mit Sprachassistenzsyste-

men u.a.) mit erhoben und teilweise in die Analysen einbezogen.10 Im Falle der Un-

tersuchung der Protokolldaten ist zwar immer noch die zur Verfügung stehende

Aufzeichnung Ausgangspunkt der Analyse, allerdings wird diese hier in Beziehung

zur grafischen App-Umgebung analysiert. Für Letzteres wird ausgehend von den

sprachlichen Praktiken der Nutzer*innen deren weitere Dokumentation und Re-

präsentation in denApps betrachtet. In diesemSinneweist dasmethodischeVorge-

hen auch zu TeilenMerkmale der »Walkthrough«-Methode auf, in der systematisch

dem Aktivitätsfluss einer Anwendung gefolgt und dies zugleich dokumentiert wird

(vgl. Light et al. 2018: 882).11 Die Auswahl der präsentierten Daten hat dabei in allen

Fällen exemplifizierenden Charakter, die Analyse istmithin qualitativ-explorativ zu

verstehen.

4. Interface-Analyse

Die Analyse ist zweigeteilt und konzentriert sich im ersten Teil auf die VUI-Dia-

loge und ihre Entstehung. Dabei stehen die folgenden Leitfragen im Mittelpunkt:

Wie sind VUI-Dialoge konversationell aufgebaut, d.h. wie nehmen die Nutzer*in-

nen sprachlich Bezug auf ein maschinelles Gegenüber und wie sind die synthetisch

generierten stimmlichen Äußerungen als Bezugnahmen auf die Eingaben gestal-

tet? Welche spezifischen sequenziellen Muster lassen sich dabei beschreiben? Las-

sen sich Verwebungen der Dialoge mit den sozialen Situationen beobachten, in de-

nen sie ausgeführt werden? Der zweite Teil wendet sich der Dokumentation in der

Smartphone-Appzu:Wie sind»Aktionen«mit einemVUI,d.h.Stimmein-und -aus-

gaben, im GUI dokumentiert und repräsentiert? Welche Bestandteile eines VUI-

Dialogs sind dabei inkludiert und exkludiert, welche Zusatzinformationen werden

bereitgestellt?WelcheRückschlüsse erlaubt dies über die seitens derDienstanbieter

vorgenommene Datenverarbeitung und -verwertung?

10  Zumethodologischen Überlegungen für die Analyse von Smart Speakern in der Praxis siehe

Hector (2022).

11 Die Methode ist allerdings v.a. für die Dokumentation und Kritik von GUIs, insbesondere

Smartphone-Apps und deren Interfaces, etabliert. Da hier VUIs und die damit verbundenen

sprachlichen Praktiken als Ausgangspunkt der Analyse gesetzt werden und zudem teilweise

gesprächsanalytisch gearbeitet wird, ergibt sich eine etwas andere Vorgehensweise, die z.B.

keine vollständige App-Dokumentation beinhaltet.
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4.1 Sprachliche Praktiken in Voice User Interfaces 

Um zunächst die seitens des VUI-Designs angelegten ›Optionen‹ genauer zu be-

trachten, lohnen die Eröffnungsdialoge, die bei der Ersteinrichtung eines Smart

Speakers abgespielt werden, einer genaueren Betrachtung. Das nachfolgend

präsentierte Beispiel (1) stammt aus einem Haushalt, in dem die 21-jährigen Zwil-

lingsbrüder Till (TW) und Konrad (KW) alsWohngemeinschaft zusammenleben. In

dem Ausschnitt nehmen sie den HomePod von Apple in Betrieb. 

Beispiel (1): Einführungsdialog

DerAusschnitt zeigt die ersten verbalsprachlichenÄußerungendes eingerichte-

ten Smart Speakers. Die synthetisierte Stimme, die diemaschinelle Seite des Inter-

faces darstellt, präsentiert sich – durch ihre onymische, d.h. namentliche, Selbst-

vorstellung (Z. 389) und durch den Verweis auf einen unsichtbaren menschlichen

Körper (Z. 394) – als menschenähnliche Einheit, die adressiert werden kann. Da-

mit wird die Metaphorik eingeführt, die in VUIs zur Strukturierung des Interfaces

eingesetzt wird (vgl. Natale/Cooke 2021: 1009; siehe auch Abschnitt 2). Diese Struk-

turierung des stimmbasierten Interfaces und das Einlernen in dieseMetapher setzt

sich im weiteren Verlauf des Ausschnitts weiter fort: Die synthetische Stimme äu-
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ßert eine mögliche Stimmeingabe und fordert die Nutzer auf, dies nachzumachen

(Z. 400ff.),wasKonrad auch entsprechend realisiert (Z. 406).Diese ›Übung‹wird ein

weiteres Mal wiederholt (Z. 413ff.). Dabei wird ein bestimmter sequenzieller Ablauf

geprobt: eine Adressierung durch eine Interjektion und das folgende Onym »Siri«,

gefolgt zunächst von einer kurzen Pause, in der das Gerät den Listening-Modus ak-

tivieren kann und die nachfolgenden akustischen Signale verarbeitet, und anschlie-

ßend von der Stimmeingabe, auf die wiederum eine synthetisierte Stimmausgabe

erfolgt. Dieser Sequenzablauf lässt sich wie folgt darstellen (vgl. Hector i.V.):

Invokation [Interjektion + Onym] – Aktivierung des Listening-Modus – Stimmeingabe –

Stimmausgabe

Bei der zweiten ›Übung‹ im oben dargestellten Beispiel folgt auf die Stimmausgabe

noch die praktische Umsetzung der in der Stimmeingabe angeforderten Tätigkeit.

Die Stimmausgabe erscheint insofern eher als dialogisches Scharnier zwischen der

Stimmeingabe und der praktischen Umsetzung (z.B.Wiedergabe vonMusik):

Invokation [Interjektion + Onym] – Aktivierung des Listening-Modus – Stimmeingabe –

Stimmausgabe-Scharnier – Praktische Umsetzung

Dieser Sequenzablauf scheint auf den ersten Blick selbstverständlich zu sein, ist

aber nicht trivial, denn dabei verlängern sich Praktiken der zwischenmenschlichen

Gesprächsorganisation ins VUI. So ist der Ablauf der Eröffnung eines Austauschs

– für den VUI-Dialog als Invokation und anschließende Aktivierung des Listening-

Modus beschrieben – für zwischenmenschliche Interaktionen umfangreich als

Summons-Answer-Sequenz diskutiert worden (vgl. Schegloff 1968). Dabei ist noch ei-

ne Parallele auffällig: Der Apple HomePod signalisiert durch ein visuelles Signal an

seiner Oberfläche, dass der Listening-Modus aktiviert wird, also die nachfolgenden

akustischen Signale als Stimmeingaben verarbeitet werden. In der von Schegloff

(vgl. ebd.) beschriebenen Summons-Answer-Sequenz für zwischenmenschliche

Interaktionen können ebenfalls visuelle Signale eine Reaktion auf einen ›Sum-

mons‹, also eine erste Adressierung sein – z.B. ein Blick oder eine veränderte

Körperhaltung. Die Flexibilität im Hinblick auf die sprachliche Realisierung der

Invokation in VUI-Dialogen ist allerdings eingeschränkt: Diese muss im VUI-

Dialog immermit der Interjektion »Hey« sowie demOnym »Siri« realisiert werden,

die Möglichkeit eines sprachlich anders gestalteten Summons besteht (anders als

in zwischenmenschlichen Summons-Answer-Sequenzen, die hierfür eine Vielzahl

verschiedener verbaler und nonverbaler Realisierungsmöglichkeiten ausgebildet

haben) aufgrund der technischen Gegebenheiten nicht. 

DasVUI erfordert für sein erfolgreiches ZustandekommenalsDialog außerdem

eine strikte Abfolge von Redezügen, die hier erprobt und vorgemacht wird. Die Re-

dezugorganisation, die in der konversationsanalytischen Forschung bekannt ist als

Turn-Taking (vgl. Sacks/Schegloff/Jefferson 1974),wird in zwischenmenschlichen In-
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teraktionen von kompetenten Sprecher*innen mühelos und »mit schlafwandleri-

scher Sicherheit und Präzision« (Auer 2020: 106) vollzogen – auch dann, wenn z.B.

auf dem konversationellen floor eine Auseinandersetzung darüber stattfindet, wel-

che*r der Sprecher*innen als nächstes am Zug ist. Das Rederecht in VUI-Dialogen

ist aber nicht wie in Alltagsgesprächen Gegenstand einer fortlaufenden Aushand-

lung,sondern ist vielmehr–ähnlichwiebei institutionellenZuweisungen (vgl.Clay-

man 2012) – strikt reguliert: Erst nach der Invokation und der Aktivierung des Lis-

tening-Modus kann nutzer*innenseitig gesprochen werden, und zwar bis zum Be-

ginn der Verarbeitung, daraufhin folgt die Stimmausgabe. Wird von dieser Abfol-

ge abgewichen, droht der VUI-Dialog zu scheitern und das konstituierte Interface

folglich zusammenzubrechen.Das Zustandekommen des Interfaces ist insofern an

spezifische und fragile konversationelle Bedingungen geknüpft, die sich aus dessen

akustisch-sequenziellem Charakter ergeben. Diese bauen auf gesprächsorganisa-

torischen Praktiken auf, die jedoch durch den Gebrauch in einemVUI neu konfigu-

riert werden: Der rigide sequenzielle Ablauf einschließlich der Notwendigkeit einer

Invokation vor jeder Stimmein- und -ausgabe sowie die Restriktionen etwa in der

Lexemwahl, im syntaktischen Aufbau (vgl. Barthel/Helmer/Reineke 2023) und im

Turn-Taking, bilden spezifische Interface-Bedingungen, die VUI-Dialogemaßgeb-

lich von zwischenmenschlichen Interaktionen unterscheiden.Das Interface konsti-

tuiert sich alsogenau indementstehendenKorridor,demZusammenspiel zwischen

den technologischen Vorgaben,Möglichkeiten und Grenzen und dem gesprächsor-

ganisatorischenWissen der Nutzer*innen. 

Wie sich in Beispiel (1) ebenfalls zeigt, sind VUI-Dialoge an die sozialen Situa-

tionen angebunden, in denen sie entstehen.Hinweise darauf sind etwa das Geläch-

ter (Z. 395) und das sequenzielle Schließen der Sequenz etwa durch Responsive und

Erkenntnisprozessmarker (u.a. Z. 411, 422f.), die zwar einerseits auf der sprachli-

chen Oberfläche einen fortgesetzten VUI-Dialog andeuten, die allerdings bei ge-

nauerer Betrachtung auch der Blickverhältnisse und der Körperhaltung12 vielmehr

als an die ko-präsentenmenschlichen Interaktionsteilnehmer*innen gerichtet ver-

ständlichwerden.Teile der Äußerungen inVUI-Dialogen sind insofern nur über die

situative, soziale Einbindung,die lokalenBedingungen ihrer Produktion, erklärbar.

Wie das folgende Beispiel zeigt, können Sprecher*innen einen ganzen VUI-Dialog

funktionalisieren, um gänzlich andere kommunikative Aufgaben in einer sozialen

Situation zu erfüllen:

12  Eine detailliertemultimodale Betrachtung führt hier zu weit; siehe dazu etwa Hector (2022)

oder Habscheid et al. (2023: 17f.). 
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Beispiel (2a): Pudding

Der Auszug beinhaltet einen VUI-Dialog, der zur Wiedergabe des Musiktitels

»Pudding« von Sheef führt (Z. 079–083). Der VUI-Dialog selbst ist dabei sprach-

lich gestaltet wie in Beispiel (1): Auf die Invokation (Z. 079) folgt die Stimmeingabe

(Z. 081). Daraufhin produziert die synthetische Stimme zunächst eine Stimmaus-

gabe mit Scharnierfunktion und anschließend wird der angeforderte Titel wieder-

gegeben. Der Blick auf das Vorgeschehen zu diesem VUI-Dialog macht diesen al-

lerdings in seinem Kontext als situierte Humoraktivität verständlich: Andrea (AR),

die Ehefrau von Sam (SR), äußert im Anschluss an eine weiter zurückliegende In-

teraktion, dass sie sich Nachtisch wünscht (Z. 068). Nachdem Sam mehrfach eine

entsprechende Aktivität ankündigt (Z. 072–077) und Andrea entsprechende Skepsis

äußert (Z. 078), realisiert er daraufhin denVUI-Dialog zurWiedergabe des entspre-

chenden Lied-Titels. Damit bricht er humorvoll mit seiner ursprünglichen Ankün-

digung, tatsächlicheinenPuddingzumachen.Für sichgenommenstellt dasZiel des

VUI-Dialogs also dieWiedergabe des entsprechenden Liedtitels dar, imKontext der

Nachtisch-Diskussion ist er aber vielmehr Mittel zum Zweck der Gestaltung eines

humorvollen Beitrags. Die spezifischen Bedingungen des Interfaces führen also zu

einem gewissen Grad an Vorhersehbarkeit und Vorführbarkeit: Durch die Regelhaf-

tigkeit eines VUI-Dialogs und dessen Plan-Basiertheit können sie situiert als Hu-

moraktivität eingesetzt werden (letzteres gilt freilich auch, wenn Plan-Brüche ent-

stehen undReparaturen notwendigwerden oder der VUI-Dialog scheitert, siehe et-

wa Hector/Hrncal 2024). Durch seine Prozessierung auf dem akustischen Kanal ist

der VUI-Dialog auch für Andrea hör- und nachvollziehbar. Somit wird die Aktivi-

tät des Abspielens des Liedes (nicht die Liedwiedergabe selbst) zumHumor-Gegen-

stand. Dies zeigt, dass VUI-Dialoge mit ihrer lokalen, sozialen Umgebung verwo-

ben sind und darin z.B. Humorfunktionen übernehmen können. In dieser Einge-

bundenheit können sie für die Nutzer*innen auf einer zweiten Ebene anders Sinn

erzeugen als lediglich als Dialog zur Bedienung eines Geräts.
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4.2 Repräsentationen sprachlicher Praktiken in grafischen Interfaces

Folgt man den Interfaces digitaler Assistenzsysteme weiter, führt von den VUIs der

nächste Schritt zu den Smartphone-Anwendungen, die in einer – je nach System

unterschiedlich ausgestalteten – komplementären Beziehung zu Smart Speakern

stehen. Im Folgenden steht die visuelle Darstellung des Aktivitätenprotokolls ei-

nes Smart Speakers von Amazon im Mittelpunkt.13 Dieser ›Sprachverlauf‹ arbei-

tet mit der visuellen Repräsentation gesprochensprachlicher Eingaben in Form von

Transkripten und eröffnet zudem die Möglichkeit einer akustischen Wiedergabe

des Aufgezeichneten (vgl. Habscheid et al. 2021). Zugleich ist diese Darstellung ein

Hinweis darauf, welche Bestandteile der sprachlichen Äußerungen erfasst und ver-

arbeitet wurden. Die Repräsentation eines Ereignisses entsteht hier auf einer Seh-

fläche, indiedieAudio-Aufzeichnungdes erfasstenAusschnitts eingebettet ist.Die-

se Repräsentation ist ein ›Zerrspiegel‹ der VUI-Dialoge als GUI, das die Begegnun-

gen vonMensch undMaschine noch einmal neu kontextualisiert, unter anderenBe-

dingungen wiederholbar werden lässt und somit eine neue Begegnung schafft, die

über visuelle Repräsentation und Eingaben über den Touch-Bildschirm (oder über

denComputerbildschirmund die -maus bzw. -tastatur) vermittelt wird.DieGrenz-

fläche zwischen Technologie undMensch wird hier also einer Befragung aus einem

zweiten Blickwinkel zugänglich und zeichnet ein Bild der VUI-Dialoge aus der ma-

schinellen Perspektive. 

Die Aufzeichnung im Sprachverlauf ist standardmäßig aktiviert, kann jedoch

auch unterbrochen oder dauerhaft deaktiviertwerden. In dementsprechendenMe-

nü finden sich die VUI-Dialoge »als verschriftete isolierte Einzelelemente ohne die

Situation, in der sie realisiert werden« (Habscheid et al. 2021: 40). Betrachten wir

als Beispiel, wie hier die »Aktivität« aus dem Beispiel (2a) (»Pudding«) weiter oben

dokumentiert ist:

13 Für eine detailliertere Beschreibung der App-Oberfläche siehe Habscheid et al. (2021: 18–21).
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Beispiel (2b): Pudding (Aktivitätenprotokoll)

Der Eintrag für die Aktivität ist dabei eingebettet in eine Reihe anderer Einträ-

ge im Sprachverlauf. Dabei ist festzustellen, dass die Invokation als eigene Aktivi-

tät darunter dokumentiert ist und insofern die Ganzheitlichkeit des VUI-Dialogs in

dieser Darstellung aufgebrochen wurde. Nicht nur der situative Kontext, sondern

auch der Zusammenhang der eigentlichen sprachlichen Praktik – der gesprächs-

ähnliche Sequenzverlauf – werden in der visuellen Darstellung aufgelöst. Auch Re-

paraturversuche derNutzer*innen, die sich übermehr als einenVUI-Dialog erstre-

cken–z.B.diewiederholte undggf.prosodisch, syntaktischoder lexisch angepasste

Formulierung einer Stimmeingabe (vgl. Hector/Hrncal 2024) – sind nicht in ihrem

Zusammenhang dokumentiert. In der Übersichtsdarstellung ist insofern nicht nur
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der sequenzielle Verlauf eines einzelnen VUI-Dialogs nicht zusammenhängend do-

kumentiert, sondern auch Beziehungen zwischen einzelnen VUI-Dialogen können

nicht abgebildet werden, obwohl etwa bei scheiternden und anschließend reparier-

ten Anfragenmehrere Einzel-Dialoge kurz hintereinander auftreten, die sprachlich

aufeinander aufbauen (siehe etwa das Beispiel bei Merkle/Hector i.E.).

DieApp-Nutzer*innenkönnensichdieDetails einzelnerAufzeichnungendurch

eine Berührung der Pfeilsymbole am rechten Rand der Sehfläche anzeigen lassen

(im Beispiel (2b) ist bereits der Eintrag für »Pudding« ausgewählt und hervorgeho-

ben). Der Eintrag erscheint daraufhin als ein größerer Eintrag zwischen den einge-

klappten Einträgen, wie in Beispiel (2c) zu sehen: 

Beispiel (2c): Pudding (Aktivitätenprotokoll)

DiesesMenü enthält neben derWiedergabefunktion eine Transkription des Au-

dios sowie eine ausschließlich schriftlicheDokumentation der Reaktion des Sprach-

assistenten. Außerdem findet sich ein roter Button zur Löschung des Audios. In ei-

nem weiteren Abschnitt finden sich Datum, Uhrzeit und das genutzte Gerät. Wie-

derumdarunter besteht dieMöglichkeit eines »Feedbacks« über den Sprachverlauf.

Der Eintrag ist insofern nichtmehr eingebettet in die soziale Situation der Humor-

aktivität, die weiter oben beschrieben wurde. Vielmehr werden nun Fragmente des

VUI-Dialogs visuell repräsentiert. Auch anschließende Kommentierungen wie im

folgenden Beispiel werden dabei getilgt:
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Beispiel (3a): Tell me why

Der Auszug aus demselben Haushalt von Andrea und Sam zeigt, dass der VUI-

Dialog als Reaktion darauf verstanden werden kann, dass Andrea ein Lied von den

Backstreet Boys singt, woraufhin Sam dieses über den Smart Speaker wiederge-

ben lassenwill.Dabei formuliert er die Stimmeingabe als Imperativ (Z. 032), gefolgt

von Interpret und der Songzeile »tell me why«, die Andrea zuvor gesungen hatte (Z.

029f.).DieStimmausgabedesSmartSpeakerskündigtdieWiedergabedesTitels an,

›korrigiert‹ dabei aber imStimmausgabe-Scharnier vor demAbspielen des Lieds die

Eingabe zum eigentlichen Titel des Stücks (»I want it that way«, Z. 035). Dies wird

von SamundAndrea kommentiert, bei Sam eingeführt durch einen Erkenntnispro-

zessmarker (vgl. Imo 2009), der die durch die synthetische Stimme durchgeführte

Reparatur quittiert, und von Andrea bestätigt (Z. 037ff.). Das Singen von Andrea,

das den VUI-Dialog initiiert, ebenso wie die Reparatursequenz und die Invokation

sind nicht im Aktivitätenverlauf dokumentiert:

Beispiel (3b): Tell me why

DiebeschriebenenvisuellenElemente für eineneinzelnenEintrag (Beispiele (2c)

und (3b)) lassen sich noch genauer in ihrer Funktionalität analysieren. Wie Hab-

scheid et al. (2021: 44) feststellen, kann die »angeboteneMöglichkeit einer Löschung

[…] als Reaktion von Amazon auf die öffentliche Debatte bezüglich der Verwendung

von personenbezogenenDaten durch Internetfirmen verstandenwerden«.Die rote

Hervorhebungunddeutliche PlatzierungdesButtons unterstützen auch visuell den
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Eindruck einer möglichen Kontrolle durch die Nutzer*innen, obschon nicht deut-

lich wird, was eine Löschung des Audios tatsächlich bewirkt – wie eine Inspektion

derApp-Funktionen zeigt, bleibender visuelle Eintrag unddie zugehörigenZusatz-

Daten in der App erhalten und zum Zeitpunkt der Ansicht in der App hat eine ge-

wisse Verarbeitung notwendigerweise schon stattgefunden.

Die Möglichkeit des nutzer*innenseitigen »Feedbacks« ist eine Funktion, mit

der der Hersteller die Endkund*innen an der Arbeit am Trainingsdatenmaterial

beteiligt, in das die aufgezeichneten Daten anschließend eingehen. Die Funktion

ist ein Hinweis darauf, dass das aufgezeichnete Material, die Transkription und

die ausgelöste Aktivität in ihrem Zusammenhang weiter für die Optimierung der

Spracherkennungsverfahren verwertet werden (siehe dazu ausführlich Strüver

2023b: 15f.), und zwar sowohl durch automatisierte Verfahren wie auch durch

menschliche Trainings- und Kontrollprozesse, die im Wesentlichen durch prekär

beschäftigte Clickworker*innen durchgeführt werden (vgl. Waldecker/Volmar

2022: 167). Wenn dabei von »redaktionelle[r] Mikroarbeit« (ebd.) die Rede ist,

lässt der Blick auf das Aktivitätenprotokoll im Abgleich mit der sozialen Situation

verständlich werden, mit welcher Herausforderung die Arbeiter*innen hierbei

im Dienst des KI-Trainings konfrontiert werden: Der Rekonstruktion des Ver-

hältnisses fragmentarischer Ton-Aufzeichnungen zu deren Transkript und der

dokumentierten »Aktion«. 

Die verbal vollzogenen Interface-Praktiken werden also in Datenpunkte und

somit in Infrastrukturen übersetzt. Die Ansicht der Aktivitäten in GUIs sind Do-

kumentation der Verdatung und Plattformisierung14 des vollzogenen VUI-Dialogs

(und somit der sozialen Praxis). An dieser Übersetzung sind zu diesem Zeitpunkt

zwei Interfaces beteiligt: Das VUI als akustisch prozessierte Begegnung zwischen

Mensch und Computer und das GUI als visuelles Abbild dieser Begegnung, genauer

gesagt als Abbild eines Datenbank-Eintrags zur Dokumentation und weiteren In-

teraktion mit dieser Begegnung. Im Abgleich des Eintrags mit der längeren Audio-

Aufzeichnung von der sozialen Praxis, aus der heraus er entstanden ist, werden

diese Übersetzungen als »Umschlagspunkte« (Kaerlein 2020: 54) erkennbar, »an

denen aus Praxis Daten generiert werden bzw. Daten sich wiederum in Ketten von

Praktiken übersetzen« (ebd.). Die Übertragung lässt aus einem sich dynamisch

in der Zeitlichkeit entfaltenden Geschehen einen geronnenen und sich primär in

der Räumlichkeit ausdehnenden, wiederholbaren Datenpunkt werden, der mit

zusätzlichen Informationen (einer Transkription, Datum und Uhrzeit der Anfrage,

verwendetes Gerät, daran anschließende Reaktion des Systems) versehen und zur

Weiterverarbeitung vorbereitet ist. 

14 Zur Konzeption von Sprachassistenzsystemen als Plattform-Technologien siehe Goulden

(2019) und Strüver (2023a: 104f.).
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4.3 Repräsentationen des Nicht-Verstehens 

Die genauereBetrachtungdesGUIs zeigt außerdemdie Fehleranfälligkeit und -ver-

arbeitungder Systeme,wie das folgendeBeispiel aus einemanderenHaushalt zeigt:

Beispiel (4): Licht an15

Dokumentiert ist hier ein Fall, in dem die Transkription des Audios nicht zur

Tonspur passt, was auf Fehler im Speech-Recognition-Prozess hindeutet. Tatsäch-

lich ist in demAudio undeutlich zunächst derNameeines imHaushalt lebendenBe-

wohners, Alex, zu hören –wohl der Auslöser für die Fehlaktivierung – und fälschli-

cherweise als Invokation verarbeitet; anschließend ist eine nicht gut zu verstehende

Folgeäußerung dokumentiert:

Die daran anschließend produzierte und schriftlich hinterlegte Äußerung –

»Tut mir leid, ich kann keine Gruppe oder kein Gerät mit dem Namen licht finden«

– bezieht sich entsprechend auf den systemseitig verstandenen Text. Davon abwei-

chend wird im folgenden Beispiel der Fehler systemseitig erkannt und klassifiziert:

15 In diesem und in den folgenden Beispielen wird auf die Gegenüberstellungen zwischen Pro-

tokolleinträgen und Aufzeichnungen der sozialen Situation verzichtet, da diese für die Illus-

tration der nachfolgenden Argumente nicht wesentlich sind.
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Beispiel (5): Audio war nicht für Alexa gedacht

Eine gesprächslinguistische Transkription des hinterlegten Audios zeigt an,

dass in der Tat kein Versuch eines VUI-Dialogs erkennbar ist. Auch hier wird

vermutlich durch den Namen des Bewohners Alex die Invokation ausgelöst: 

Allerdings wird die anschließende Äußerung nicht transkribiert. Zugleich kann

konstatiert werden, dass die Aufzeichnung dennoch verarbeitet und gespeichert

wurde. Auch zu diesemAudio besteht dieMöglichkeit, es löschen zu lassen oder die

Ausführung des »Befehls« zu bewerten.Die zwar einerseits »nicht für Alexa gedach-

te« und nicht transkribierte Aufnahme wird so dennoch Teil des Sprachverlaufs

und einer hintergründigen Verarbeitung. Davon noch einmal zu differenzieren

sind Einträge, zu denen eine leicht davon abweichende Klassifizierung hinterlegt

ist:
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Beispiel (6): Audio konnte nicht verstanden werden

Anstatt eines Transkripts desAudiosfindet sich hier derVermerk »Audio konnte

nicht verstanden werden«. Eine Transkription der Audio-Aufzeichnung ergibt eine

Äußerung, die in einem persönlichen Gespräch oder Telefonat gefallen sein dürfte:

Für die Nutzer*innen besteht hier keine Transparenz darüber, warum die Klas-

sifizierung hier anders ausgefallen ist als in Beispiel (5) – offensichtlich war auch

dieses Audio »nicht für Alexa gedacht«.Ebenso unklar ist,warumüberhaupt zu die-

sem Zeitpunkt das Recording aktiviert war. 

Die Beispiele (5) und (6) belegen, dass Verarbeitungsfehler antizipiert werden

und entsprechende Klassifizierungen dafür vorgesehen sind. Die Darstellung im

GUI weist insofern darauf hin, dass – in der Begegnung mit der nächsten ma-

schinellen Einheit – auch scheinbar fehlerhafte oder versehentlich entstandene

Aufzeichnungen weiterverarbeitet werden können: Sie werden als Fehler doku-

mentiert, klassifiziert und ausgewertet. Aus dieser Perspektive betrachtet, handelt

es sich bei den hier dokumentierten Einträgen insofern also nicht um Verarbei-

tungsfehler, sondern um einkalkulierte (und ethisch problematische) Vorgänge zur

zusätzlichen Gewinnung von Audio-Daten. Dies verweist auf den uneindeutigen

Zusammenhang zwischen demVerhalten derNutzer*innen unddessenVerdatung,

den auch Paßmann/Gerlitz (2014) für Social-Media-Plattformen wie Twitter und

Facebook besprechen.16 Sie betonen, dass mit den aufgezeichneten Plattform-

16 Auch Sprachassistenzsysteme können als Plattform-Technologien betrachtet werden, siehe

dazu Goulden (2019) und Strüver (2023a: 104f.).
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Daten über die Aktivitäten der Nutzer*innen17 kein vollständiges, umfänglich

verständliches Bild eines individuellen Nutzungsverhaltens gezeichnet werden

kann – ein Befund, der sich für VUI-Dialoge bestätigen lässt. Sie argumentieren

weiter, dass insbesondere soziales Verhaltenmit solchen Formen fragmentarischer

Daten kaum erfassbar ist: »Es handelt sich zwar um vorstrukturierte Aktivitäten,

doch diese sind zugleich unterbestimmt« (Paßmann/Gerlitz 2014: 2). Genau diese

»Unterbestimmtheit oder Vagheit« (ebd.: 3) wird im Sprachverlauf sichtbar und

ist kein Zufall: Die Gliederung nach einzelnen ›Aktivitäten‹ (nicht nach der tat-

sächlichen sequenziell organisierten Ausführung des VUI-Dialogs), die nur sehr

kurzen und kaum zuzuordnenden Audio-Ausschnitte sowie die unterschiedli-

chen Klassifizierungen von Nicht-Verstehen legen den Schluss nahe, dass hier

die Vorstrukturierung im Sinne einer weiteren Verarbeitung der Aufzeichnungen

als Trainingsdaten für die Verbesserung der Dienste u.a. im Bereich der Speech

Recognition sichtbar wird. Diese ist auf möglichst vergleichbare und daher kurze

Aufzeichnungen als Daten angewiesen, um möglichst effizient Mustererkennung

betreiben zu können (vgl. Pasquinelli 2019: 11) – nicht aber auf vollständige Bilder

des Nutzungsverhaltens. 

5. Fazit und Ausblick

Die Konzeptionalisierung von Interfaces als Grenzfläche nach Hookway (2014: 59)

und die darauf aufbauende Analyse von VUI-Dialogen, mit denen diese Grenzflä-

che ausgestaltetwird,konnte verdeutlichen,dass bestimmte sprachlicheBedingun-

gen erfüllt sein müssen, um in einem VUI-Dialog einen Austausch zwischen Nut-

zer*innen und Maschine zu etablieren. Beide Einheiten sind dazu auf einen rigi-

denSequenzablauf orientiert.Die sprachlichenPraktiken folgenzwar imGrundsatz

gesprächsorganisatorischenPrinzipien,unterliegen jedoch bestimmtenRestriktio-

nen. Sie sind mithin Interface-Praktiken, d.h. Äußerungen, deren sprachliche Ge-

staltung nicht nur an gesprächsorganisatorischen Prinzipien ausgerichtet ist, son-

dern auch Spuren desGebrauchs im Interface trägt.VUI-Dialoge sind zudemdurch

die situativen, sozialen Kontexte geprägt, in denen sie stattfinden, und können da-

bei auch über die Bedienung der Maschine hinaus funktionalisiert werden. 

Während die analysierten Audio-Aufzeichnungen also die soziale Situation und

die Konstruktion des VUI-Dialogs verständlich werden lassen, macht der Aktivi-

tätenverlauf als GUI die maschinelle Perspektive auf die Situation sichtbar: Es do-

17 An dieser Stelle sind die Aktivitäten der Nutzer*innen gemeint, die im Rahmen bestimmter,

von den Betreiberfirmen angebotenen und vorstrukturierten Optionen stattfinden, z.B. »Li-

ke« und »Share« auf Social Media oder eben ein vordefinierter Ablauf für einen VUI-Dialog

bei Sprachassistenzsystemen.
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kumentiert, wie sprachliche Eingaben segmentiert und zur weiteren Verarbeitung

vorbereitet wurden – und erweist sich dabei als blind für die Situiertheit der Nut-

zer*innen. Der Vergleich bestätigt insofern einerseits die ethnomethodologische

Perspektive Suchmans (2007: 4f.): »human-machine communications take place at

a very limited site of interchange; that is, through actions of the user that actually

change themachine’s state«.Andererseits zeigt sich,dass die cloudbasierte Auswer-

tung und der Bedarf nach Audiodaten, z.B. zumTraining der Spracherkennung, ei-

ne neue Dimension einbringt: Wie am Schluss gezeigt wurde, sind hier eben nicht

nur diejenigen Aktionen dokumentiert, die unmittelbar eine Veränderung im Sta-

tus der Maschine auslösen, sondern auch solche, die das gerade nicht getan haben.

Dadurch wird eine zweite Motivation für die Aufzeichnung und Speicherung der

Audios verdeutlicht, die über die reine Anwendung durch dieNutzer*innen hinaus-

geht: Das Sammeln von Trainingsdaten für die Verbesserung von Speech Recogni-

tion (vgl. auchWaldecker/Volmar 2022).

Sprachassistenten scheinen nicht in erhofftem Umfang rentabel zu sein – ins-

besondere stehtdieVermutung imRaum,dassdie aufgezeichnetenDaten sichnicht

hinreichendmonetarisieren lassen (vgl. Amadeo 2022). Konversationelle Interfaces

haben dennoch Konjunktur, denn anders als die hier untersuchten Interfaces ba-

siert die jüngsteWelle in diesemBereich auf generativenAnwendungenKünstlicher

Intelligenz auf Basis von LLMs, die vereinfacht gesagtmit statistischen Berechnun-

gen diewahrscheinlichste Antwort auf einen Input generieren können und insofern

nicht mehr auf die Verknüpfung mit einzelnen Funktionen angewiesen sind (vgl.

Bender et al. 2021: 616). Eine Weiterentwicklung entsprechender Technologien auf

akustische Prozessierung ist zeitnah zu erwarten (vgl. Knisella 2023). Medienhis-

torisch bedeutet dies für die Interfaces die Fortsetzung einer Linie, die Waldecker/

Volmar (vgl. 2022: 168) herausarbeiten: Die Reduktion der Gelenktheit des Dialogs,

die etwa bei Voice-Dial-Systemen oder in Call-Center-Anrufen durch eine akusti-

sche Menüführung noch deutlich stärker ist als bei Sprachassistenzsystemen oder

auf LLMs basierenden Chatprogrammen.VUI-Dialoge laufen,wie sich auch an den

Analysen zeigt, bisher sehrmusterhaft und funktionsorientiert ab.DieRigidität der

VUIs könnte dann ebenfalls abnehmen–sie könnten imHinblick auf ihre sequenzi-

elle und sprachlicheGestaltung flexiblerwerdenundmehrRaumfürVagheit lassen.

Damit wären aber auch deutlich längere und eben gesprächsähnlichere Konversa-

tionen produzierbar,was nicht unbedingt nutzer*innenseitig gewünscht seinmuss

und die Fragilität von VUI-Dialogen erhöhen könnte.
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