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Prolog

Was würde sich ein Diktator wünschen, um so viele Menschen wie mög‐
lich unter seine Kontrolle bringen zu können? Er würde sich wünschen,
dass möglichst viele Menschen technologisch miteinander verbunden sind,
überall und immer, und dass er Zugang zu diesem digitalen Netz hat.

Was würde sich ein Unternehmen wünschen, um auf möglichst viele
Menschen Einfluss nehmen und sie zu seinen Kunden machen zu können?
Das Unternehmen würde sich wünschen, dass möglichst viele Menschen
immer und überall technologisch miteinander verbunden sind und dass es
Zugang zu diesem digitalen Netz hat.

Wie würden sich Menschen, die durch Armut oder armutsbedingte Ursa‐
chen ums Leben kommen, wünschen, dass die meisten finanziellen Mittel
eingesetzt werden?

Was würden sich die Menschen wünschen, anstatt auf Algorithmen und
Daten reduziert zu werden?

Was würden sich die Menschen wünschen, anstatt weginnoviert zu wer‐
den?

Was würden sich die Menschen wünschen, um als Träger:innen der
Menschenwürde und der Menschenrechte respektiert zu werden?

Möchte der Mensch Herr:in oder Sklav:in von Algorithmen und Daten
sein?
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