
The Digital Services Act – An Appropriate Response to Online
Hate Speech?

Pascal Schneiders & Lena Auler

Abstract
Online hate speech seems to permeate Facebook, X, Telegram, and the like,
prompting increased national and supranational pushes for regulation of
digital platforms. One of the most recent high-profile legislative frameworks
is the Digital Services Act, which includes cross-sectoral and EU-wide
moderation, transparency, and other due diligence obligations that are
tiered according to the role, size, and impact of the online services. This
chapter presents and critically analyses the measures raised in the Digital
Services Act that are relevant to curbing hate speech. It concludes with rec‐
ommendations for the future academic and regulatory approach to online
hate speech.

1. Introduction

Social media platforms, such as Facebook, Instagram, and Reddit, have
long since become central venues not only for maintaining relationships
and seeking entertainment, but also for consuming and commenting on
content (Newman, 2023). However, hopes that social media would evolve
into arenas of deliberate discourse – if they ever existed beyond the small
circle of a tech-savvy avant-garde – can rightly be described as dashed.
Instead, there is now a widespread impression that a heated public sphere
(Wagner, 2019), an outrage industry (Berry and Sobieraj, 2016), or even
digital fascism (Fielitz and Marcks, 2019; Fuchs, 2022) prevails in the posts
and comment sections of Facebook and Co. Hate speech, which is not a
standardised legal term (Koreng, 2017; Valerius, 2020), but in social science
usually refers to the “bias-motivated, hostile, and malicious speech aimed
at a person or group of people because of some of their actual or perceived
innate characteristics” (Cohen-Almagor, 2011, p. 1; see also Erjavec and
Kovačič, 2012; Sponholz, 2023), seems to poison interactions on platforms
and beyond (Bayer and Bárd, 2020; Udupa et al, 2021).
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Indeed, content analyses have demonstrated hate speech’s presence on
social media despite the existence of content-moderation measures (Hester‐
mann et al, 2021). Such speech represents only a minority of social media
content (Siegel, 2020), and exists mostly in the form of stereotyping rather
than the most drastic forms, such as incitements to violence (Paasch-Col‐
berg et al, 2022). Nevertheless, many users are exposed to hate speech.
An annual survey of internet users aged 14 and over in Germany shows
that the proportion of respondents who had encountered hate speech
online has remained consistently high for years (around 75%). Especially
adolescents and young adults are exposed to hate speech (Landesanstalt für
Medien NRW, 2023; see also Keipi et al, 2017). For those affected, especially
younger people, hate speech has primarily psychological consequences,
ranging from emotional stress and anxiety to depression (Keipi et al, 2017;
Lee-Won et al, 2020). Furthermore, hate speech can silence vulnerable
groups and demobilise them from participating in public life. By spreading
hate speech and suggesting a or intimidating the majority opinion, highly
active predominantly right-wing, networks can discourage people who are
not themselves under attack from entering into the discourse and normalise
negative stereotypes and radical views in wider circles (Das NETTZ et al,
2024; Gelber and McNamara, 2016). Not last, hate speech can incite others
to make extremely uncivil statements or even to commit acts of violence
(Müller and Schwarz, 2021; Williams et al, 2020).

It seems plausible that it is the specific platform logics that facilitate
the emergence, dissemination, reception, and impact of hate speech (see
also Recuero, 2024). That is, the affordances, rules, and algorithmic values
of social media encourage low-threshold communication and networking,
and incentivise exaggerated and emotional content – all of which serves
to create a fertile environment for hate speech. In any case, “proprietors of
spaces are responsible for the features of their spaces that present hazards
by posing risks of harm if not managed” (Price, 2021, p. 260).

While hate speech has long been an issue that has received little political
attention (Banks, 2010), politicians now never tire of insisting that the
internet is “no lawless space” (see, for example, EPP Group, 2021; The
Economist 2018; Cooper 2018). Against this backdrop, content moderation,
understood as “the screening, evaluation, categorization, approval or re‐
moval/hiding of online content according to relevant communications and
publishing policies” (Flew et al, 2019, p. 40; see also Art. 3 lit. t DSA), is
becoming increasingly important. Soft law measures, which at the EU level
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are essentially the “Code of conduct on countering illegal hate speech on‐
line” implemented in 2016 together with Facebook, Microsoft, Twitter (lat‐
er, X), and YouTube (European Commission, 2016), and the Commission
Recommendation (EU) 2018/334 of 2018 on measures to effectively tackle
illegal content online, were clearly insufficient in the Commission’s view for
curbing hate speech. The European Commission (EC) saw a need for im‐
provement in terms of transparency and feedback to users on the decisions
about their notices. The Audiovisual Media Services Directive (AVMSD)
(Directive 2010/13/EU), which prohibits the distribution of content that
incites violence or promotes hatred, only applies on a sector-specific basis,
e.g., to providers of video-sharing platforms, but not to text-based media
or platforms. Regulation (EU) 2021/784 on addressing the dissemination
of terrorist content online, which entered into application in June 2022, is
limited to illegal terrorist content.1

Accordingly, the EC presented the proposal for a Digital Services Act
(DSA) (European Commission, 2020b) in December 2020 together with
the proposal for a Digital Markets Act (DMA) (European Commission,
2020a).2 The final version of the DSA (Regulation 2022/2065), which
came into full force in February 2024, serves to update the 2000 Directive
on electronic commerce (e-Commerce Directive) (Directive 2000/31) and
significantly extends binding platform regulation. Some of the recitals, def‐
initions, and procedures of the above-mentioned Code of Conduct and
Commission Recommendations have been recognisably incorporated into
the DSA (Cole et al, 2020). While the main features of the existing lia‐
bility regime enshrined in the e-Commerce Directive remain “essentially
the same” (Jaursch, 2021, N. 16; see also Cauffman and Goanta, 2021;
Hofmann, 2023, p. 113), the DSA introduces detailed new transparency,
moderation, and other due diligence rules, including risk assessments, au‐

1 The regulation provides for hosting service providers to be obliged to apply measures
to remove terrorist content from their services without delay. Authorities to be desig‐
nated by the Member States (whether administrative, law enforcement, or judicial) are
authorised to order hosting service providers to remove or disable access to terrorist
content found to be illegal in a court or administrative decision within one hour
throughout the EU (Art. 3 para. 1 Regulation [EU] 2021/784). In addition, service
providers may be required to take further measures to prevent the public dissemination
of terrorist content, such as the establishment of reporting mechanisms for users (Art. 5
para. 2b Regulation [EU] 2021/784).

2 For more information on the Digital Markets Act, see Chapter 6 ‘The Brave Little
Tailor v. Digital Giants: A Fairy-Tale Analysis of the Social Character of the DMA’ by
Liza Herrmann.

The Digital Services Act – An Appropriate Response to Online Hate Speech?

143

https://doi.org/10.5771/9783748943990-141 - am 03.12.2025, 03:34:18. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748943990-141
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


dits, and research data access rules. In so doing, the DSA aims to ensure
a harmonised, safe, predictable, and trustworthy online environment in
which the fundamental rights enshrined in the EU Charter of Fundamental
Rights (CFR) are “effectively protected” (Art. 1 para. 1 DSA) – this also in‐
cludes the protection of the personal rights of those affected by hate speech
(Kalbhenn and Hemmert-Halswick, 2021; Kapusta, 2024). Consequently,
significant hopes are placed on the DSA to help curb hate speech. As early
as October 2023, the EC sent X (formerly, Twitter) its first formal request
for information under the DSA due to the spread of violent content and
hate speech after the Hamas-led attack on Israel (European Commission,
2023a). In January 2025, a revised version of the Code of conduct on coun‐
tering illegal hate speech online (the ‘Code of conduct+’) was integrated
into the regulatory framework of the DSA. To date, the Code of conduct+
was signed and submitted for integration under the DSA by services such as
Facebook, Instagram, LinkedIn, Snapchat, TikTok, Twitch, X and YouTube
(European Commission, 2025b).The DSA may also have been motivated
by the fact that, in recent years, some Member States have already made
national progress in terms of new requirements for content moderation on
digital platforms. For instance, Germany introduced the “Netzwerkdurch‐
setzungsgesetz” (NetzDG, Network Enforcement Act) (BGBl. I 2017, p.
3351), which came into force in January 2019, France implemented the
“loi visant à lutter contre les contenus haineux sur internet” (loi Avia,
“law aiming to fight against heinous content on the internet”) (LOI n°
2020-766),3 and Austria advanced the now-repealed “Kommunikationsplat‐
tformen-Gesetz” (Communication Platforms Act) (BGBl. I Nr. 151/2020),
which came into force at the beginning of 2021. The NetzDG in particular,
which may well have been the first law of its kind, has attracted global
attention, been subject of controversial debate (Schulz, 2019, pp. 13–14), and
has served as a source of inspiration for the DSA (Holznagel, 2021, p.123).

The DSA has been described as a “legislative mega-project” (Holznagel,
2021, p. 123) and a “constitution for the internet” (Geese, 2022). It is said
to “represent the furthest reaching expansion of platform regulation in the
OECD nations to date” (Cioffi et al, 2022, p. 828), potentially affecting the

3 In June 2020, the Conseil Constitutionel declared the law passed by the National
Assembly in May of the same year to be unconstitutional, particularly because the
one-hour deletion period imposed on the platforms for obviously illegal content con‐
stituted an unreasonable, unnecessary, and disproportionate interference with freedom
of expression (Décision n° 2020-801 DC du 18 juin 2020, para. 8). The law was
subsequently adapted to the court’s requirements and published.
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freedom of expression of millions of EU citizens and having a regulatory
impact far beyond the Union’s borders. Therefore, its measures against
hate speech and suitability should be analysed all the more intensively
(Latzer et al, 2019). In particular, experience with the NetzDG can help
to understand the opportunities and risks of the content moderation mea‐
sures against illegal content provided for in the DSA. The remainder of
this chapter discusses the ways in which hate speech is dealt with within
the DSA. First, the general regulatory approach of the DSA is discussed.
Next, relevant provisions for platforms (in particular, the notice and action
procedure), additional due diligence obligations for very large online plat‐
forms (VLOPs), and the transparency obligations contained in the DSA
are presented. Subsequently, selected aspects of the regulation, including
the privatisation of law enforcement and the effectiveness of content mod‐
eration in dealing with hate speech, are critically discussed. The chapter
concludes with recommendations for the future regulatory treatment of
hate speech.

2. Regulation of online hate speech in the DSA

2.1 Regulatory approach of the DSA for content moderation

In the context of platform regulation, particularly when it comes to the
design of provisions for content moderation and dealing with hate speech,
EU legislators face the challenge of harmonising the interests of the various
stakeholders involved in digital communication. This proves to be a diffi‐
cult balancing act, especially as there are multiple different interests in this
context (Berberich, 2023, p. 130).

The fundamental rights of communication require the guarantee of open
discourse as a basic prerequisite for a democratic society. On the one
hand, the fundamental rights of users, who can invoke their freedom of
expression and information when posting and consuming content (Art. 11
CFR), must be taken into account. At the same time, it must be ensured
that users are adequately protected from the negative consequences of the
dissemination of unlawful content, such as discrimination (Art. 21 CFR).
Moreover, users must be guaranteed that, in case of an infringement, they
can also take action in the digital communication space. On the other hand,
due diligence obligations affect the services’ freedom to conduct business
(Art. 16 CFR). For their part, the services can also invoke the right to
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freedom of expression. When drafting their terms of use, the providers
can decide within the limits of their private autonomy which requirements
they wish to set for the use of their services, and can thus also moderate
unwanted (but not illegal) content on their platforms (Adelberg, 2022;
Berberich, 2023, pp. 144–155).

The DSA attempts to address these complex interests by opting for a
regulatory concept based on state–private co-regulation (Hofmann and
Raue, 2023, p. 37). The legislator delegates the moderation of the content
published on their platforms to the service providers, which seems to
be without alternative considering the large amounts involved (Brauneck,
2024, p. 379). Indeed, questionable content can hardly be viewed and classi‐
fied manually. The DSA also imposes a variety of due diligence obligations
on platforms, which act as counterweights to the services’ privileged liabili‐
ty and which the DSA can monitor and enforce by establishing a European
supervisory structure. For example, providers of intermediary services are
obliged to conduct content moderation “in a diligent, objective and propor‐
tionate manner” and to take the fundamental rights of the services’ users
into account (Art. 14 DSA). By limiting itself to procedural, content-inde‐
pendent requirements, the Regulation guarantees the protection of funda‐
mental rights through procedures and a principle for procedural fairness
(Berberich, 2023, p. 130).

2.2 Illegal content and hate speech

The DSA mainly targets illegal hate speech (Recitals 12, 62, 80, 87, 106
DSA), but does not define what content is illegal, just as the EC Directive
does not define illegal activities. What is defined as illegal remains (for the
time being) a matter for the Member States’ or other EU legislation (Art. 3
lit. h DSA). However, there are (as yet) no legal definitions of hate speech
as a legal concept in the EU Member States (European Commission, 2021).
This means that hate speech – that is, the combination of a (supposed)
group reference and the public, inflammatory defamation of this group or
its (supposed) members (see Section 1) – does not necessarily have to be
unlawful; it can also be contained in permissible expressions of opinion
(Brugger, 2003). A binding framework for the definition and prosecution
of serious forms of racist and xenophobic hate speech and crimes was
established by the Council of the European Union in Framework Decision
2008/913/JHA of 28 November, 2008. In the report on the implementation
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of the Council Framework Decision, the Commission clarifies that “pub‐
licly inciting to violence or hatred directed against a group of persons or
a member of such a group defined by reference to race, colour, religion,
descent or national or ethnic origin”, as well as “publicly condoning, deny‐
ing or grossly trivialising crimes of genocide, crimes against humanity and
war crimes” (Art. 1a, 1c Framework Decision 2008/913/JI) is to be treated
as a (racist or xenophobic) criminal offence or hate speech in the Member
States (European Commission, 2014). The conduct must be intentional and
have a certain potential impact, i.e., be carried out “in a manner likely to
incite violence or hatred against such a group or a member of such a group”
(Art. 1c Framework Decision 2008/913/JI). At the end of 2021, the EC asked
the Council to introduce an EU-wide definition of hate speech and include
it in the list of so-called EU crimes. The latter are crimes of a particularly
serious nature with a cross-border dimension, as set out in Art. 83 para. 1 of
the Treaty on the Functioning of the European Union (TFEU) (European
Commission, 2021). This would be accompanied by EU-wide minimum
rules on the definition of criminal offences and penalties. However, the
process has been stalled in the Council since 2022 (European Parliament,
2024).

2.3 Provisions for hosting services, online platforms, and VLOPs

The DSA does not impose completely new measures on digital platforms.
They have been active in self-regulation for many years, and automatically
and proactively moderate large-scale, third-party content (Gorwa et al,
2020; Klonick, 2018.). Thus, the DSA formalises practices and standards
for curbing hate speech. The horizontal obligations for all online intermedi‐
aries listed in the DSA are graded according to the scope of the digital ser‐
vices, which are divided into: 1) intermediary services, 2) hosting services,
3) online platforms, and 4) VLOPs and very large search engines (VLOSEs)
(“pyramid-model”; Hofmann and Raue, 2023, p. 33). While intermediary
services merely pass on information provided by users or store it temporar‐
ily for the sole purpose of (efficient) transmission, hosting services store
the information provided on behalf of their users (Art. 3(g) DSA). Hosting
service providers that store information and make it available to the public
on behalf of a user (e.g., app stores and social media platforms) are con‐
sidered online platforms (Art. 3(i) DSA). VLOPs have a significant reach
in the EU (by definition, at least 45 million monthly active users or, in
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case of a decreasing or increasing population, 10% of the EU population)
(Art. 33 para. 1 and 2 DSA) and have a particular social and economic
impact (Justification and Recital 79 DSA). Accordingly, they must fulfil the
most comprehensive catalogue of obligations, including internal risk assess‐
ments, external audits, and data exchanges with authorities and researchers.
To date, the Commission has designated two VLOSEs (Bing and Google
Search) and 25 VLOPs, including Instagram, YouTube, TikTok, Facebook,
X, and LinkedIn (European Commission, 2025b).

The content moderation measures formulated in the DSA include mech‐
anisms for notifying illegal content as well as, in a broader sense, complaint
procedures, out-of-court dispute settlement bodies and, last but not least,
service providers’ obligation to report suspected serious offences to the
competent authorities. These decisions by the platforms should be swift,
transparent, and contestable for all parties involved (de Streel et al, 2020,
p. 79). In the following, the measures contained in the DSA – from liability
obligations for user-generated content to due diligence obligations concern‐
ing the design and operations of services – are considered in greater detail.
First, it is important to discuss when platform providers are responsible for
the user-generated content disseminated on the platforms.

2.3.1 Notice and action procedure

At the heart of the DSA’s content moderation measures is Art. 16, which
requires hosting services and (VL)OPs to establish procedures for individu‐
als or institutions to provide notices for content they consider to be illegal.
The notice and action mechanism provided for in Art. 16, especially the
presumption of knowledge in para. 3, is closely linked to the liability regime
in Chapter II of the Regulation (Gerdemann and Spindler, 2023, p. 8;
Raue 2023, p. 290). The liability privileges established in Chapter II exempt
providers from responsibility for third-party content (Hofmann, 2023, pp.
129–131). Art. 8 DSA clarifies – in line with the liability concept of the
e-Commerce Directive – that the providers of intermediary services are
not subject to any proactive precautionary and investigation obligations
regarding illegal content. This privilege is based on the notion that, due
to the large amount of content that is distributed on platforms, providers
are unable to check every single piece of content individually. Without
the privilege, business models of online platforms could be jeopardised
(Hofmann, 2023, p. 184). They can only be obliged to block or remove
content as soon as they become aware of illegal activity or content. Knowl‐
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edge may be obtained, for example, through a notification by users or
other organisations in the sense of Art. 16 (para. 3). The notice and action
mechanism thus compensates for a weakness in liability by implementing a
procedural reporting obligation and counterbalancing the exemptions from
liability (Legner, 2024, p. 106; Raue, 2023, p. 289). Service providers are
obliged to process all notices and decide on them “in a timely manner”
(Recital 52 DSA). If they use automated means for processing or decision-
making, the person or organisation that has submitted the notice must be
informed of this (Art. 16 para. 6). In contrast to Regulation (EU) 2021/784
or the NetzDG, the DSA does not set any time limits for the processing
period. The NetzDG required social network providers to remove or block
access to “manifestly unlawful” content reported by users or complaints
bodies within 24 hours. However, the signatories of the Code of conduct+
committed to review the majority (at least 50%) of hate speech notices
from so-called (trusted flagger-like) Monitoring Reporters within 24 hours
(European Commission, 2025a).

According to the DSA, service providers must inform users and give rea‐
sons when users are affected by the following restrictive moderation deci‐
sions that are imposed on the ground that the user-generated or -distribut‐
ed information is illegal or incompatible with the terms and conditions:
a) any restrictions of the visibility of specific information items, such as
the removal, demoting, or blocking of content; b) restriction of monetary
payments; c) suspension or termination of the provision of the service in
whole or in part; and d) suspension or termination of the user’s account.
The statement of reasons shall be provided at the time of the removal or
blocking at the latest (Art. 17 para. 2 DSA). If individuals or entities abuse
the notice and action mechanisms by frequently submitting obviously un‐
founded notices – i.e., for the purpose of silencing marginalised groups
(Duffy and Meisner, 2023) – the platform providers shall suspend the
processing of the notices and complaints (Art. 23 para. 2 DSA).

Likewise related to content moderation, Art. 7 of the DSA introduces
the so-called “good Samaritan privilege”. It means that providers benefit
from the liability privileges of the DSA if they conduct voluntary investi‐
gations on their own initiative or take other measures to detect, identify,
remove, or disable access to illegal content. The provision clarifies that
voluntary investigations do not automatically establish an active role that
would remove the liability privileges. It is intended to prevent platforms
that want to proactively prevent infringements with good intentions from
being penalised (Koehler, 2024, p. 118; Kuczerawy, 2021). Providers should

The Digital Services Act – An Appropriate Response to Online Hate Speech?

149

https://doi.org/10.5771/9783748943990-141 - am 03.12.2025, 03:34:18. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748943990-141
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


not be deterred from taking voluntary measures. However, they must en‐
sure that an objective, non-discriminatory, and proportionate procedure
is in place that takes into account the rights and interests of all parties
involved (Hofmann, 2023, p. 128). In this context, according to Recital 26,
providers should take protective measures against the unjustified removal
of lawful content. To that aim, providers should, for example, take reason‐
able measures to ensure that, where automated tools are used to conduct
such activities, the relevant technology is sufficiently reliable to limit to the
maximum extent possible the rate of errors.

In addition, the DSA encourages cooperation between platforms and
third parties – so called trusted flaggers – in detecting and notifying –
and only of – illegal or unlawful content. Trusted flaggers receive notices
of illegal content from users, but can also search online platforms for
illegal content themselves. They are awarded by the Digital Services Coor‐
dinators (DSCs)4 upon request and have to be independent from online
platforms, but not necessarily from state authorities (Art. 22 para. 2 DSA).
Accordingly, trusted flaggers can include industry organisations, authorities
as Europol, or the criminal content units of national law enforcement agen‐
cies, including the National Internet Referral Unit at the Federal Criminal
Police Office (Bundeskriminalamt, BKA) in Germany5 (Recital 61 DSA).6
Trusted flaggers are required, among other things, to have expertise in
dealing with illegal content, to represent collective interests, and to carry
out their activities diligently, accurately, and objectively. Notices submitted
by trusted flaggers should be given priority in the platforms’ content mod‐

4 The DSCs are appointed by Member States and are responsible for various issues
relating to the application and enforcement of the Act (Art. 49(2) DSA). Together with
the Commission, coordinators and – depending on specific Member State provisions
– additional competent national authorities form the DSA’s oversight structure. The
DSCs should fulfil their tasks impartially and independently, i.e., they must not take
instructions from other authorities (Art. 50 para. 2 DSA). In extreme cases, they are
authorised to take interim measures to prevent the risk of serious harm (Art. 51 para.
2e DSA). In addition, a European Board for Digital Services, which advises the coordi‐
nators and the Commission, will help ensure the uniform application of the act (Art. 61
para. 2a DSA).

5 Internet Referral Units (IRUs) actively search the internet for criminal or extremist
content. On the potential for abuse of the EU-wide IRUs, see Chang (2018), who
expressed the concern that “IRUs are setting a dangerous precedent of state-initiated,
privately-enforced, and extra-legal censorship that could be abused to limit speech that
is neither genuine incitement to violence nor terrorism” (p. 124).

6 As part of the efforts to combat terrorist content, such service providers as Google and
YouTube have already awarded IRUs’ Trusted Flagger status (Chang, 2018).
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eration decision (Art. 22 para. 1 DSA). That is, the decision on the content
of illegal content remains with the platforms (Ruschemeier, 2024). If an
investigation by the DSC reveals that a trusted flagger no longer fulfils
its requirements, the DSC can revoke that status. This is the case if, for
example, the trusted flagger demonstrates a lack of expertise, diligence,
and objectivity, or frequently submits inaccurate or unsubstantiated notices.
Investigations can be made ex officio – that is, a regulatory authority may
initiate an investigation on its own without a complaint having been filed
– or in response to information from third parties regarding the behaviour
of trusted flaggers (Art. 22 para. 6–7 DSA). As such, the DSA does not
provide for the permanent and regular watching of the watchmen; instead,
the monitoring of trusted flaggers is largely based on the observation of
their work by third parties.

It should be noted that digital platforms have been working with trusted
flaggers for years, among other reasons, because of the Code of Conduct on
countering illegal hate speech online (see Section 1). In Germany, trained
organisations participating in YouTube’s Priority Flagger programme in‐
clude, for example, the BKA, several state criminal investigation offices,
jugendschutz.net, the German Association for Voluntary Self-Regulation
of Digital Media Service Providers (Freiwillige Selbstkontrolle Multimedia-
Diensteanbieter, FSM), media state authorities, and non-profit associations.
Their notices of content that violates YouTube’s community guidelines are
given priority (Google and Youtube, 2019).

2.3.2 Complaint and redress mechanisms

According to Art. 20 para. 1 of the DSA, users can dispute: 1) the removal,
blocking, or demoting of content deemed illegal or incompatible with the
general terms and conditions; 2) the suspension or termination of the
service; 3) the suspension or termination of the user account; and 4) the
suspension or restriction of monetisation options by the service provider.
This should be possible via an internal complaint-handling system for a
period of at least six months after the moderation decision. It should be
possible to lodge a complaint regardless of whether the moderation deci‐
sion was made proactively by the platform or in response to a notice from a
user or trusted flagger. Online platforms must process complaints promptly.
Furthermore, users should be able to appeal to an independent out-of-court
dispute settlement body certified by the Member State’s DSC (Art. 21 DSA).
If the dispute settlement body decides in favour of the user, the online
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platform will bear all fees and costs. If the decision is unfavourable to the
user, the user shall bear only his own fees and costs (Art. 21 para. 5). Users
are still free to seek legal protection in court against the online platform’s
decision to restrict an information piece, payments, account, or its service.

2.3.3 Cooperation with authorities

Moreover, the DSA requires service providers to cooperate with the author‐
ities. This includes reporting obligations and complying with official orders.
For example, the DSA obliges providers of hosting services to contact the
respective Member State’s law enforcement or judicial authorities if they
have reasonable grounds to suspect that a serious criminal offence “has
taken place, is taking place or is likely to take place”. In this context, the
provider shall make all relevant information available to the authorities
(Art. 18 para. 1), including, where relevant, information required to locate
and identify the respective user of the service (Recital 56).

Further to reporting, the DSA gives national judicial or administrative
authorities the option of issuing reasoned orders to providers of interme‐
diary services, including foreign providers, to provide information about
individual users (Art. 10) or to take action against certain content found
to be illegal (including cross-border content) (Art. 9). The EU Regulation
on addressing the dissemination of terrorist content online (Regulation
2021/784)7, which entered into force in June 2022, contains a similar mech‐
anism for taking action against certain types of illegal content. The orders
addressed to providers might also be aimed at preventing the reappearance
of illegal content, but without imposing a general monitoring obligation
(Recital 30). When determining the territorial scope of the order, the au‐
thorities are required to weigh up the interests at stake and, in particular,
to consider the rights enshrined in the EU Charter of Fundamental Rights,
such as the freedoms of expression and information (Recital 36 DSA). The
official information and moderation orders must be documented in the
transparency reports (Art. 15 para. 1a DSA). In case providers do not com‐
ply with the orders, the DSA itself does not lay down any consequences,
with enforcement instead being a matter of national law. This stands in
contrast with the information obligations under Art. 9 para. 1 and Art. 10

7 For more information on this Regulation, see Chapter 7, ‘Eyes shut, fingers crossed:
the EU’s governance of terrorist content online under Regulation 2021/784’ by Valerie
Albus.
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para. 1 DSA, which can be enforced by means of the regulation, such
as through fines (Recital 32 DSA; see also Hofmann, 2023, p. 196, 201).
Providers merely have to state that they have received the order and how
they have complied with it (Art. 9 para 1, Art. 10 para. 1).

2.4 Additional due diligence obligations for providers of VLOPs and
VLOSEs

VLOPs and VLOSEs must fulfil special due diligence obligations, including
risk assessments, risk mitigation, audits and data access. The supervision
and enforcement of these obligations is the sole responsibility of the EC
(Art. 56 and Art. 2 DSA).

2.4.1 Risk assessment and mitigation

Risk assessments relate to systemic risks arising from the design, function‐
ing, use or misuse of the services (in accordance with Art. 34 para. 1 DSA).
Systemic risks include: a) the dissemination of illegal content (Recital 80
gives the example of “illegal hate speech”); b) adverse effects of the service
on fundamental rights (including the fundamental rights to human dignity
and to freedom of expression and information); c) negative effects on
democratic and electoral processes, social debate, and public safety; and
d) negative effects in relation to gender-based violence, the protection of
public health and minors, and serious negative consequences to a person’s
physical and mental well-being. Risk analyses must be conducted by the
platforms themselves (“first party audit”; Meßmer and Degeling, 2023),
proactively and on an annual basis, and before the introduction of new,
critical functionalities (Art. 34 para. 1 DSA). Determining the extent to
which hate speech constitutes a systemic risk arising from the design,
operation, or use of VLOP/VLOSE services is thus initially the responsi‐
bility of the platforms. In doing so, they must pay particular attention to:
1) the terms and conditions, 2) the content moderation systems, and 3)
the design of the algorithmic recommender systems. The procedure and
criteria of the analysis are not predetermined in more detail. With the
“risk management framework” (European Commission, 2023a), the EC
proposed a methodology for risk assessment and mitigation (however, in
the context of Russian disinformation campaigns and not in relation to hate
speech). Accordingly, a distinction can be made between qualitative and
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quantitative risk indicators. The quality of a risk posed by a particular type
of content is assumed to be a function of a speech’s context, the speaker’s
position or intent, the content or form of the speech, the reach, size, and
characteristics of the audience, and the likelihood of harm. Quantitative
measures comprise the audience’s size and exposure to and engagement
with the content, the content’s prevalence, and the influence of algorithmic
promotion (European Commission, 2023a).

If the VLOPs identify internal systemic risks, they must take reasonable,
proportionate, and effective measures to mitigate them. The DSA lists a
number of non-exhaustive measures in this regard, including the adaption
of the terms and conditions, internal decision-making processes, the de‐
sign, features, or functioning of their services, the advertising systems, the
algorithmic recommender systems, and the content moderation processes
(Art. 35 para. 1 DSA). In particular, platforms could adapt the responsive‐
ness to user notices, the speed and consistency of removal and labelling,
and the de-amplification of illegal or otherwise harmful content (algorith‐
mic down-ranking, the removal of recommendation, searchability, and/or
monetisation) (European Commission, 2023a). Moreover, VLOPs can co‐
operate with trusted flaggers to reduce systemic risks (Art. 35 para. 1g). The
DSA does not concretely specify how platforms should proceed, thereby
enabling VLOPs to try out different risk mitigation practices. However, the
EC may furthermore require the application of preventive and remedial
crisis response measures to assess threats and related measures (Art. 36),
and request (VL)OPs to participate in the development of codes of conduct
for risk reduction (Art. 45 DSA). Correspondingly, the EC announced that
adherence to the Code of conduct+ may be considered as an appropriate
risk mitigation measure for VLOPs and VLOSEs (European Commission,
2025c).

The internal risk analyses and mitigation plans must be assessed for
compliance by independent organisations (“second-party audit”; Meßmer
and Degeling, 2023) at least once a year (Art. 37 DSA). The audit organisa‐
tions are commissioned by the service provider. The EC has issued a Dele‐
gated Act (2024/436) with rules on independent audits to assess VLOPs’
and VLOSEs’ compliance with the DSA. According to Art. 290 TFEU,
the Commission can use delegated acts to supplement or amend existing
legislative acts. The aforementioned Delegated Act provides auditors with
fairly comprehensive access to information on procedures and processes,
decision-making structures, IT systems, data sources, algorithmic systems,
information technology systems, testing environments, personnel, and in‐
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ternal compliance procedures (Art. 5 Delegated Act). It specifies audit pro‐
cedures, defines minimum standards, and seeks to allow a certain degree
of comparability of the reports. However, it does not specify any methods
or quality criteria according to which the audits are to be conducted. The
services were to be audited for the first time at the end of August 2024.

2.4.2 Data access

Access to platform data by independent research institutions is essential
for assessing the extent and impact of hate speech (King and Persily, 2019;
Rieder and Hofmann, 2020; Stark et al, 2020). Art. 40 para. 4 of the DSA –
which was extensively amended during the legislative process – provides for
private non-public access for “vetted researchers”. This makes the DSA the
first EU law to enable mandatory data access (Jaursch and Lorenz-Spreen,
2024). The possibility of data access is linked to the condition that the
research contributes to: 1) the detection, identification, and understanding
of systemic risks (Art. 34 para. 1) and to 2) the assessment of the adequacy,
efficiency, and impact of risk mitigation measures (Art. 35). The draft Del‐
egated Act (DDA) laying down the technical conditions and procedures
under which VLOPs and VLOSEs are to share data mentions a variety of
data that allow to study systemic risks. Among these are user-related data
such as profile information, relationship networks, individual-level content
exposure and engagement histories; interaction data such as comments
or other engagements; data related to content (personalised) recommenda‐
tions, and data related to content moderation and governance (Recital 12
DDA). This should also allow for studies on the role of platform logic
and algorithmic recommendations in the dissemination of hate speech.
Platforms shall make available an overview of the data inventory of their
services easily accessible online, including examples of available datasets
and suggested modalities to access them (Art. 6.4 DDA). Such modalities
may be, among others, data transfer to the vetted researchers, and a trans‐
mission of the data to and storage in a secure processing environment
which are to be operated by data providers themselves or by a third party
(Recital 16 DDA). How data access is organised in detail is, to some extent,
up to the platforms. This includes how the application programming inter‐
face (API) should be designed or in which format data should be made
accessible (Van Drunen and Noroozian, 2024). As a first step, (groups of )
researchers have to submit an application for vetted researcher status to
the DSC where the platform(s) of interest is/are based or to the DSC of
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the research organisation’s Member State. In the course of this process, the
researchers submitting the application must address the specific research
for which they consider data access to be necessary (Art. 40 para. 8). One
of the admission requirements is that the researchers must be affiliated to
scientific (not exclusively academic) research organisations and do not pur‐
sue commercial interests. This may also include civil society organisations.
Researchers can also be non-EU based (Albert, 2024). Within 21 days from
the receipt of a data access application that fulfills all prerequisites (such
as information about funding, and a description of the research project
and planned methodology; Art. 8 DDA), the DSC where the main estab‐
lishment of a provider is located will decide whether to transmit a reasoned
request to the relevant VLOP or VLOSE and inform the researcher of its
decision (Art. 7 DDA). The DSC also determines the modalities according
to which access to the data is to be granted by the platform. A key factor
here is how sensitive the data is (Art. 9 DDA). The platform then has 15
days to ask the DSC for amendments to the request. This is only possible
if the service provider considers that it cannot comply with the request
due to a lack of access to the data or due to concerns about the security
of the service or the protection of confidential information (Art. 40 para.
5). However, the platform provider must offer alternatives on how access to
the requested (or other) data can be granted (Art. 40 para. 6). This makes
it more difficult to evade data access by invoking business secrets. The
DSC decides on the request for amendment within a further 15 days. DCSs
may consult independent experts before formulating a reasoned request or
taking a decision on an amendment request (Art. 14 DDA).

In addition to the data access, platforms should provide vetted re‐
searchers with the relevant metadata and data documentation (such as
codebooks) so that they can cope with the data (Recital 26 DDA). In future,
a data access portal hosted by the EC will provide a public overview of all
reasoned requests sent by the DCSs (including not successful ones). VLOPs
and VLOSEs are also obliged to provide immediate access (e.g., without
having to contact a supervisory authority) to (real-time) data that are
publicly accessible in their online interface by researchers and used to inves‐
tigate systemic risks (Art. 40 para. 12). This can be interpreted as a “right
to scrape” (Klinger and Ohme, 2023). Said publicly available data may,
for example, include data “on aggregated interactions with content from
public pages, public groups, or public figures, including impression and
engagement data such as the number of reactions, shares, comments from
recipients of the service” (Recital 97). As it is not limited to researchers who

Pascal Schneiders & Lena Auler

156

https://doi.org/10.5771/9783748943990-141 - am 03.12.2025, 03:34:18. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/9783748943990-141
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


are affiliated to a research organization, NGOs and journalists could also
make use of this right.

2.5 Transparency obligations

Art. 15 DSA stipulates that providers of intermediary services and of
(VL)OPs must disclose the measures they have taken regarding notices
submitted in accordance with Art. 16 or on their own initiative in a trans‐
parency report published at least once a year. Shorter reporting cycles of
six months apply to VLOPs (Art. 42 para. 1). In the transparency reports,
the service providers must indicate whether the moderation decisions were
made on a legal basis or according to their own general terms and con‐
ditions (Art. 15 para. 1b). Online platforms must also state, among other
things, the extent to which automated means are used for content moder‐
ation, as well as their precision (Art. 15 para. 1c, 1e). As the DSA thus
formulates transparency obligations regarding both illegal content and con‐
tent that does not comply with the general terms and conditions, platforms
cannot escape regulation by (increasingly) moderating according to their
own standards. Such an effect was observed after the introduction of the
NetzDG in Germany (Kalbhenn and Hemmert-Halswick, 2021).

Further to the reporting obligations relating to the user notices proce‐
dures, VLOPs and VLOSEs must file publicly available reports outlining
the results of the first-party audits on risk analysis, but only after they have
been audited by independent organisations (Art. 42 para. 4a). They also
have to report on the risk mitigation measures they have been recommend‐
ed by audit organisations and on those they have implemented (Art. 42
para. 4b, 4d). The second-party audit reports (on the service providers’
compliance with the DSA regulations on risk assessment and mitigation)
must be published within three months of receipt from the auditing organi‐
sation (Art. 42 para. 4c). Last but not least, vetted researchers who have
been granted access to data are obliged to make their research results
available free of charge “within a reasonable period after the completion of
the research” (Art. 40 para. 8g).

In light of the above, it remains to be seen how effective and appropriate
the DSA’s measures are for combatting hate speech. Certainly, this question
can only be answered after a longer period of time, when provisions have
been fully implemented and empirical legal studies have been conducted.
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However, some evaluation criteria and critical aspects can already be dis‐
cussed.

3. Evaluation of the Regulatory Measures

3.1 Legitimacy and accuracy of content moderation

In terms of evaluation criteria, regulatory measures should first and fore‐
most be legitimate (i.e., in line with fundamental rights). Furthermore,
they should be suitable for solving the identified problem – that is, the
low-threshold, significant generation and dissemination of hate speech, in
particular on social media platforms. This solution should be appropriate,
i.e. it should consider and balance different fundamental rights.

In the run-up to the implementation of the NetzDG in Germany,
there was fierce criticism of an alleged privatisation of law enforcement
(Pohlmann et al, 2023). This accusation can also be applied to the DSA
(Cauffman and Goanta, 2021). In the first instance, it is the service
providers who interpret the law and decide which reported content is
litigable and should thus be removed or blocked (however, without the
service providers taking over the prosecution and the final decision still
being made by the courts; Hong, 2022). Other concerns that have been
raised in connection with the NetzDG relate to the restriction of freedom
of expression through over-removal by service providers (Mchangama and
Fiss, 2019). After all, the NetzDG would create economic and regulatory in‐
centives for service providers to remove content in cases of doubt in order
to avoid reputational damage or fines (Buiten et al, 2020). With regard to
the DSA, it’s “good Samaritan” clause increases the risk of overblocking, as
it encourages platform providers to engage in proactive content moderation
– with the latter being challenging for external observers to comprehend
(Kuczerawy, 2021).

Furthermore, the formalisation of digital platforms’ content moderation
obligations is linked to an increase in their opinion power (Helberger,
2020; Senftleben, 2024). However, the relatively low proportion of removed
or blocked content in all NetzDG complaints supports the assumption that,
to date, the extent of overblocking has tended to be overestimated (Kohl,
2022). Solid proof of over- or underblocking would require an in-depth and
systematic legal review of notified content, including supposedly obviously
illegal content, which is not practically feasible. Due to its systemic regula‐
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tory approach, there are no direct sanctions against under- or overblocking
in the DSA itself. However, that said, the complaint and review procedures
set out in the DSA could reduce the risks of the latter (Buiten et al, 2020;
Cornils, 2020).

Apart from this, the independent audits to be conducted by VLOPs to
ensure compliance with their obligations (Art. 37 DSA) should reduce the
risk of over- or underblocking. In this context, it should also be examined
whether the platform providers have carefully and objectively processed the
notices received via the internal complaint-handling mechanisms. Further‐
more, VLOPs must also explicitly consider the possible (negative) effects
of content moderation on, among other things, freedom of expression and
information when assessing systemic risks (Art. 34). However, it is up to the
platforms themselves to define, assess, and address systemic risks (Griffin,
2023). Another critical point is that there are no minimum standards for
conducting audits.

3.2 Involvement of state authorities

As far as the information provision obligations of platforms towards law
enforcement or judicial authorities are concerned, consistent prosecution
of illegal offences online is generally desirable. Otherwise, perpetrators are
unlikely to change their minds (Kettemann, 2019). Failure to do so may
give the impression of a lack of interest in enforcing norms, which in
turn may lower the inhibition threshold for further hate speech (Rüdiger,
2019). Enforcement of legislation could and should also be enhanced by
the establishment of additional prosecutors specialising in hate speech and
related phenomena.

The authorisation of national authorities to order (EU-wide) action
against allegedly illegal content, as provided for in the DSA, has the po‐
tential for instrumentalisation or abuse by state actors. For example, there
could be boundary shifts regarding politically unpopular content and what
can or cannot ultimately be removed by order. Limiting this risk of abuse,
it should be noted that what is defined as illegal must accord with EU law
(Art. 9 para. 1). More concerning is the risk that authoritarian governments
outside the EU will use the measure in question to legitimise their own
laws in the supposed fight against terrorism, extremism, fake news, or hate
speech (Chang, 2018). For instance, Turkey, Russia, Belarus, and Malaysia
have introduced legislation similar to the NetzDG, but with the aim of cen‐
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soring content critical of their regimes rather than protecting freedom of
expression (Mchangama and Fiss, 2019; Reporters without Borders, 2017).

3.3 Effectiveness of content moderation

Regarding the suitability or effectiveness of co-regulatory content modera‐
tion measures in curbing hate speech, only little evidence has thus far been
produced (Courchesne et al, 2021). Most studies relate to the NetzDG in
Germany or “deplatforming”, that is, the removal of one’s account on social
media for breaking platform rules. For example, Hestermann et al (2021)
found a decline in hate comments between the study periods of January
2018 and July to November 2020, although this observation cannot be clear‐
ly attributed to the introduction of the NetzDG. Andres and Slivko (2021)
conducted a quasi-experimental study on the effect of content moderation.
They analysed Twitter posts published by followers of the populist and
far-right parties AfD in Germany and FPÖ in Austria on the topics of
religion and migration between July 2016 and June 2019. Their analysis of
the automatically determined, multidimensional hate speech intensity of
the tweets showed that the amount and intensity of hate speech decreased
moderately among AfD followers after the NetzDG came into force in
January 2018, but not among FPÖ supporters. This speaks in favour of the
effectiveness of the NetzDG. Moreover, case studies on deplatforming show
that blocking access to accounts, and thus to their content, can prevent the
dissemination of hate speech (Ali et al, 2021; Bodden et al, 2023; Fielitz and
Schwarz, 2020; Hammer et al, 2021). In this way, hate groups are deprived
of the infrastructure to recruit and mobilise members, organise internally,
disseminate their content, finance their activities, and harass minorities or
dissenters (Rogers, 2020).

3.4 Data access

Access to data is fundamentally relevant to policy and research, not least to
provide regulators with a broader, previously fragmented evidence base on
the spread, impact, and containment of hate speech and other phenomena
on social media, and the role of platform logics in this context. Previously,
all major platforms have attempted to restrict or prevent data donation and
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scraping. For example, in summer 2023, X sued the non-profit organisation
Center for Countering Digital Hate, which had conducted research on
the dissemination of hateful content on social media, accusing them of
having “unlawfully” scraped data from X (X Corp. v. Center for Countering
Digital Hate Inc., 2023). In autumn 2023, X ended free access to its API
for researchers (Kupferschmidt, 2023). In August 2024, the CrowdTangle
analytics tool was discontinued (Meta, 2024a). It allowed trending content
to be detected, as well as how often a link was shared and who shared
it. Meta’s Content Library (Meta, 2024b) neither provides access to news
media nor offers the same research functionalities as CrowdTangle (Coali‐
tion for Independent Technology Research, 2024). Other collaborations
initiated by the platforms, such as Facebook’s Social Science One Project or
its Ad Library, have also been heavily criticised by researchers due to very
limited access and incomplete data. As Meta’s depreciation of CrowdTangle
deprives researchers and journalists of real-time election monitoring tools,
which could impair the ability to track misinformation and disinformation,
the EC launched formal infringement proceedings against Meta in April
2024 (European Commission, 2024b).8 The EC has also already opened
formal investigative proceedings against X and TikTok due to shortcomings
in giving researchers access to publicly accessible data. It is to be welcomed
that the EC seems willing to enforce the DSA’s data access regimes.9

However, there are still some open questions and points of criticism re‐
garding the procedures and access modalities (for a more detailed analysis,
see Seiling et al, 2024). For example, whether the application for vetted
researcher status, once successful, must be resubmitted for each research
project is still unclear. Likewise, the procedure for cross-platform analyses –

8 After initiating formal proceedings, the Commission carries out an in-depth investiga‐
tion and gathers evidence, for example by sending additional requests for information,
conducting monitoring actions, interviews, inspections and requesting access to algo‐
rithms. In addition, the Commission may take further enforcement steps. The DSA
does not set a legal deadline for concluding formal proceedings, which depends on
various factors, including the case’s complexity and the company’s cooperation.

9 In this context, however, the fact that the EU Commission is in charge of supervising
VLOPs and VLOSEs poses a risk – in addition to the lack of state neutrality: As the
executive body of the EU, it can be put under political pressure, meaning that platform
regulation can become a geopolitical bargaining chip. This is already becoming appar‐
ent in the trade dispute between the EU and the US. During the election campaign,
US Vice President J. D. Vance threatened the EU with making further support for
Ukraine in the Russian war of aggression dependent on whether the Commission
would discontinue the ongoing proceedings against X (Scheer et al,. 2025).
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whether several separate applications for data access are to be submitted to
the relevant DSC – has yet to be specified. Last but not least, the delegated
act does not provide researchers with any clear remedy if the data received
does not conform to quality standards.

4. Conclusion

4.1 Starting point and the DSA’s approach

Online hate speech is a problem that affects millions of EU citizens and has
negative consequences not only for individuals online and offline, but also
for society as a whole. It does not only constitute an insult or group-related
devaluation of people, but also suppresses their freedom of expression
and can incite others to violence. Online hate speech on social media has
reached problematic levels of visibility despite the moderation efforts of
platform providers according to community standards (which sometimes
go beyond legal definitions of criminal offences; Liesching, 2021, pp. 106–
107), social media editorial teams, and existing national regulations (e.g.,
Germany’s NetzDG). This suggests that platforms are not consistently tack‐
ling hate speech, implying that (further) external or co-regulatory measures
are needed (Buiten et al, 2020) – or that a significant proportion of hate
speech is not considered unlawful or perceived as violating the platforms’
community standards. The extent of (at least not illegal) hate speech is
likely to increase in the future now that Facebook has ended its cooperation
with fact checkers and reduced community standards (Stippler et al., 2025).
This has already been demonstrated on X (Hickey et al., 2023; Arun et al.,
2024).

Against this background, the DSA is an important legislative project
in the EU to strengthen incentives to curb hate speech and impose stan‐
dardised and binding complaint, deletion, objection, reporting, and data
access obligations on digital platforms. As described earlier, the EC has
already launched several formal investigative proceedings against VLOPs.
For example, in December 2023, it announced formal infringement pro‐
ceedings against X on the basis of suspected breaches in its data access
obligations, failure to counter the dissemination of illegal content, and de‐
ceptive design practices (European Commission, 2023b). In January 2024,
the EC sent formal requests to 17 VLOPs and VLOSEs to provide more
information on the measures they have taken to comply with the obligation
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to provide researcher access to publicly available data (European Commis‐
sion, 2024c). In February, two days after full DSA implementation, the
EC announced similar proceedings against TikTok for potential breaches
in protecting minors against the platform’s potentially “addictive design”,
advertising transparency, and data access for researchers (European Com‐
mission, 2024d). However, the DSA is no constitution for the internet (see
above), as its amendments are too incremental. The DSA establishes no
specific standards for dealing with hate speech (or disinformation or ille‐
gal content). Rather, the aim is to formalise and standardise previously
self-regulatory content moderation processes and the associated legitimate
interests and considerations. It helps to increase the accountability of plat‐
forms and empower a critical public through regular transparency reports,
risk and countermeasure assessments, independent audits and reports on
moderation decisions, obligations to provide reasons, and opportunities for
objection (Buchheim, 2022).

In order to defend the freedom of expression that hate speech threatens,
the DSA relies on cooperation between users, notice centres, and other
trusted flaggers, authorities, and platforms. These actors are involved in
different phases of hate-speech management, from identifying and moder‐
ating hate speech to sanctioning hate speech disseminators and structurally
adapting platforms. This distributes the responsibility for a discourse arena
free from hate speech across several shoulders instead of shifting it unilat‐
erally (e.g., in the form of general monitoring) to individual actors while
simultaneously exempting others (Bryson, 2023; Buiten et al, 2020; Griffin,
2023). The DSA is concerned with procedural improvements (of reporting
and objection options, transparency, and compliance) and leaves the defini‐
tion of illegal content to Member States themselves. To this end, the DSA
performs a balancing act between effective (rigorous deletion by platforms)
and legitimate (involvement of users) content moderation. For example, the
DSA includes complaint mechanisms and a certified out-of-court dispute
settlement body that allow users to challenge the content moderation deci‐
sions of digital platforms. In this context, it is irrelevant whether the moder‐
ation decision was taken proactively by the platform or was triggered by a
user’s notice. It would be useful to extend these mechanisms to cover not
only the decision by a platform to remove, but also the decision to retain
notified content. Moreover, the DSA also contains comprehensive reporting
obligations. For example, intermediary services and online platforms must
document whether they have made moderation decisions on a legal basis or
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as per their own terms and conditions. Moreover, VLOPs have to disclose
the results of first- and second-party audits.

4.2 Risks and opportunities in relation to the DSA

Of course, the implementation of the DSA is not without risk: the Act for‐
malises the fact that it is the hosting service providers and online platforms
that decide in the first instance what content is illegal. While independent
state courts will, naturally, continue to make final decisions on the legality
of content, taking legal action is unlikely to be attractive for the majority
of users, meaning that they will often accept the provider’s decision, and
thus the initial decision will effectively be the final decision (Raue, 2023,
p. 345). This leads to the criticism that due diligence obligations would
turn platforms into “quasi-judges” (Spindler, 2017, p. 481; Berberich, 2023,
p. 173). This does not mean that private companies are not allowed to
do so. Rather, it is the lack of transparency in content moderation that
is problematic (Heldt, 2019). The inability of independent third parties to
scrutinise the moderation decisions of platforms means that the possibility
of overblocking cannot be excluded. Already marginalised groups (e.g.,
sex workers and abortion rights activists) are particularly vulnerable to
overblocking (Appelman, 2023; Haimson et al, 2021). At this point, insight
into the specific community standards and access to data for independent
research institutions is crucial for identifying and evaluating any systematic
over- or underblocking. To date, the content moderation measures of social
media platforms according to their own community standards have not
been transparent. However, it is important to determine where, and on
what basis, the red line for hate speech is drawn, as the accuracy and
precision of content moderation measures have implications for effective
freedom of expression. Encouragingly, the research data access regime pre‐
scribed by the DSA (Art. 40) should allow for analyses on the precision
of (automated) content moderation measures taken by, and other systemic
risks associated with, platforms.

4.3 Implications

In this context, data access should be free of charge and the data should
be easily accessible and findable, machine-readable, able to be structured
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(e.g., by outlet), interoperable, and replicable. Metrics should be easy to un‐
derstand (Democracy Reporting International, 2024; Ranaivoson and Do‐
mazetovikj, 2023; Specht-Riemenschneider, 2021). Data preparation should
meet uniform, comparable standards, and data pools should be accessible
in their entirety (Klinger and Ohme, 2023).

Moreover, data access regimes should be adapted to the (dynamic) needs
of researchers (Van Drunen and Noroozian, 2024). On this basis, there is
a need for cross-platform, continuous studies focusing on: 1) the reach and
frequency of exposure to different degrees of hate speech, as well as their
origins and evolution; 2) the differentiated effects of different degrees of
hate speech at the individual and societal levels; 3) algorithmically induced
radicalisation effects; and 4) the principles and accuracy of content moder‐
ation measures to curb hate speech. This requires a standardised conceptu‐
alisation of hate speech to ensure comparability of the study results. More
fundamentally, social science is faced with the question of how to deal
with the temptations of data access. Is it part of its role and mission to
take on service tasks in return for data access and to carry out a kind of
“third-party audit” (Meßmer and Degeling, 2023)? The attractiveness of
data access for researchers could lead to research activities concentrating on
the conclusively defined systemic risks arising from the design, functioning,
use, or misuse of VLOPs and VLOSEs, with the result that other issues may
be neglected.

Although Recital 5 of the DSA addresses the problem of the “intermedi‐
ation and spread of unlawful or otherwise harmful information and activi‐
ties”, it is important to emphasise that legal regulation is limited to illegal
content and should therefore not (and this cannot be ruled out) target
legal hate speech, incivility, or a negative quality of discourse (Cornils,
2020). This means that hate speech must be countered in a differentiated
way, depending on its intensity. Clearly illegal hate speech that is directly
and immediately harmful (e.g., by inciting violence) should be removed
by the platforms as quickly as possible in order to avoid contagion effects
on third parties. Civil society actors or platform providers are called upon
to address issues of discourse quality. Non-profit initiatives (e.g., having
funding stabilised) should be strengthened in their commitment to more
discursive diversity or the protection of the personal rights of those affected
by hate speech (de Streel et al, 2020).

Platform providers, in turn, could label problematic, but not illegal, hate
speech (e.g., negative stereotyping) as such, as they often already do in con‐
nection with disinformation. On the one hand, labelling hate speech can
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make those affected feel less isolated and that the views expressed form a
minority position. On the other, it can strengthen the enforcement of social
norms and more civil communication behaviour among observers of hate
speech (Blackwell et al, 2017; Katsaros et al, 2021). Moreover, warnings or
other interventions can (quite successfully) encourage users to think twice
before sharing problematic content (Katsaros et al, 2021), thus mitigating
impulsive reactions encouraged by platform logics. In addition, platforms
could be required (at least by opt-in) not to measure the relevance of
user-generated content based on affective interactions (Tucker et al, 2018).
Instead, algorithmic logics could be guided by such values as rationality,
civility, and diversity (Friess and Eilders, 2015). The DSA already stipulates
that VLOPs and VLOSEs must provide their users with a recommender
system which is not based on profiling (Art. 38). However, the definition
and operationalisation of such values is challenging, volatile, and has al‐
ready been criticised for being paternalistic. Similarly, it is challenging to
distinguish between occasionally subtle illegal hate speech and legally per‐
missible but harmful speech when dealing with large amounts of content.
The context, tone, and intent of speech are all significant here. At the same
time, it must be made clear that content moderation only takes effect after
hate speech has already been produced. It does not address the underlying
causes of hate speech, such as radicalisation, which often stems from per‐
ceived injustice, the formation of an outwardly delineated group identity, or
the propagation of ideologies in closed groups and offline networks. Such a
sense of injustice can be reinforced by one-sided information (van den Bos,
2020). It is also unlikely that removing or blocking illegal hate speech will
change the attitudes of those who create and disseminate it in the first place.
As the EC itself stated in the context of the Code of Conduct on countering
illegal hate speech online, notice and action procedures and the removal
of content can only help address the symptoms (European Commission,
2020c).

Last but not least, it is not possible to draw direct conclusions about the
individual impact of hate speech from its prevalence in social networks. In
between are the individual visibility of hate speech in social network feeds,
the prerequisite of having to recognise hate speech, different attitudes,
experiences, processing strategies, and other intervening variables. The
same is true for the effectiveness of removing or countering hate speech.
Researchers and policy-makers should also consider the extent to which the
development of perceived and content-analytically measured hate speech
and the registered offences in this context can be explained by the fact that:
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a) hate speech is an inconsistently defined and operationalised term; b)
the intensity of use of digital platforms is increasing; c) the use of certain
terms and public discourses are becoming more or less taboo, and levels of
awareness and understanding of hate speech are changing; d) criminal law
enforcement is intensifying; and e) measurement methods are becoming
more accurate. This article provides some food for thought on how some
of these issues could be effectively handled. In order to provide reliable
answers to questions such as these, legal and communication sciences
should more closely combine their different strengths and collaborate more
intensively in future. 
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