Queere Kl als materiell-diskursive Apparate
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1. Einleitung

Algorithmen und Systeme kiinstlicher Intelligenz sind in den letzten Jahren immer
wieder damit auffillig geworden, ihren Neutralititsversprechen nicht gerecht zu
werden. Vielmehr dufern sie sich als an der Konfiguration gesellschaftlicher (Un-
gleichheits-)Verhiltnisse beteiligt (vgl. Noble 2018; Eubanks 2019; Benjamin 2019;
Browne 2015). Dies betrifft auch algorithmische Systeme, die im Gesundheitswesen
eingesetzt werden. Nicht zuletzt durch die Corona-Pandemie gibt es einen deut-
lichen Trend dahin, die Gesundheit einer Bevolkerung mithilfe algorithmischer
Systeme zu managen. Potenziale >ungenutzter< Gesundheitsdaten sollen ausge-
schopft, Prozesse effizienter gestaltet und (Krankheits-)Prognosen priziser gestellt
werden. Eine Gruppe von Datenwissenschaftlerinnen fand jedoch heraus, dass
durch den Einsatz eines algorithmischen Systems im US-amerikanischen Gesund-
heitswesen weifSe Patient*innen gegeniiber Schwarzen Patient*innen strukturell
bevorzugt wurden (vgl. Obermeyer et al.: 2019). Das KI-System wurde eingesetzt,
um Risikopatient*innen zu ermitteln und diesen einen Platz in kostenintensiven
Pflegeprogrammen zuzuweisen. Dabei hatten weifSe Personen eine signifikant
hohere Wahrscheinlichkeit, den Pflegeprogrammen zugeordnet zu werden, als
Schwarze Personen mit gleichen Vorerkrankungen (vgl. ebd.: 447).

Ein sogenannter racial bias wird in datenwissenschaftlichen Forschungen wie
der Studie von Ziad Obermeyer et al. hiufig als vordergriindig technisches Pro-
blem verhandelt. Dabei wird bias in einem statistischen Sinne als Abweichung von
einer Norm oder einem wahren Wert verstanden (vgl. Danks/London 2017: 4692).
Datenwissenschaftliche und informationstechnische Studien haben einige Arbeit
geleistet, um verschiedene Formen von algorithmischem bias herauszustellen
(vgl. ebd.; Lee et al. 2019; Panch et al. 2019). Prominent wird als mégliche Quelle
eines bias immer wieder darauf verwiesen, dass Trainingsdatensitzen, die der
Funktionsweise des maschinellen Lernens zugrunde liegen, hiufig nur spezifi-
sche Bevolkerungsgruppen, bspw. weifSe oder minnliche Personen, reprisentieren
(vgl. Danks/London 2017: 4692). Gemein ist den Auseinandersetzungen dabei der
Versuch, einem bias durch technische Anpassungen, sogenannten >fixes, entgegen-
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zuwirken, indem bspw. Trainingsdatensitze bereinigt oder erginzt werden. Dabei
ist die Annahme vorherrschend, dass es technisch machbar ist, KI-Systeme so zu
konfigurieren, dass diesen méglich wird, neutral und objektiv zu agieren.

Dass dieser Neutralititsanspruch zuriickgewiesen werden muss und bias viel-
mehr immer auf spezifische »sozio-kulturelle[...], politisch-6konomischel[...] und
strukturell-materielle[...] Bedingungen« (Prietl 2021: 25) verweist, eroffnet sich
durch die Perspektive der Feministischen Science-and-Technology-Studies (STS).
Mit Donna Haraway (vgl. 1995 [1985]) und anderen Theoretiker*innen der Feministi-
schen STS ausgedriickt, miissen Systeme der kiinstlichen Intelligenz immer schon
als situiert und politisch verstanden werden. Sie agieren nicht entkoppelt von ihrer
spezifischen technischen Verfasstheit und gesellschaftlichen Einbettung und sind
wie alle Techniken der Wissensproduktion untrennbar mit Machtfragen verkniipft
(vgl. Foucault 1978). KI-Systeme mit ihren zugrundeliegenden mathematischen
Annahmen, Algorithmen und Daten sind in diesem Verstindnis nicht nur techni-
sche Instrumente, sondern soziotechnische Gefiige. Sie unterliegen spezifischen
Diskursen und Materialisierungsprozessen und sind in historisch gewordenen
sozialen und 6konomischen Verhiltnissen eingebettet. Dabei erzeugt jede tech-
nologische Wissensproduktion unweigerlich Ein- und Ausschliisse und ist damit
beschrinkt, kontingent und partikular (vgl. Haraway 1995a) und zugleich selbst
Ausgangspunkt fir Grenzverschiebungen und Destabilisierungen (vgl. Weber/Bath
2003: 18). KI-Technologien sind in diesem Verstindnis nicht »unschuldig« (Hara-
way 1995b)." Eine durch die Feministischen STS inspirierte Perspektive verweist
auf die komplexen Verschrinkungen zwischen Sozialem und Technischem und
Spannungsfelder zwischen Fluiditit und Festsetzung, die insbesondere fiir eine
queertheoretische Betrachtung von KI héchst bedeutsam sind.

Um diese Verschrinkungen in den Blick zu nehmen, schlage ich in diesem
Beitrag die technofeministische Denkfigur des Apparates vor, die in den Femi-
nistischen STS zahlreiche Weiterentwicklungen erfahren hat. Das Verstindnis
des Apparates als materiell-diskursives Gefiige (vgl. Haraway 1995a; Barad 2007,
2012), in dem sich Technologisches, Politisches, Historisches und Okonomisches
miteinander verschrinkt (vgl. Barla 2019), iibertrage ich hierfiir auf KI-Systeme.
Mithilfe der Denkfigur des Apparates soll das in der Studie von Obermeyer et al. an-
gefithrte KI-System zur Gesundheitsrisiko-Prognose sowie die Studie selbst queer

1 Ich verwende in diesem Beitrag die Begriffe Technologie und Technik synonym. Nina Degele
stellt zwar heraus, dass>Technik<in der Soziologie dreistrahlig als Artefakt, Formen des Han-
delns und Formen von Wissen verstanden werden kann und der Begriff der Technologie in
seiner urspriinglichen Bedeutung »die Lehre und das systematisierte Wissen von Technik«
(2002:20) meint, diese Unterscheidung aber u.a. aufgrund der Verwissenschaftlichung von
Technik zunehmend belanglos wird. Zumal wird im angloamerikanischen Raum der Begriff
>technology<ebenso im Sinne von Technik und Technologie verwendet.
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gelesen werden. Queering verstehe ich dabei als Praktik einer kritischen Analyse,
mit der das KI-System auf die Verwobenheit von Macht, Wissen und Materialitit
befragt werden soll. Dabei wird insbesondere die historische, ékonomische und
biopolitische Einbettung des KI-Systems in den Blick genommen. Des Weiteren
sollen durch ein Queering mithilfe der Denkfigur des Apparates herrschaftsfor-
mige Dualismen von Technischem und Sozialem, von Materialitit und Diskurs
durchkreuzt werden. Statt auf Letztbegriitndungen wie technologische >fixes< zu
fokussieren, werden die mannigfaltigen Verschrinkungen des KI-Systems zum
Ausgangspunkt gemacht, um die Verschiebung und Destabilisierung bestehender
Macht- und Ungleichheitsverhiltnisse zu denken. Die Denkfigur des Apparates
wird hier als »speculative tool« (ebd.: 145) relevant.

Nach einer kurzen Einfithrung in die theoretischen (Weiter-)Entwicklungen der
Denkfigur des Apparates mochte ich mithilfe der Apparat-Figur das KI-System zur
Gesundheitsrisiko-Prognose als materiell-diskursives Gefiige in den Blick nehmen.
Dabei werde ich herausarbeiten, dass das KI-System nicht losgelost von der Ge-
schichte des Rassismus im US-Gesundheitswesen betrachtet werden kann und eine
»colorblind ideology« (Benjamin 2019: 9) — d.h. eine Form von Rassismus, die sich
nicht mehr explizit auf die Kategorie Race bezieht, aber dennoch strukturell wirk-
michtig ist — reproduziert. Diese Rassismen setzen sich unter den ékonomischen
Einsatzzielen der KI fort. Die 6konomische Ausrichtung auf das Ziel der Kosten-
reduktion wird dabei vorwiegend zur Gefahr fiir Schwarze Patient*innen und ihre
Korper. Vor diesem Hintergrund argumentiere ich, dass das KI-System als biopoli-
tische Regulierungstechnologie verstanden werden kann. Der Beitrag schliefdt mit
der Frage nach moglichen Verschiebungen und Destabilisierungen in und durch die
Apparate, die vermégen Ungleichheiten abzuschwichen.

2. Die Denkfigur des Apparates

Von Haraway als feministisches Instrument eingefithrt, um technowissenschaft-
liche Herstellungspraktiken von Organismen zu erfassen, hat der Begriff des
Apparates in den Feminist STS produktive Weiterentwicklungen erfahren. In
Anlehnung an die Ausarbeitungen der Literaturwissenschaftlerin Katie King ent-
wickelt Haraway in ihrem viel rezipierten Aufsatz Situated Knowledge die Denkfigur
»Apparatus of bodily Production« (Haraway 1995a).> Apparate der kérperlichen
Produktion beschreiben nach Haraway materiell-semiotische Arrangements von

2 Hier ist anzumerken, dass Haraway in Bezug auf die Begriffsbezeichnung zwar explizit auf
Katie Kings Arbeiten zuriickgreift, mafgebliche Ideen, die mit dem Konzept des Apparates
verbunden sind, aber auch auf Haraways Auseinandersetzung mit Schwarzen Denker*innen
wie Buchi Emechta oder bell hooks zuriickzufiihren sind (vgl. Haraway 1991: 109f.; FN 2,5).
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(menschlichen und mehr-als-menschlichen) Entititen und Praktiken, durch die
Organismen hervorgebracht werden (vgl. Barla 2019: 103). Dabei ist fiir Haraway
zentral, dass die Wissensobjekte selbst an den konstituierenden Praktiken beteiligt
sind. Dieses materiell-semiotische Verstindnis, das bei Haraway theoretisch und
methodologisch noch ungenau bleibt (vgl. ebd.: 124) entwickelt die queerfemi-
nistische Wissenschaftler*in und Physiker*in Karen Barad in ihrem Konzept des
Apparates weiter (vgl. Barad 2007; 2012). Barad fokussiert dabei auf die »Prozesse
der Materialisation« (Barla 2014: 155) und holt die Denkfigur des Apparates zu-
gleich aus ihrem biowissenschaftlichen Entstehungskontext heraus. Barad versteht
Apparate als >materiell-diskursive Praktikens, als Gefiige, in denen Materialitit
und Diskurs miteinander intra-agieren und durch diese Intra-Aktionen wiederum
materiell-diskursive Phinomene hervorbringen (vgl. Barad 2017: 607). Dabei sind
Apparate selbst »grenzziehende Praktiken« (ebd.: 599). Durch spezifische Intra-
Aktionen, sogenannte »agentielle Schnitte«, erzeugen Apparate »Bestimmtheit in
prinzipiell ontisch unbestimmten >Phinomenen« (Lemke 2017: 566).> Apparate
setzen damit »das in Kraft, was relevant ist und was vom Relevantsein ausge-
schlossen wird« (Barad 2017: 602). In Barads Erweiterung von Michel Foucaults
Macht- und Diskursverstindnis ist Materie ein »konstitutive[r] Bestandteil von
Machtbeziehungen« (Lemke 2017: 565). Die Frage, welche Bedeutungen und Kérper
durch die Apparate inkludiert beziehungsweise geschaffen werden und wie diese
in Beziehung gesetzt werden (vgl. Schadler 2017: 180), steht damit auch in engem
Zusammenhang mit der Herausbildung von Hierarchien und Ungleichheiten.

In Ankniipfung an Haraways und Barads Arbeiten vollzieht Josef Barla in seiner
Dissertation Techno-Apparatus of Bodily Production eine weitere Rekonfiguration der
Denkfigur des Apparates, die er an zwei »worldly examples« (Barla 2019: 15 zit. Ha-
raway 2000: 46) entfaltet. Am Beispiel der Technologie des Spirometers und geneti-
scher und biometrischer Grenztechnologien (vgl. ebd.: 151fF.), schligt Barla vor, spe-
zifische Technologien nicht als rein technische Instrumente zu verstehen, sondern
immer schon in ihrer materiell-diskursiven Verstrickung von technischen, 6kono-
mischen, historischen, sozialen und politischen Entititen, Beziehungen und Prak-
tiken zu begreifen (vgl. ebd.: 163).* Technologien als Apparate zu fassen, bedeutet
fiir Barla, diese im Sinne von »Orteng, an denen biologische, technische und politi-

3 Dieser Neologismus, der sich vom Begriff der Interaktion abheben soll, beschreibt einen Pro-
zess, indem die Relata einer Beziehung dieser nicht vorgingig sind, sondern vielmehr durch
sie, also durch die Intra-Aktion, entstehen. Barad vollzieht damit eine grundlegende Ver-
schiebung einer Denkbewegung weg von vorgegebenen Entititen hin zur Frage nach »Prak-
tiken, Tatigkeiten und Handlungen« (Barad 2017: 578).

4 Barla grenzt sich hier von einer Auffassung ab, in der Technologie weder als autonom noch
als reine Instrumente oder neutrale Werkzeug verstanden werden, die in unterschiedlicher
Weise und zu unterschiedlichen Zwecken eingesetzt werden (vgl. Barla 2019: 71).
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sche Krifte miteinander intra-agieren und dabei ein jeweils spezifisches Phinomen
materialisieren« (Barla 2014: 154), zu verstehen.

Apparate zu denken ist dabei, wie es Barla im Anschluss an Barad ausdriickt, »a
matter of cutting things together and apart« (Barad 2007: 394). Wahrend >cutting
together<auf die Verschrinkungen hinweist, fokussiert »cutting apart« die Prozesse
der Differenzierung innerhalb eines Phinomens (vgl. Barla 2019: 152). Die Identifi-
kation von Apparaten unterliegt Konstruktions- und Abstraktionsprozessen. Denn
wie Barad und im Anschluss Barla betonen, sind die Grenzen der Apparate nicht
vorgegeben, sondern vielmehr »open-ended practice« (ebd.:157) und bestimmte Ap-
parate immer schon in Intra-Aktion mit anderen Apparaten (vgl. Barad 2007: 203).
Vor diesem Verstindnis ist es niemals moglich, die Grenzen des Apparates im Vor-
hinein zu bestimmen, da ihnen »homogene Letztelemente« fehlen, »die eine klare
Abgrenzung zwischen >innen< und >aulen« zulassen witrden« (Barla 2014: 11). Eine
Auflistung aller Ursachen und Krifte, die in einem Apparat wirken, oder nicht wir-
ken, ist nicht méglich (vgl. Barla 2019: 147). Barla betont jedoch, dass dies nicht zu
einer Willkiirlichkeit der Grenzen des Apparates fithrt und diesbeziiglich alle kon-
stituierenden Intra-aktionen die gleichen Bedeutungen haben (vgl. ebd.: 157). Vor
diesem Hintergrund bedarf eine Betrachtung immer einer Festlegung »was von Be-
deutung ist, wie es von Bedeutung ist und fiir wen es von Bedeutung ist« (Barla 2014:
11).

Fir Barla stellt der >Techno-Apparatus of Bodily Production< neben einer Denk-
figur (figureq) auch ein spekulatives Werkzeug (>speculative tools) dar (vgl. Barla
2019: 145). Barla nutzt die Figur des Apparates, um Erzdhlungen von Technologien
und Korpern zu ermoglichen, die tiber die Narrative von Verlust und Beherrschung
und damit technikdeterministische Perspektiven hinausgehen, ohne jedoch die
konkreten Konsequenzen spezifischer Verschrinkungen und Materialisierungs-
prozesse zu ignorieren (vgl. ebd.: 152). Die Frage von Macht und Werden, die die
Apparate durchdringen, ist fiir Barla zentral (vgl. Barla 2015: 11). Diese Ausfith-
rungen Barlas lassen sich mit Anregungen von Cornelia Schadler erweitern. Nach
Schadler kann mithilfe des Apparates eine kritische Analyse erfolgen, die auf die
Identifikation von Apparaten, »die spezifische Ungleichheiten und transversale
Korper inkludieren« (Schadler 2017: 180) oder negieren, abzielt. Der Apparat-Be-
griff stellt zugleich aber auch ein Werkzeug dar, um die Gefiige von menschlichen
und nicht-menschlichen Entititen herauszuarbeiten oder zu entwickeln, »die diese
Ungleichheiten abschwichen« (ebd.: 181) oder gar transformieren. Dabei ist der
Blick nicht allein auf Menschen als Handlungstrager*innen ausgerichtet, sondern
fragt auch nach anderen diskursiven und materiellen Aktant*innen (vgl. ebd.: 182).
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3. KI-Systeme als Apparate. ﬂberlegungen am Beispiel
algorithmischer Gesundheitsrisiko-Prognosen

In diesem Beitrag mochte ich den Weiterentwicklungen der Denkfigur des Appa-
rates durch Haraway (vgl. 1995), Barad (vgl. 2007; 2012), Barla (vgl. 2014, 2019) und
Schadler (vgl. 2017) folgen, um KI-Systeme queertheoretisch zu analysieren. KI-Sys-
teme als Apparate zu denken, bedeutet diese als soziotechnische und materiell-dis-
kursive Geftige in den Blick zu nehmen. KI-Systeme werden in diesem Sinne als >Or-
te«begriffen, an denen sich Historisches, Politisches, Okonomisches und Technolo-
gisches miteinander verschrinkt und Rekonfigurationen von Wissen und materiel-
len Korpern auftreten, die wiederum weitreichende soziale, 6konomische und poli-
tische Konsequenzen haben. Verdeutlichen méchte ich diese Herangehensweise am
KI-System zur Gesundheitsrisiko-Prognose, das in der Studie von Obermeyer et al.
verhandelt wird. Wie eingangs schon kurz angefiihrt, arbeitet dieses KI-System mit
Algorithmen, die im US-amerikanischen Gesundheitswesen landesweit eingesetzt
werden, um Risikopatient*innen fiir sogenannte shigh-risk-care-mangement<-Pro-
gramme ausfindig zu machen (vgl. Obermeyer et al. 2019: 447). Hierfiir weist das
KI-System Patient*innen Risiko-Scores zu. Obermeyer et al. stellen in ihrer daten-
wissenschaftlichen Analyse heraus, dass Schwarze Patient*innen deutlich seltener
fir die Pflegeprogramme vorgeschlagen wurden, als weifSe Personen mit den glei-
chen Vorerkrankungen und das KI-System damit einen racial bias erzeugt.®

In Ankniipfung an Barla schlage ich vor, das KI-System nicht als rein technisches
Instrument zu fassen, dessen primires Ziel es ist, Risiko-Scores von Patient*in-
nen zu errechnen, sondern als soziotechnischen Apparat, an dem sich Macht, Wis-
sen und Materialitit verschrinken. Wie in den Ausfithrungen zur Denkfigur deut-
lich wurde, sind die Grenzen von Apparaten nicht vorbestimmt, sondern konstitu-
ieren sich in einem stetigen Prozess und in Abhingigkeit zu spezifischen Metho-
den und Perspektiven. Mit den ausgewihlten Theorien, Studien und Materialien,
die ich zur Analyse des KI-Systems verwende, kann ich Materialisierung- und Dif-
ferenzierungsprozesse in den Blick nehmen. Diese Herangehensweise vermag auf
verschiedene Aspekte des Apparates verweisen und Intra-Aktionen in komplexen
soziotechnischen Gefiigen identifizieren, bleibt dabei aber immer partikular und
entzieht sich der Suche nach Letztbegriindungen. Mithilfe der Denkfigur des Appa-
rates soll das KI-System und die dazugehérige Studie in diesem Sinne queer gelesen
werden. Im Zentrum meiner Analyse des KI-Systems steht die Frage nach den ma-
teriell-diskursiven Verschrankungen und »grenzziehende Praktiken« (Barad 2017:

5 Der Fokus auf die datenwissenschaftliche Studie von Obermeyer et al. stellt die (Re-)Pro-
duktion von Rassismen heraus. Wie weitere Arbeiten zu KI-Systemen im Gesundheitswesen
aufzeigen, kann ein solcher bias nicht nur rassifizierte Personen, sondern auch neurodiver-
gente, trans, inter* und queere Personen betreffen (vgl. Keyes 2020, Keyes et al. 2020).
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599), die den racial bias hervorbringen. Im Folgenden werde ich ausgehend von Ober-
meyers et al. Studie die technische Verfasstheit des KI-Systems in den Blick nehmen
und darauthin Intra-Aktionen mit historischen, 6konomischen und biopolitischen
Aspekten herausarbeiten.

3.1. Bias als technisches Problem?

Wie kann der bias im KI-System aus einer datenwissenschaftlichen Perspektive
verstanden werden? Wie werden die Gesundheitsrisiko-Prognose und die Pfle-
geplatz-Vergabe technisch umgesetzt? Mit diesen Fragen setzen sich Obermeyer
et al. in ihrer Studie intensiv auseinander und nehmen vor diesem Hintergrund
Datensets, Algorithmen, zugrundeliegende Modellannahmen und Trainingspro-
zesse in den Blick (vgl. Obermeyer 2019: 448f.). Wie Obermeyer et al. herausstellen,
gelten Programme wie das >high-risk-care-mangement«-Programm in den USA
allgemein als wirksam, um den Gesundheitsstatus von Patient*innen zu verbes-
sern (vgl. ebd.: 477). Da diese Programme sehr kostenintensiv sind, werden fiir
die Vergabe algorithmische Systeme eingesetzt, die eine prizise und effektive
Platzzuteilung versprechen (vgl. ebd.). Hierzu legten die Entwickler*innen in ihren
Modell-Grundannahmen fest, dass diejenigen Patienten®*innen von einem Platz
in den Pflegeprogrammen am meisten profitieren kénnten, die schon in der Ver-
gangenheit einen hohen Pflegebedarf hatten (vgl. ebd.). Um diese Annahme im
technischen System umzusetzen, gingen in die Berechnungen Daten »iiber die
gesamten medizinischen Ausgaben eines Jahres sowie feingranulare Daten zur
Inanspruchnahme von Gesundheitsleistungen des Vorjahres« (Orwat 2019: 53) ein.
Obermeyer et al. stellen vor diesem Hintergrund fest, dass die algorithmische
Vorhersage des zukiinftigen Pflegebedarfs eigentlich eine Vorhersage zukiinftiger
Gesundheitskosten ist (vgl. ebd.). Der Risiko-Score gibt keinen direkten Aufschluss
iber den zu erwartenden Gesundheitszustand, sondern prognostiziert vielmehr
die Kosten zukiinftiger Behandlungen. Dieses Ergebnis der Datenwissenschaft-
ler*innen erdffnet wichtige Einblicke in das KI-System als Apparat. So wird der
Pflegebedarf nicht auf der Basis von Daten zu korperlichen Vorerkrankungen,
sondern anhand vergangener Gesundheitskosten errechnet. Auf den ersten Blick
scheint dies keine grofRen Auswirkungen zu haben, da im Durchschnitt die Ge-
sundheitskosten und der Pflegebedarf von Patient*innen miteinander korrelieren,
jedoch geht vor allem bei rassifizierten Personen in den USA der Bedarf von Ge-
sundheitsversorgung und die eigentliche geleistete Versorgung dieser Personen
oft erheblich auseinander (vgl. Obermeyer 2019: 450). So kommt es dazu, dass
ab einem bestimmten Gesundheitszustand (gemessen an der Anzahl chronischer
Krankheiten) Schwarze Personen durchschnittlich weniger Kosten fiir das Gesund-
heitssystem erzeugen als weifSe Personen mit dem gleichen Gesundheitszustand
(vgl. ebd.). In der Praxis bedeutet dies, dass bei einer Schwarzen und bei einer wei-
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flen Patientin, fiir die das algorithmische System den gleichen Risiko-Score ausgibt,
die Wahrscheinlichkeit signifikant erhoht ist, dass die Schwarze Patientin einen
deutlich schlechteren Gesundheitszustand hat als die weif3e Patientin (vgl. Benjamin
2019b: 421). In der Konsequenz heifdt das, dass Schwarze Personen deutlich seltener
fir die Pflegeprogramme vorgeschlagen werden.

Das KI-System tritt hier als >Ort< zum Vorschein, in dem die Produktion von
Wissen auf Grundlage statistischer Modelle und Grundannahmen spezifische Aus-
schliisse erzeugt — in diesem Fall einen racial bias. In diesem Zuge stellt sich die
Frage, wie die unterschiedlich hohen Gesundheitskosten bei Schwarzen und weifSen
Personen zu erkliren sind. Schon in der Studie von Obermeyer et al. deuten sich
Ankniipfungspunkte fiir diese Fragen an. Obermeyer et al. erwihnen zwei Erkld-
rungssitze fiir die unterschiedliche Hohe der Gesundheitskosten bei weiflen und
Schwarzen Patient*innen. Erstens stellen sie heraus, dass die Kategorie Race mit Ar-
mut korreliert. So waren laut einer Studie des U.S. Zensus Biiro im Jahr 2020 in den
USA 19,5 Prozent der Schwarzen Bevolkerung von Armut betroffen, dagegen lag die
Armutsquote in der Gesamtbevolkerung bei 11,4 Prozent (vgl. Shrider etal. 2020:15).
Personen, die in Armut leben, sind im Gesundheitswesen zahlreichen Hiirden und
diskriminierenden Mechanismen ausgesetzt (vgl. Obermeyer et al. 2019: 450). Diese
Mechanismen greifen hiufig selbst dann, wenn eine Krankenversicherung vorliegt
(vgl. ebd.), bspw. durch schlechten Zugang zu Verkehrsmitteln oder Arbeits- oder
Pflegeverpflichtungen, die es erschweren, Krankenpflege wahrzunehmen, aber
auch fehlende Informationen und Behandlungswissen im Allgemeinen (vgl. ebd.).
Zweitens fithren Obermeyer et al. die unterschiedliche Hohe an Gesundheitskos-
ten darauf zuriick, dass Schwarze Patient*innen im Gesundheitssystem direkte
Diskriminierung erfahren. So wird in Studien dokumentiert, dass Arzt*innen oft
abweichende Annahmen iiber Schwarze Patient*innen in Bezug auf Intelligenz,
Zugehorigkeit oder auch Schmerztoleranz haben und dass Schwarze Patient*innen
dem US-Gesundheitssystem durchschnittlich weniger vertrauen (vgl. ebd.).

Auch wenn Obermeyer et al. diese Studien erwihnen, werden die sozio-
technischen Verschrinkungen, die sich in diesen Erklirungsansitzen andeuten,
durch die Datenwissenschaftlerinnen nicht weiterverfolgt. Den Datenwissen-
schaftler*innen ist im Sinne einer anwendungsbezogenen Analyse daran gelegen
Losungsvorschlige anzubieten, wie der bias mithilfe technischer >fixes< behoben
werden kann. Als Hauptproblem identifizieren sie vor diesem Hintergrund das
Label der Daten. Wihrend die Modell-Infrastrukturen nach Obermeyer et al. beibe-
halten werden kénnen, miissten die Label der Daten grundlegend verindert werden
(vgl. ebd.). Dieses solutionistische Vorgehen entspricht, wie Bianca Prietl (vgl. 2019)
in Bezug auf algorithmische Entscheidungssysteme herausgearbeitet hat, einer
typischen Herangehensweise datenwissenschaftlicher Analysen. Diese eréffnen
wichtige informationstechnische Aufschliisse, die zwar auf die gesellschaftliche
Einbettung algorithmischer Systeme verweisen, selbige aber nicht prizise genug
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kontextualisieren. Stattdessen verharren datenwissenschaftliche Analysen, wie
es die Rassismus- und STS-Forscherin Ruha Benjamin ausdriickt, auf der Ebene
passiver und steriler Beschreibungen (vgl. Benjamin 2019b: 422). Bezugnehmend
auf Obermeyers et al. Studie verdeutlicht Benjamin, dass das US-amerikanische
Gesundheitswesen, in welchem das algorithmische System eingesetzt wurde, als
ein gesellschaftlicher Teilbereich betrachtet werden muss, in dem historisch ge-
wordene, systematische und strukturelle Rassismen wirkungsmichtig werden.
Mit Benjamins Perspektive wird das KI-System als Apparat fassbar, indem sich
technologische Aspekte mit historisch gewordenen Strukturen verschrinken. Im
Folgenden méchte ich Benjamins Uberlegungen nachgehen und damit Intra-Ak-
tionen innerhalb des Apparates freilegen, die auf komplexe Verschrinkungen von
Wissen, Macht und Materialitit innerhalb des KI-Systems verweisen.

3.2. Rassistische Kontinuitaten im US-amerikanischen Gesundheitswesen

BisinsJahr1964 galten in den USA die Jim-Crow-Gesetze, die die Rassentrennung in
den USA gesetzlich absicherten. Das Gesundheitswesen war eines von vielen Berei-
chen, in denen Schwarze Personen aufgrund der Jim-Crow-Gesetze einen unglei-
chen Zugang zu lebenswichtigen Ressourcen hatten, unterdriickt und ausgebeu-
tet wurden. Dies zeigte sich bspw. anhand segregierter Krankenhiuser, in denen
mancherorts ausschliellich weifle Personen behandelt wurden, aber auch an ras-
sistischen Medizin-Lehrplinen und ungleichen Versicherungsstrukturen (vgl. Ben-
jamin 2019b: 422). Um die Mechanismen hinter den Jim-Crow-Gesetzen und de-
ren Kontinuititen bis in die Gegenwart genauer zu verstehen, ist es notwendig das
Gefiige, das sich hinter der Bezeichnung >Jim Crow« zeigt, niher in den Blick zu
nehmen. Der Begriff >Jim Crow«< nimmt seinen Ursprung in der Bezeichnung eines
Charakters einer Minstrel-Show von 1832.¢ Mit diesem Ausgangspunkt wurde die
Bezeichnung >Jim Crow« mit der Zeit gesellschaftlich immer populirer und wurde
ab den 1950er-Jahren letztendlich auch als akademische Kurzbezeichnung fiir die
legalisierte Rassentrennung und Unterdriickung im Siiden der USA benutzt (vgl.
Benjamin 2019a: 9). >Jim Crow« erwies sich in diesem Bezug als elastischer Begriff,
der zugleich eine Ara, eine geografische Region, Gesetze, Institutionen, Zélle sowie
einen Verhaltenskodex, der die weifle Vormachtstellung aufrechterhielt, beschrieb
(vgl. ebd.). Fir Benjamin stellte >Jim Crowr« eine Intersektion von »legal codes, so-
cial codes, and building codes« (ebd.: 91) dar. Diese Codes ermoglichten es gemein-
sam, die Bevolkerung voneinander getrennt und in Ungleichheit zu halten, und ihre

6 In sogenannten Minstrel-Shows stellten weifle Schauspieler zu Unterhaltung eines weifSen
Publikums Schwarze Charaktere dar. Dies geschah im Riickgriff auf gdngige Stereotype und
in herabwirdigender und verspottender Art und Weise.
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Wirkung setzt sich bis heute fort, wie es einige Theoretiker*innen, darunter Michel-
le Alexander (vgl. 2012), herausstellen. Alexander analysiert in ihrem Buch The New
Jim Crow anhand des Gefingnissystems in den USA die gegenwirtige Kontinuitit
des Jim-Crow-Gefiiges. Dabei betont Alexander eine entscheidende Verschiebung
in der Wirkungsweise des sNew Jim Crow« »from explicit racialization to a color-
blind ideology« (ebd.: 9). Race ist heutzutage keine legitime Kategorie mehr fiir die
Ungleichbehandlung von Menschen. In diesem Zuge wird die anhaltende Kontinui-
tit von Rassismus durch die Annahme verdeckt, dass alle Menschen gleich seien. In
Ankniipfung an Alexanders Arbeiten etabliert Ruha Benjamin den Begriff sNew Jim
Code«: Darunter versteht Benjamin den Einsatz neuer Technologien, die bestehen-
de Ungleichheiten widerspiegeln und reproduzieren, dabei aber als objektiver und
progressiver als Systeme der Unterscheidung einer fritheren Ara angepriesen und
wahrgenommen werden (vgl. Benjamin 2019a: 5£.).

Benjamin nimmt in den Blick, was passiert, wenn verdeckte Rassismen in Form
einer »colorblind ideology« (ebd.: 9) in technische Codes uiberfiihrt werden. Dabei
vertritt sie eine Perspektive, in der Rassismen nicht nur ein Symptom oder die Folge
des Einsatzes dieser Technologien sind, sondern mitunter eine Voraussetzung fir
ihre Herstellung (vgl. ebd.: 44). Benjamin versteht hierbei Rassismus in Verbindung
mit anderen Formen der Unterdriickung nicht nur als Ideologie oder Geschichte,
sondern »as a set of technologies« (ebd.), die die soziale Struktur mafigeblich mit
verindern und spezifische Muster sozialer Beziehungen erzeugen. Rassismus wird
damit strukturell und zugleich »Black-boxed as natural, inevitable, automatic« (ebd.:
45, H.1i. O.). Benjamin folgend kann nur aus diesem Blickwinkel der Bestindigkeit
und Anpassungsfihigkeit von Rassismus auf den Grund gegangen werden (vgl. ebd.:
91). Im Zentrum steht dann die Frage, wie algorithmische Systeme in der Aufrecht-
erhaltung, aber auch an der Transformation dieser Rassismen beteiligt sind (vgl.
ebd.: 76).

Mit der Denkfigur des Apparates gedacht, ist das KI-System der »Ort<, an dem
sich Historisches und Technologisches miteinander verschrankt und dabei Rassis-
men reproduziert werden, die wiederum unter dem Deckmantel einer »colorblind
ideology« (ebd.: 9) und den Vorzeichen der Neutralitit verschleiert werden. Das
KI-System als Apparat setzt damit »in Kraft, was relevant ist und was vom Rele-
vantsein ausgeschlossen wird« (Barad 2017: 602). In dieser Betrachtung verschiebt
sich der Fokus der Analyse vom racial bias zu systematischen und strukturellen Ras-
sismen. Wie ich in den nichsten beiden Abschnitten zeigen werde, ist Rassismus
als »set of technologies« (Benjamin 2019a: 45) immer schon mit anderen Strukturen
- insbesondere 6konomischen — verzahnt. Um diese zu verdeutlichen, werde ich
Skonomische Aspekte als Teile des Apparates beleuchten und anschliefiend die
Verschrinkungen von Technologien, Rassismus und ¢konomischen Logiken mit
dem Begriff der Biopolitik in Verbindung bringen.
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3.3. Okonomische Einsatzziele

Das KI-System zur Gesundheitsrisiko-Prognose wird als Technologie verhandelt,
die die Identifikation von Risikopatient*innen und eine bediirfnisorientierte Ver-
teilung von Pflegeressourcen im Gesundheitswesen ermdglichen soll. Obermeyer et
al. stellen im Rahmen ihrer Analyse jedoch heraus, dass Kostenreduktion ein wei-
teres wichtiges Ziel des Einsatzes darstellt. Das KI-System wird als eine Investiti-
on verstanden, mit der die zukiinftigen Kosten fiir das Gesundheitswesen verrin-
gert werden kénnen - ein Ansatz, der branchenweit als wiinschenswert gilt (vgl.
Obermeyer et al. 2019: 451). Hierin spiegelt sich die Okonomisierung und Neolibe-
ralisierung des Gesundheitswesens wider. Nicht nur in den USA iibt die Tendenz
der Privatisierung verstirkt 6konomischen Druck auf das Gesundheitswesen aus
(vgl. Mathar 2010: 47fF.). Da das Gesundheitswesen nun wirtschaftliches Wachstum
erreichen soll, wird die gesundheitliche Patient*innenversorgung immer mehr zu
einem Mittel fiir privatwirtschaftliche Gewinne (vgl. Bauer 2006: 18). Damit geht
eine Budgetorientierung einher, die dazu fithrt, dass medizinische Leistungen ra-
tioniert und itberwiegend »sozial selektiv erbracht werden« (ebd.: 20). Gesundheit
wird vor diesem Hintergrund zur Ware und das Postulat der Kostensenkung und
Profitmaximierung iibertrumpft in vielen Fillen die gesundheitlichen Bediirfnisse
der Patient*innen (vgl. Benjamin 2019a: 30). Wie sich am Beispiel des KI-Systems
zeigt, herrscht jedoch sehr hiufig die Annahme vor, dass Kostenreduktion und me-
dizinische Ziele wie die bediirfnisorientierte Behandlung von Risikopatient*innen
miteinander zu vereinen seien. Mithilfe der Denkfigur des Apparats offenbart sich
jedoch, dass der Fokus auf Kostenreduktion als Teil einer 6konomischen Logik zu
einer Wissensproduktion fithrt, die vorrangig rassifizierte Patient*innen an lebens-
bedrohliche Rinder dringt.

Auch auf der direkten Ebene der Technologien lassen sich problematische Ef-
fekte dieser Okonomisierung erkennen. So stellen Obermeyer et al. und Benjamin
heraus, dass durch den urheberrechtlichen Schutz der Algorithmen in den meisten
Fillen verunméglicht wird, die Funktionsweise der algorithmischen Systeme nach-
zuvollziehen (vgl. Obermeyer et al. 2019: 447; Benjamin 2019b: 421). Dies erschwert
kritische Interventionen und Forschungen, um Griinde von bias zu identifizieren.
Urheberrechte und der Schutz von geistigem Eigentum im Allgemeinen sind dabei
nicht als Konsequenz, sondern als eng verzahnt mit den historisch gewordenen Be-
dingungen einer kapitalistischen Wirtschaftsweise zu verstehen (vgl. Schmidt 2010:
6). Profit wird auch im gegenwirtigen Kapitalismus maflgeblich durch die Bedin-
gungen von Eigentum erzielt.

Okonomische Strukturen und Logiken duflern sich hier als beteiligt an der
Herstellung und Rekonfiguration von Wissen und Bedeutungen durch das KI-Sys-
tem. Sie erzeugen in Intra-Aktion mit den algorithmischen Systemen nicht nur
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rassistische Ausschliisse, sondern bringen als Teil bestimmter Apparate auch spezi-
fische Urheberrechte hervor, die wiederum kritische Analysen und Interventionen
einschrinken.

3.4. Das KI-System als biopolitische Regulierungstechnologie

Wihrend der Blick auf die Intra-Aktionen von Okonomischem und Technischem
schon einige wichtige Verweise auf machtvolle Ausschliisse gibt, ist es vor allem
der Begriff der Biopolitik, der auf die Intra-Aktion von Okonomischem, Technolo-
gischem und Rassismen verweist. Mit der Entstehung der Biomacht wird laut Fou-
cault, das »alte Recht [des Souverins], sterben zu machen oder leben zu lassen, abge-
16st von einer Macht, leben zu machen oder in den Tod zu stofSen« (ebd.: 165; H.i.0.).
In einer seiner Vorlesungen im Jahr 1976 fragt Foucault in diesem Bezug: »Wie kann
eine Macht t6ten, wenn es stimmt, dafl es im Wesentlichen darum geht, Leben auf-
zuwerten, seine Dauer zu verlingern, seine Moglichkeiten zu vervielfachen, Unfille
fernzuhalten oder seine Mangel zu kompensieren?« (Foucault 2014 [1976]: 104). Als
Antwort bringt Foucault Rassismus in den Fokus. Die Rolle des Rassismus liegt nach
Foucault darin, die Trennlinien zwischen dem, was leben soll und dem, was sterben
muss, zu erzeugen (vgl. Folkers/Lemke 2014: 13). Dabei wirkt der moderne Rassis-
mus in vielen Fillen nicht im Sinne einer physischen Vernichtung, sondern ist viel-
mehr verschleiert in den sozialen und politischen Formen »jemand[en] der Gefahr
des Todes aus[zu]liefern, fiir bestimmte Leute das Todesrisiko [zu] erhéhen oder
einfach den politischen Tod, die Vertreibung, Zuriickweisung« (Foucault 2014:106).”
Mit dem Begriff der Biopolitik eréffnen sich neue Perspektiven auf das KI-System
als Apparat. Das KI-System stellt selbst eine Technologie dar, die eingesetzt wird,
um Risikopatient*innen priventiv zu behandeln, sie zu umsorgen, ihre Leben zu
verlingern — kurz, um eine Technologie mit dem Ziel »leben zu machen« (Foucault
1995:165; H.i.0.). Als biopolitisches Instrument an dem Okonomisches, Technologi-
sches und Historisches intra-agiert, hat das KI-System aber auch die Konsequenz
»in den Tod zu stofSen« (Foucault 1995: 165; H.i.0.). Statistische Instrumente wie das
algorithmische System werden eingesetzt, um dariiber zu entscheiden, welche 6ko-
nomischen Ressourcen wem zugestanden werden sollen. Sie sind biopolitische Re-
gulierungstechnologien. Dabei sind es strukturelle durch eine »colorblind ideology«

7 Mit seinem Konzept der Nekropolitik setzt Achille Mbembe an dieser Stelle an und verdeut-
licht damit den Fortbestand der Macht des Souverins in der Moderne, den er bei Foucaultals
zu kurz gedacht kritisiert. Mbembe nimmt die »zeitgendssische Unterwerfung des Lebens
unter die Macht des Todes« (Mbembe 2011: 89) in den Blick und stellt dabei heraus, dass ge-
rade in der Moderne grofe Bevilkerungsgruppen spezifischen Lebensbedingungen unter-
worfen werden, die sie in den »Status lebendiger Toter versetzen« (vgl. ebd.). Als Beispiele
fithrt er u.a. Konzentrationslager, Plantagen und Apartheid-Systeme an.
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(Benjamin 2019a: 9) verschliisselte Rassismen, die die Grenze zwischen Leben und
Sterben erzeugen.

Das KI-System als Apparat produziert nicht nur bestimmtes Wissen in Form
von Vorhersagen iiber das Gesundheitsrisiko, sondern bringt performativ spezi-
fische Korper hervor. Die Verteilung von Gesundheits-Ressourcen geht mit der
Konsequenz einher, dass einige Korper intensiver, andere weniger intensiv behan-
delt werden. Vor dem Hintergrund der biopolitischen Einbettung kann zugespitzt
formuliert werden, dass das algorithmische System Korper hervorbringt, die leben
konnen, und Koérper, die sterben gelassen werden. Das KI-System als Apparat
zu denken, ermoglicht jedoch nicht nur die materiell-diskursiven Praktiken zu
beleuchten, durch die Race in algorithmische Systeme eingebettet wird, sondern
auch jene Praktiken in den Blick zu nehmen, durch die rassifizierte Korper als
Abweichung einer weiffen Norm auftreten. Das KI-System als Apparat ist an der
Markierung Schwarzer Korper beteiligt. Es ist grenzziehende Praktik, die Differen-
zen hervorbringt. Doch Korper werden durch Apparate nicht nur rekonfiguriert,
sie sind in Form korperlicher Materialitit mit an der Konstitution von Appara-
ten beteiligt. Durch das algorithmische System wird korperliche Materialitit —
in Form von Erkrankungen, Schmerzen, Ausfliissen und Emotionen - durch die
Operationalisierungen in Gesundheitskosten als Indikator des Gesundheitsrisikos
fast vollstindig rationalisiert. Anstelle von kérperlicher Materialitit sollen allein
die Gesundheitskosten fiir den Gesundheitszustand der Patient*innen sprechen.
Doch in diesen Gesundheitskosten finden sich die Spuren der Rassifizierung von
Korpern. So hat Rassifizierung einen entscheidenden Einfluss darauf, wer Be-
handlungen rechtzeitig und hiufig genug wahrnehmen kann, beziehungsweise
eine dem Gesundheitszustand angemessene Behandlung iiberhaupt erst erhilt.
Die Kategorie Race tritt hier als »tempordre [..] Materialisierung [...] in Kérpern«
(Namberger 2014: 143) auf, die sich wiederum in den Daten zu den Gesundheits-
kosten materialisieren. Diese Materialisierungsprozesse werden jedoch durch die
Annahme von Gesundheitskosten als neutraler und objektiver Indikator vollstindig
ausgeblendet und Schwarze Korper damit im Zeichen einer »colorblind ideology«
(Benjamin 2019a: 9) unsichtbar gemacht.

4.  Ausblick: Alternative Apparate und queere KI?

Am Beispiel eines KI-Systems, das zur Gesundheitsrisiko-Prognose eingesetzt wur-
de, habeich verdeutlicht, wie die Denkfigur des Apparates genutzt werden kann, um
die Analyse von KI-Systemen zu queeren. Statt auf Letztbegriindungen zu fokussie-
ren, er6ffnet die Denkfigur des Apparates die Moglichkeit, KI-Systeme als Gefiige
zu verstehen und deren mannigfaltigen, materiell-diskursiven Verschrinkungen in
den Blick zu nehmen. Eine solche multiperspektivische Herangehensweise ist maf3-
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geblich, um die Reproduktion von Macht- und Herrschaftsverhiltnissen mit und
durch KI-Systeme analysieren zu konnen. Der Fokus auf die Intra-Aktionen inner-
halb des Apparates eréffnet Einblicke in das Wechselspiel von Fluiditit und Fest-
setzung. Die Wirkmaichtigkeit aller materiellen und diskursiven Aktant*innen wird
nicht a priori festgelegt, sondern als in und durch die Apparate entstehend konzi-
piert. Dies gilt auch fiir Ungleichheitskategorien und Normen, die erst in den Ap-
paraten wirkmichtig werden. KI-Systeme als Apparate (re-)produzieren machtvolle
Ein- und Ausschliisse entlang bestehender Ungleichheitskategorien, erzeugen zu-
gleich aber auch immer Uberschiisse und Uneindeutigkeit. Andere Verschrinkun-
gen werden dadurch denkbar. Es ist mitunter dieser Aspekt, der die Denkfigur des
Apparates als »speculative tool« (Barla 2019: 145) fiir das Queering von KI relevant
macht. Mit der Apparat-Figur eréffnet sich der Raum fiir Uberlegungen, wie Ver-
schiebungen in den Apparaten aussehen kénnten, die Ungleichheit abschwichen
bzw. Macht- und Herrschaftsverhiltnisse zu destabilisieren vermogen. Dabei kon-
nen nicht nur menschliche Aktant*innen, sondern auch mehr-als-menschliche Ak-
tant*innen in den Blick genommen werden.

Wie wiirde sich der Apparat um das KI-System zur Gesundheitsrisiko-Progno-
severindern, wenn dieses in einem anderen, historisch gewordenen, gesellschaftli-
chen Kontext eingesetzt wiirde, bspw. im deutschen Gesundheitssystem? Wie witr-
den sich die Apparate verindern, wenn eine Offenlegung der technischen Verfasst-
heit von KI-Systemen gesetzlich geregelt wire oder die KI-Systeme im Sinne von
Open-Source-Anwendungen der Offentlichkeit frei zuginglich wiren? Welchen Ef-
feke auf das Geftige von Macht, Wissen und Materialitit hitte es, wenn die Progno-
se des Pflegebedarfs anstelle der vergangenen Gesundheitskosten auf der Basis von
Daten, die auf kérperliche Vorerkrankungen der Patient*innen verweisen, hochge-
rechnet witrde?

Diese Uberlegungen lassen auf mafgebliche Verinderungen der Apparate
schlieRen, die die KI-Systeme jedoch nicht von ihrer herrschaftsférmigen Ein-
bettung losen konnten. Umso interessanter ist es eine Destabilisierung der Un-
gleichheitsverhiltnisse in und durch Apparate mit Wendy Chun weiterzudenken.
Chun schligt in ithrem Buch Discriminating Data vor, diskriminierende Vorhersa-
gen in KI-Systeme als Beweis vergangener Diskriminierungen und Moglichkeit
zur Feststellung gegenwirtiger Ungleichheiten zu verstehen (vgl. 2021: 2). Diese
Herangehensweise entlehnt Chun der Verhandlung und Verwendung von Klima-
modellen, die die Entwicklung des Klimas berechnen. Diese Modelle verweisen auf
die zukiinftigen Konsequenzen vergangener und gegenwirtiger Emissionen. In
diesem Sinne werden sie zum Ausgangspunkt von politischen Handlungen und so-
zialokologischem Wandel (vgl. ebd.: 254). Auf KI-Systeme als Apparate iibertragen,
entsteht durch diese diskursive Verschiebung die Moglichkeit bias nicht als unlos-
bares Problem, sondern als Beweis fiir historisch gewordene Ungleichheiten, die
mit einer kapitalistischen Wirtschaftslogik verzahnt sind, zu verhandeln und sie in
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diesem Sinne zu politisieren. Diese Perspektive fasst bias als »glitch« (Russell: 2021)
—also als eine Art Stérung —, die dann zum Ausgangspunkt politischer Intervention
wird. KI-Systeme werden als Moglichkeit verstanden, Mechanismen, die Un-
gleichheitsverhiltnisse verursachen, sichtbar zu machen. KI-Systeme werden als
politisch begriffen und die Vermutung, sie seien unschuldig, wird zuriickgewiesen.
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