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Abstract

Mit der zunehmenden Digitalisierung des Lernens werden immer mehr Daten von Lernenden
analysiert. Neben zahlreichen Vorteilen ist dabei nicht zu vergessen, dass Learning Analytics
oder adaptive Lernsysteme auch Einfliisse haben konnen, die nicht fiir alle Lernenden gleicher-
mafSen fair sind. Der Wunsch, Lernsysteme beziiglich ihves Diskriminierungsrisikos zu eva-
luieren, bringt allerdings weitere Fragen mit sich, die im aktuellen Forschungskontext noch
zu wenig hinterfragt werden. Zum einen ist Fairness kein einheitlich definiertes Mafs und es
gibt zahlreiche Metriken, mit denen man sich der Fairness aufverschiedenen Wegen annéihern
kann. Zum anderen wird nach wie vor meist die Diskviminierung in Bezug auf Geschlecht oder
Ethnie untersucht. Andere demographische Gruppen, Minderheiten oder Charakteristika, die
im Bildungskontext eine Rolle spielen, werden kaum erforscht. Letztlich verortet sich Diskri-
minierung oftmals im Machine Learning-Modell, obgleich es auch zahlreiche andere Stellen
gibt, an denen eine Diskriminierung im Erstellungsprozess stattfinden kann. In diesem Arti-
kel werden daher die aktuellen Forschungsliicken beschrieben und Vorschlige erarbeitet, diese
zu schlieflen.

1. Einfiihrung

Seit einigen Jahren und spitestens mit Beginn der Covid-19-Pandemie ist die Di-
gitalisierung in der Bildung »angekommenx«. Digitale Lernplattformen, Apps und
Lernmanagementsysteme wie Moodle etablieren sich in allen Lernbereichen, sei
es schulisches Lernen, informelles Lernen oder auf Ebene der Hochschulen. Allein
durch die Nutzung der vielen digitalen Plattformen werden automatisch Daten
erfasst und gespeichert, die die Lernaktivititen der Nutzenden beschreiben. Durch
die automatische Bereitstellung von Lerndaten wird auch deren Auswertung immer
einfacher. Das Speichern, Analysieren und Auswerten der Daten wird unter dem
Begriff Learning Analytics (LA) zusammengefasst. LA erweitert das digitale Lernen
um das Sammeln, Analysieren und Interpretieren der Lerndaten (1st International
Conference on Learning Analytics and Knowledge, 2011). Das Ziel von LA ist es,
die Lernprozesse zu >verstehen< und dadurch fihig zu sein, die Lernerfahrung
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fiir den Nutzenden zu verbessern (LAK 11, 2011). Zum Feld LA gehoren dabei ganz
verschiedene Anwendungen: Nutzende konnen nach spezifischen Kriterien grup-
piert werden, die Aktivititen in Onlinekursen und das Verhalten auf Plattformen
konnen analysiert werden. Ferner kann der Lernfortschritt erfasst, Kompetenzen
ermittelt und Vorhersagen iiber die Nutzenden getroffen werden (Siemens, 2013).
Vorhersagen beziehen sich beispielsweise auf das Risiko von Abbriichen. Je nach
Interesse des Lehrenden kénnen nicht nur Leistungen in Bezug auf das Ergebnis
evaluiert werden, sondern beispielsweise auch die soziale Zusammenarbeit an
sich. Auch die grafische Darstellung von Aktivititen und Leistungen ist Teil von
LA, beispielsweise in Form von Dashboards (Ebner, 2019). Einen Schritt weiter als
LA geht das adaptive Lernen. Adaptive Lernumgebungen sind definiert als »Lern-
umgebungen, die sich in Echtzeit an die Benutzer und ihren Lernstand anpassen«
(Meier, 2019, S. 1). Die Aktivititen der User werden >itberwachts, interpretiert und
das System reagiert dementsprechend (Paramythis & Loidl-Reisinger, 2003). Die
algorithmische Verarbeitung der Daten soll dann zu einer personalisierten Lern-
erfahrung fithren, die auf den bzw. die Nutzenden der Plattform abgestimmt ist.
LA und adaptive Lernumgebungen bieten dadurch viele Vorteile. Wie von Bodily
und Verbert (2017) zusammengefasst kénnen solche Systeme Empfehlungen fir
die nichsten Ubungen oder Materialien geben, den Lernerfolg vorhersagen und
Anpassungen auf Basis der Vorhersage vornehmen, unerwiinschtes Verhalten oder
Lernschwierigkeiten ausfindig machen, die Reflexion iiber den Lernprozess for-
dern sowie die Gefiihle der Lernenden ermitteln und dementsprechend reagieren.
Obgleich die meisten Systeme nicht alle Moglichkeiten ausschépfen und nur Teile
implementieren, zeigen bereits viele Studien, wie adaptives Lernen den Lernerfolg
erhohen kann. Genannt seien z.B. Arnold und Pistilli (2012), die in ihrer Studie
Erfolgsvorhersagen als Ampelanzeige an die Lernenden sendeten und damit die
Studierendenbindung erhéhen konnten. Van Oostendorp et al. (2014) verglichen
ein adaptives Serious Game mit einem nicht-adaptiven und stellten eine erhéhte
Effizienz bei der adaptiven Variante fest. Hooshyar et al. (2018) konnten in einer
Studie zeigen, dass die Lesefihigkeiten in Englisch durch ein adaptives Spiel im
Vergleich zu einem nicht-adaptiven Spiel verbessert werden konnten. Zugleich gibt
es kritische Stimmen, die in ihren Studien keinen relevanten Unterschied zwischen
adaptivem Lernen und Quizfragen erkennen konnten (z.B. Griff & Matter, 2013).
Andere Forschende erarbeiten die Herausforderungen, welche bei der Einfithrung
von adaptivem Lernen auftreten konnen (z.B. Mirata et al., 2020). Dazu gehdren
sowohl technologische Herausforderungen wie die Robustheit, Flexibilitit und
Benutzerfreundlichkeit solcher Systeme, als auch die Akzeptanz von Stakeholdern.
Dariiber hinaus liegen weitere Herausforderungen in den bendétigten Kapazititen
der Bereitstellung, Wartung und Nutzung von adaptiven Systemen.

Trotz der vielversprechenden Studien und der grofRen Potenziale fiir den Bil-
dungssektor wichst mit zunehmender Verwendung von LA und adaptiven Lernsys-
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temen in der Praxis die Besorgnis iiber deren Fairness. Mit steigender Komplexitit
der Systeme wird es immer schwieriger fiir Lehrkrifte sowie Tutoren und Tutorin-
nen, die Prognosen, Darstellungen und Empfehlungen von LA-Systemen nachzu-
vollziehen. Auch aulerhalb des Bildungssektors ist die Diskriminierung in KI-ba-
sierten Systemen schon in zahlreichen Studien nachgewiesen worden (z.B. Klare et
al., 2012; Sweeney, 2013). Im LA-Bereich zeigt sich im Rahmen von Untersuchun-
gen, dass Lernplattformen die Gefahr mit sich bringen, bestimmte Usergruppen
nicht fair zu behandeln (Penn Center for Learning Analytics, 2022). Dabei fanden
z.B. Kizilcec und Lee heraus, dass bei der Implementierung von Vorhersagen tiber
den Lernerfolg ein Bias in Bezug auf Geschlecht und Ethnie zu finden ist (Kizilcec
& Lee, 2020). Hu und Rangwala (2020) zeigen dhnliche Ergebnisse bei der Vorher-
sage von Lernerfolg in Bezug auf das Geschlecht. Auch bei der Vorhersage von Col-
lege Abschliissen zeigt sich, dass das Modell von Anderson et al. (2019) in Bezug auf
mannliche Nutzer schlechter funktionierte. Yu et al. fanden 2020 in ihrem Modell
zur Vorhersage von Kurz- und Langzeit-Lernerfolg heraus, dass das Modell Frau-
en filschlicherweise einen hoheren Erfolg vorhersagte als minnlichen Studenten.
Dies decke sich in gewisser Weise mit Befunden von Jeong et al. (2022), die in ih-
rem Modell eine Tendenz feststellten, dass Schiiler:innen of color schlechtere Vor-
hersageergebnisse erhalten als weifle Schiiler:innen. In all diesen Beispielen werden
ganz unterschiedliche Gruppen diskriminiert und bei der Anwendung in der Praxis
wiirden solche Modelle zu Benachteiligungen fithren, z.B. wenn sie im Rahmen von
Erfolgsvorhersagen genutzt werden, um iiber die Zulassung von Studierenden zu
entscheiden. Es ist also zu sehen, dass KI-basierte LA-Systeme Fluch und Segen zu-
gleich seinkénnen und es stellt sich die Frage, was die Alternative dazu sein kénnte —
keine intelligenten Lernsysteme verwenden?

Da wir der Ansicht sind, dass dies keine Option ist, liefert der folgende Arti-
kel eine Ubersicht iiber die Problemfelder und Forschungsliicken bei der Bewertung
und Evaluation von LA oder adaptiven Lernsystemen in Bezug auf Fairness. Dabei
wird die Frage des srichtigen« Fairness-Mafles ebenso diskutiert wie der aktuelle
Forschungsschwerpunkt in Bezug auf die demographische Gruppe sowie die Ver-
ortung von Diskriminierung im Erstellungsprozess von Lernsystemen (Kapitel 2).
In Kapitel 3 werden aus den vorgestellten Problemfeldern sieben Leitlinien abgelei-
tet, die Forschenden bei der Bewertung und Evaluation von Learning Analytics oder
adaptiven Lernsystemen in Bezug auf Fairness helfen kénnen.
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2. Problemfelder und Forschungsliicken
2.1 Die Begriffe verstehen

Um sich der Frage nach den zugrundeliegenden Problemfeldern und Forschungs-
licken zu nihern, miissen in einem ersten Schritt die Begriffe geklirt werden. Da
der Artikel nicht ohne die Begriffe Fairness und Bias auskommt, werden diese im
Kontext fiir die Bewertung von Lernsystemen eingefithrt und verwendet.

Fairness

Es lohnt sich, den Begriff Fairness von Systemen im Gegensatz zu Fairness im so-
ziologischen Kontext zu betrachten. Der Duden definiert Fairness als »anstindiges
Verhalten; gerechte, ehrliche Haltung andern gegeniiber« (Duden, 2022). Und schon
damit st6f3t man bei der Bewertung eines Lernsystems an seine Grenzen, denn eine
regelbasierte Software oder ein Machine Learning (ML)-System >verhilt« sich nicht
und hat auch keine Haltung. Im algorithmischen Kontext wurde Fairness daher et-
was anders definiert, nimlich als »die Abwesenheit von Vorurteilen oder Bevorzu-
gung einer Person oder einer Gruppe aufgrund ihrer angeborenen oder erworbenen
Eigenschaften. Ein unfairer Algorithmus ist ein Algorithmus, dessen Entscheidun-
gen eine bestimmte Gruppe von Menschen begiinstigen« (Ubersetzt durch die Au-
tor:innen; Mehrabi et al., 2021, S. 115:2).

Bias

Andere Forschende nutzen bei der Bewertung von Lernsystemen bevorzugt den Be-
griff Bias. Algorithmischer Bias bedeutet hier: »die Vorhersageleistung eines Mo-
dells (wie auch immer definiert) unterscheidet sich ungerechtfertigt zwischen be-
nachteiligten Gruppen entlang sozialer Achsen wie Ethnie, Geschlecht und Klas-
se« (Ubersetzt durch die Autor:innen; Mitchell et al., 2021, S. 142). Hierbei bezieht
sich Bias jedoch nicht nur auf die Vorhersageleistung, sondern auch auf deren Fol-
gen, beispielsweise daraus resultierenden Interventionen. Andere Forschende nut-
zen den Begriff Bias, um die statistische Ungleichheit (beispielsweise verschiedene
Modellgiiten fiir demographische Gruppen) zu betiteln und verwenden den Begriff
der Fairness, um die sozialen und moralischen Implikationen zu beschreiben (Baker
& Hawn, 2021). Bei dieser Begriffsnutzung handelt es sich beispielsweise um ein
ML-Modell mit einem Bias, wenn dessen Ergebnisse unterschiedlich gut fir zwei
demographische Gruppen sind. Werden die Vorhersageergebnisse im LA-System
genutzt, um beispielsweise Aufgabenempfehlungen auszusprechen, dann wire die-
ses System als unfair zu bewerten.
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Diskriminierung

Die Benachteiligung einer oder mehrerer Menschen aufgrund ihres Geschlechts,
Alters, ihrer Rasse, Religion oder Ahnlichem wird als Diskriminierung definiert
(Scherr, 2020). Allgemein definiert ist Diskriminierung sowohl abwertendes Spre-
chen als auch eine benachteiligte Behandlung (Scherr et al., 2017).

2.2 Das MaB

Mit der Bewusstmachung des Diskriminierungspotenzials von LA-Systemen ent-
steht der Wunsch nach Auswertung und Messung der Fairness dieser Systeme und
den darin implementierten Modellen. Hier stellt sich zunichst die Frage: Nach wel-
chen Kriterien kann Fairness gemessen werden? Bei der Messung von Bias und dar-
aus folgender algorithmischer Diskriminierung gibt es verschiedene Ansatzpunkte,
die dabei zu ganz unterschiedlichen Ergebnissen fithren.

So gibtesim US-amerikanischen Gesetz die Unterscheidung zwischen Disparate
Treatment und Disparate Impact. Unter Disparate Treatment fallen solche Prozesse, die
sensible Attribute als Entscheidungsgrundlage nutzen und die Diskriminierung da-
mit intendiert ist (Title VII of the Civil Rights Act of 1964). Bei Disparate Impact sind
alle Prozesse zusammengefasst, die zwar neutral aussehen, aber dennoch diskrimi-
nierende Auswirkungen haben (Title VII of the Civil Rights Act of 1964). Die meis-
ten beschriebenen Probleme mit Bias und Diskriminierung im LA-Kontext sind in
die Kategorie Disparate Impact einzuordnen (Kizilcec & Lee, 2020). Ein Beispiel fur
Disparate Treatment ist die Zulassung von Studierenden aufgrund ihres sozio-dko-
nomischen Status: Das sensible Attribut des sozio-6konomischen Status wird als
Entscheidungsgrundlage zur Zulassung genutzt. Disparate Impact hingegen wire
es, wenn ein Modell die Abbruchquote der Studierenden prognostizieren und dabei
den Wohnort in die Berechnung mit einbeziehen wiirde. Da es Wohnorte mit ho-
herem oder niedrigerem sozio-6konomischen Durchschnitt gibt, kann ein solches
Modell diskriminierende Auswirkungen haben.

Eine Berechnung, die angewendet werden kann, ist die Uberpriifung nach der
demographic parity. Diese beschreibt, dass fiir jede demographische Gruppe gleich
viele Vorhersagen oder Klassifizierungen mit demselben Ergebnis getroffen werden
sollen (Gardner et al., 2019). Hier stellt sich allerdings die Frage, ob das tatsichlich
fair ist: schaut man beispielsweise in den Bereich der Rechtschreibung oder Lese-
kompetenz, so ist deutlich, dass Mddchen hier durchschnittlich besser sind als Jun-
gen (Schiepe-Tiskaetal., 2016; Valtin et al., 2003). Eine Bias-Definition auf Basis von
demographic parity wiirde aber erwarten lassen, dass es gleich viele positive Vorher-
sagen gibt fiir Jungen wie fitr Midchen. Demographic parity ist also kein Maf das
die individuelle Fairness herstellt, denn auch sensitive Attribute kénnen mit einer
Zielvariable korrelieren (Dwork et al., 2012; Lipton et al., 2018).
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Viele Studien greifen bei der Uberpriifung von Diskriminierung in Systemen
und Modellen des maschinellen Lernens daher auf Metriken zuriick, die auf der
Konfusionsmatrix basieren (Riazy & Simbeck, 2019; Seyyed-Kalantari et al., 2021;
Verma & Rubin, 2018). Tabelle 1 zeigt die Konfusionsmatrix, die zwei Dimensionen
vereint: die Vorhersage, die entweder positiv oder negativ sein kann, und der wahre
Wert, der entweder positiv oder negativ sein kann. Ein Wert ist richtig positiv, wenn
sowohl der wahre Wert als auch die Vorhersage positiv ist. Ebenso verhilt es sich mit
richtig negativ: Der wahre Wert ist negativ und die Vorhersage ebenfalls.

Einen Fehler erster Art erhilt man hingegen, wenn der wahre Wert zwar falsch
ist, die Vorhersage aber positiv (FP). Die letzte Kombination, der wahre Wert ist
richtig und die Vorhersage negativ, beschreibt dann einen Fehler zweiter Art (FN).

Tabelle 1: Konfusionsmatrix.

Wabhr Positiv Wahr Negativ
Vorhersage Positiv Richtig Positiv (TP) Falsch Positiv (FP)
Vorhersage Negativ Falsch Negativ (FN) Richtig Negativ (TN)

Aus dieser Matrix ergeben sich verschiedene Qualititsmetriken, beispielsweise
eine True-Positive-Rate, False-Positive-Rate oder die Genauigkeit des Modells. Die
Fairness-Mafle, die auf dieser Matrix basieren, nutzen diese Qualititsmetriken
und werden mit einer Slicing Analysis errechnet (Gardner et al., 2019; Verma &
Rubin, 2018). Dafiir wird die Qualititsmetrik fir beide demographische Gruppen
separat errechnet und anschlieflend miteinander verglichen. Wenn der Unter-
schied zwischen den zwei Ergebnissen einen Schwellenwert iiberschreitet, dann
wird das gepriifte Machine Learning (ML)-Modell als biased betrachtet. Verma und
Rubin (2018) beschreiben 20 verschiedene Metriken, die auf der Konfusions-Matrix
basieren und die Slicing Analysis nutzen. Der Schwellenwert unterscheidet sich je
nach angewandter Metrik und Studie und befindet sich zwischen 0.01 und 0.05
(Chouldechova, 2017). Anhand einer Fallstudie konnten Verma und Rubin (2018)
zeigen, dass das Modell auf Basis von manchen Mafien als biased zu klassifizieren
ist, wihrend dem auf Basis von anderen Mafen nicht so ist. Damit zeigt sich die
erste Schwierigkeit bei der Bewertung von Systemen: Je nach Auswahl des Fairness-
Mafles ergeben sich verschiedene Bewertungen. Eine weitere Schwierigkeit liegt
darin, dass fiir das Testen von Bias nicht nur die vom Modell getroffenen Vorhersa-
gen vorliegen miissen, sondern auch die wahren Werte (Verma und Rubin, 2018).
Eine typische Anwendung von ML-Modellen in Universititen ist die Vorhersage
von Durchfallquoten, indem das System voraussagt, ob eine studierende Person
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diesen Kurs besteht oder nicht. Durch Bewertung des Systems muss dafiir nicht
nur das Ergebnis des Prognosemodells vorliegen, sondern auch die Information,
ob die studierende Person den Kurs bestanden hat oder nicht. Erst damit kann man
herausfinden, ob das Modell falsch lag oder nicht. Das ist zwar meist fiir Trainings-
daten der Fall, dariiber hinaus gibt es aber viele Anwendungsfille, in denen die
wahren Werte nicht so einfach herauszufinden sind.

Es gibt folglich nicht das eine richtige Maf, um Bias in LA-Systemen oder Mo-
dellen zu bewerten. Die Auswahl der Metrik muss im Einzelfall und in Abhingigkeit
davon entschieden werden, was bewertet werden soll.

2.3 Die Gruppe

Eine weitere Schwierigkeit bei der Auswertung von ML-Modellen oder Lernsyste-
men liegt in der Auswahl der demographischen Gruppe, iiber die die Messung etwas
aussagen soll. Baker und Hawn (2021) kritisieren hier die Praxis, dass bei der Unter-
suchung von Diskriminierung oftmals nur nach Geschlecht oder Ethnie (im anglo-
amerikanischen Sprachraum race) durchgefithrt wird. Es gibt jedoch weitaus mehr
Einfliisse der gruppenbezogenen Merkmale, die in Bildungskontexten betrachtet
werden sollten. Dazu gehdren beispielsweise der sozio-6konomische Status der Fa-
milie (Litman et al., 2021; Yu et al., 2021), der Bildungshintergrund der Eltern (Kai et
al., 2017; Rzepkaetal., 2022; Yuetal., 2021), die Erstsprache der Lernenden (Loukina
etal., 2019; Rzepkaetal., 2022) oder auch das Vorliegen einer Behinderung (Loukina
& Buzick, 2017; Riazy et al., 2020). Weiterhin kann alleine die Lage der Schule (bei-
spielsweise hinsichtlich Urbanitit oder sozialen Lagen) eine Rolle spielen (Ocum-
paugh et al., 2014), ebenso wie die Kompetenz der Schiiler:innen (Barla et al., 2010).
So kann es sein, dass bei der Evaluation eines Systems zwar das Diskriminierungs-
risiko in Bezug auf eine Gruppe bestitigt wird, fiir eine andere Gruppe aber keine
diskriminierenden Tendenzen festzustellen sind. Wird der Bias in Bezug auf meh-
rere Gruppen gepriift, werden diese Gruppen meist separiert betrachtet. Dabei wird
meistens nicht auf intersektionale Zusammenhinge gepriift, obgleich Menschen,
die in mehrere weniger privilegierte Gruppen fallen, hiufig gréflerer Diskriminie-
rung ausgesetzt sind (Cabrera et al., 2019; Guo & Caliskan, 2021).

2.4 Die Ursache

Sofern eine >Schwachstelle« im LA-System in Bezug auf ein Diskriminierungsrisiko
gefunden wurde, ist zu priifen, an welcher Stelle im Prozess der Bias entstanden ist.
Wenngleich oft beschrieben wird, dass das ML-Modell an sich diskriminierend ist,
so gibtes noch viele verschiedene Stellen im Erstellungsprozess des Systems, die zur
Diskriminierung einer Gruppe fithren kdnnen (Mehrabi et al., 2021; Mitchell et al.,
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2021; Schwartz et al., 2022; Suresh & Guttag, 2021; van Giffen et al., 2022). Suresh
und Guttag (2021) haben daher in ihrer Arbeit 7 Sources of Harm zusammengefasst:

1. Ein Historical Bias tritt auf, wenn das ML-Modell mit korrekten, ausgewogenen
und >sauberen< Daten trainiert wird, die Daten aber strukturelle Diskriminie-
rung aus der Realitit widerspiegeln (Suresh & Guttag, 2021). Wiirde beispiels-
weise ein Vorhersagemodell eingesetzt werden, um die Leistung von Studieren-
den zu prognostizieren, dann kénnte hier ein Historical Bias vorliegen. Wennim
analogen Studium Studierende mit internationaler Geschichte von Lehrkriften
schlechter bewertet werden als Studierende ohne, dann nutzt das Modell Daten,
in denen die strukturelle Diskriminierung bereits enthalten ist. Es kann dann zu
Diskriminierung von Studierenden mit Migrationshintergrund kommen.

2. Representation Bias hingegen bedeutet, dass bei der Datenerhebung eine demo-
graphische Gruppe nicht oder zu wenig beriicksichtigt wurde und so in den Da-
ten nicht reprisentiert ist (Suresh & Guttag, 2021). Das kann beispielsweise der
Fall sein, wenn man Daten in einer Schule sammelt, in der wenige Kinder mit
Migrationshintergrund sind. Beim Einsatz des Modells in dieser Schule wiirde
es fur diese Minderheit schlechter funktionieren, weil zu wenige Daten vorhan-
den sind, um das Modell entsprechend zu trainieren.

3. Measurement Bias kann durch eine undurchdachte Wahl und Erfassung von Va-
riablen, die im Modell genutzt werden, entstehen (Suresh & Guttag, 2021). Dies
geschieht unter anderem, wenn eine Variable die auszusagende Wirklichkeit
stark vereinfacht. Ferner kann Measurement Bias entstehen, wenn die Erfassung
oder die Genauigkeit der Variable zwischen den verschiedenen Gruppen va-
riiert. Das ist beispielsweise der Fall, wenn eine demographische Gruppe im
Schulkontext hiufiger falsch bewertet wird als der Durchschnitt. Werden diese
Bewertungen im Modell als Inputdaten der Leistung der Schiiler:innen genutzt,
so sind die Ergebnisse fiir eine demographische Gruppe weniger akkurat.

4. Ein Aggregation Bias entsteht, wenn ein Modell fiir verschiedene Gruppen ge-
nutzt wird, obwohl eine separate Losung pro Gruppe die Wirklichkeit besser be-
schreiben wiirde (Suresh & Guttag, 2021). Dies kann beispielsweise bei der Im-
plementierung eines ML-Modells in verschiedenen Sprachkursen der Fall sein:
Je nach Zielgruppe des Sprachkurses unterscheiden sich die Lernenden stark.
Gibt es beispielsweise sowohl Sprachkurse fiir Gefliichtete als auch fiir die pro-
fessionelle Weiterbildung im beruflichen Kontext, wiirden sich bestimmte Pro-
gnosen im Mittel zwischen beiden Kursen unterscheiden. Damit wire aber ein
Modell fiir keine der Gruppen optimal.

5. Ein Learning Bias beschreibt die Diskriminierung, die durch das ML-Modell
selbst entstehen kann (Mehrabi et al., 2021; Suresh & Guttag, 2021). Bei der Ent-
wicklung des Modells kann typischerweise definiert werden, welche Variable
das Modell beim Training optimieren soll. Hooker et al. (2020) zeigten, wie sich
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die Entscheidung fiir ein kompaktes Modell (durch pruning) negativ auf den
Bias fiir unterreprisentierte Gruppen auswirken kann. Je nach Ausbalancierung
der Daten kann es auch hilfreich sein, im Modell auf Precision oder Recall zu
optimieren anstelle der Accuracy. Damit wiirde man der unterreprisentier-
ten Gruppe eine groflere Wichtigkeit im Optimierungsprozess des Modells
zuschreiben.

6. Evaluation Bias tritt bei der Evaluation des Modells auf (Suresh & Guttag, 2021).
Wird hier ein Testdatenset verwendet, das Minorititen nicht gut reprisentiert,
dann wird dem Modell eine Giite zugeschrieben, die nur fir die Mehrheit gilt.
Wird beispielsweise ein Modell in einer hoheren Klassenstufe evaluiert, so kann
die attestierte Giite des Modells bei der Anwendung in einer niedrigeren Klas-
senstufe nicht mehr zutreffen.

7. Und zuletzt tritt ein Deployment Bias auf, wenn das Modell in einem Kontext ein-
gesetzt wird, fiir den es nicht erstellt wurde (Suresh & Guttag, 2021). Ein Bei-
spiel hierzu wire ein Modell, dass Schiiler:innen in Lerntypen gruppieren soll,
um die Lehre entsprechend anzupassen. Wiirden die Ergebnisse der Gruppie-
rung dann aber zur Benotung genutzt, dann wiirde das Modell nicht zweckmi-
Rig gebraucht und kann zu Diskriminierung fithren.

Bei der Vermessung des Lernens und der anschlieRenden Evaluation von Learning
Analytics und adaptiven Lernsystemen gibt es demnach viele Handlungsempfeh-
lungen im gesamten Prozess, die zu Diskriminierung fithren kénnen. Insbesonde-
re der hier beschriebenen Vielschichtigkeit von Bias in Lernsystemen wird in der
Forschung bislang noch nicht Rechnung getragen, da es fir die meisten Studien
schwierig ist, sich auf mehrere MafRe, mehrere demokratische Gruppen und meh-
rere Ursachen gleichzeitig zu fokussieren. Wihrend die Forschung zu technischen
Moglichkeiten in LA und adaptivem Lernen immer weiter fortschreitet, wird die
Fairness dieser Systeme oftmals nur als kleine Erweiterung gesehen — und erreicht
damit nicht die Tiefe, die fir eine echte Evaluation auf das Diskriminierungsrisiko
notig ware.

3. Sieben Handlungsempfehlungen zur Sicherstellung von Fairness

Betrachtet man die Vermessung des Lernens und dessen Diskriminierungsrisiko
vor dem Hintergrund dieser Ausfithrungen erneut, so ist vor allem eines deutlich
geworden: Die Untersuchung auf Diskriminierung hin ist keine kleine Erweiterung
der Entwicklung von Lernsystemen, die zum Ende einmal stattfindet. Vielmehr
muss es sich um einen integralen Bestandteil bei der Konzeption dieser Syste-
me handeln. Das Risiko diskriminierender Systeme besteht in der Verstirkung
bestehender Diskriminierung und Ungleichbehandlung von Lernenden. Damit
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einher gehen ethische Bedenken, solche Systeme iiberhaupt einzusetzen, was
auch zu einer geringeren Akzeptanz fithren kann, sodass mogliche Vorteile solcher
Systeme nicht genutzt werden kénnen.

Abgeleitet aus den oben beschriebenen Problemfeldern und bestehender Litera-
tur werden im Folgenden sieben Handlungsempfehlungen vorgestellt und zusam-
mengefasst, die bei der Erstellung und Uberpriifung von Lernsystemen beachtet
werden sollten:

3.1 Kritische Betrachtung der verwendeten Daten

Bereits vor Beginn des Implementierungsprozesses muss die Integritit der verwen-
deten Daten kritisch betrachtet werden: Unter welchen Umstinden werden die Da-
ten erfasst? Werden in den Daten alle relevanten demographischen Gruppen repri-
sentiert? Spiegeln die Variablen das wider, fiir das sie im ML-Modell genutzt wer-
den, oder werden Zusammenhinge in Variablen stark vereinfacht? Es empfiehlt sich
daher, schon vor der Auswahl der Trainingsdaten und der Konzeption des Modells
und des Lernsystems diese Fragen zu beantworten.

3.2 Welche Metriken sind sinnvoll zur Evaluation meines Lernsystems?

Je nach Aufbau und Zweck des Lernsystems ist dariiber hinaus zu tiberpriifen, mit
welchen Metriken man das System am besten evaluieren kann (Verma & Rubin,
2018). Hier kann es sinnvoll sein, verschiedene Maf3e zu vergleichen und zu iitberle-
gen, welche praktischen Auswirkungen als unfair einzustufende Werte von dieser
Metrik tatsichlichen hitten. Hierbei ist auch zu priifen, welche Auswirkungen
ein Fehler erster oder zweiter Art auf die Lernerfahrung haben und wie hoch das
Diskriminierungsrisiko ist. Wird in einem Lernsystem lediglich implementiert,
dass Nutzende mit einer Risikoeinstufung ein ausfithrlicheres Feedback erhalten,
dann ist der Fehler 1. Art schlimmer als der Fehler 2. Art: Erhilt ein User, der ei-
gentlich gut genug ist, ein ausfithrlicheres Feedback (Fehler 2. Art), dann hat das
keine groflen Auswirkungen auf den Lernerfolg. Wenn jedoch ein User schlechter
ist als vom System eingestuft (Fehler erster Art), dann wiirde er keine ausfiihrlichen
Erklirungen erhalten, die ihm moglicherweise helfen wiirden. Somit wiirden in
diesem Fall Metriken ausgewahlt werden, die besonders sensibel auf die False-Po-
sitiv-Rate reagieren (beispielsweise die Metrik predictive equality, Verma & Rubin,
2018).

3.3 Einbezug verschiedener demographischen Gruppen

Zur Evaluation des Bias eines Systems ist dariiber hinaus zu untersuchen, welche
potenzielle Diskriminierung im Kontext des Systems moglich ist (Baker & Hawn,
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2021). Meist gibt es hier mehrere demographische Gruppen bzw. Variablen, die
Einflussfaktoren sein konnen. Dabei ist zu beriicksichtigen, auf welche demogra-
phischen Gruppen das System angewendet wird. Weiterhin kann die Recherche
zum Stand der Forschung der jeweiligen Disziplin helfen, um herauszufinden
auf Basis welcher Faktoren Lernende diskriminiert werden kénnen. So korreliert
beispielsweise im Kontext von Bildung nicht nur das Geschlecht und der Migrati-
onshintergrund mit dem Lernerfolg, sondern auch der sozio-ékonomische Status
des Haushalts. Allerdings ist hier ein Trade-Off zwischen Datenschutz und Ein-
bezug demographischer Gruppen zu betrachten. Um demographische Gruppen
einzubeziehen und Fairness im Hinblick auf diese Gruppen zu bewerten, muss
die Gruppe zunichst bekannt sein. Das bedeutet, dass Daten zu Migrationshinter-
grund, Geschlecht und/oder sozio-6konomischem Status erfasst, gespeichert und
verarbeitet werden miissen. Die Verarbeitung dieser sensiblen Daten muss dabei
zundchst datenschutzrechtlich bewertet werden und die Nutzenden miissen die
Daten bereitstellen und der Verarbeitung zustimmen.

3.4 Intersektionale Analyse

Die Analyse verschiedener demographischer Gruppen sollte dabei nicht isoliert
stattfinden (Cabrera et al., 2019; Guo & Caliskan, 2021). So kann die Kombination
von zwei Diskriminierungskategorien zu weiterer Diskriminierung fithren. Zudem
kann es vorkommen, dass bei der Uberpriifung von einer demographischen Gruppe
der Schwellenwert, um von Diskriminierung zu sprechen, nicht erreicht wird,
in der Kombination zweier Diskriminierungskategorien aber schon. Daher ist es
ratsam, simtliche demographische Gruppen auch kombiniert auf Diskriminierung
zu priifen, also eine intersektionale Analyse durchzufiihren.

3.5 Die Evaluation des Systems iiber die gesamte Entwicklung
des ML-Modells

Grundsitzlich sollte die Evaluation des Systems iiber die gesamte Entwicklung
stattfinden, da wie im obigen Abschnitt beschrieben, verschiedenartige Probleme
auftreten konnen, die zu Diskriminierung fithren (Suresh & Guttag, 2021). Die
gesamte Entwicklung eines ML-Modells besteht aus fiinf Phasen (Yang et al., 2021):
(1) Datenmanagement, (2) Modell trainieren, (3) Modell testen, (4) Modell bereitstel-
len und (5) die Nutzung und Uberwachung. In der ersten Phase werden die Daten
gesammelt, bereinigt und in Test- und Trainingsdaten unterteilt. Anhand der Trai-
ningsdaten werden verschiedene Modelle ausgewihlt, konfiguriert und trainiert.
Aufbauend auf das Training der Modelle werden diese getestet. In Phase vier wird
das ML-Modell in die Live-Anwendung integriert. Bei erfolgreichem Deployment
folgt die letzte Phase, die Nutzung und Beobachtung. Dabei werden alle Ergebnisse
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beziiglich der Modelle aufgenommen und fiir spitere oder anschlieRende Projekte
gespeichert. Die Evaluation muss daher schon mit Beginn der Systementwick-
lung starten, sodass beispielsweise beim Sammeln der Trainingsdaten bereits ein
Representation Bias gepriift und ausgeschlossen werden kann. So kann in jedem
Entwicklungsschritt die Evaluation der Fairness mitgedacht werden. Weiterhin ist
zu beachten, dass auch nach der Implementierung und Bereitstellung des Systems
der ML-Lebenszyklus noch nicht beendet ist. Ein ML-Modell muss auch nach der
Bereitstellung kontinuierlich iiberpriift und angepasst werden. Demnach ist auch
hier eine Re-Evaluierung der Fairness sinnvoll.

3.6 Einbeziehung der Stakeholder

Fir die Bereitstellung eines LA-Systems muss allen Stakeholdern klar sein, fir wel-
chen Zweck das System eingesetzt werden soll — und fiir welche Zwecke nicht. Sta-
keholder sind dabei alle, die von diesem System direkt oder indirekt betroffen sind.
Dazu gehdren insbesondere Lernende und Lehrende, aber auch ggf. Eltern, System-
eigner, oder die Institution an sich. Stakeholder sollten dariiber aufgeklirt werden,
zu welchem Zweck dieses System eingesetzt wird, welche Variablen in die Berech-
nung einfliefen, welches die vorhersagende Variable ist und welche Interventionen
bei welchen Werten ausgelost werden. Die genaue Definition des Einsatzzweckes
verhindert den Deployment Bias und eine nicht gewollte oder nicht intendierte Nut-
zung des Lernsystems (Olteanu et al., 2019).

3.7 Transparenz der Systeme schaffen

Je grofer der Einfluss von LA und adaptive Learning auf das Lernsystem ist, des-
to transparenter sollte das System fiir alle Stakeholder sein. Die Erklirung der
zugrundeliegenden Systemkomponenten fithrt dabei nicht nur zur besseren Ak-
zeptanz, sondern hilft Lehrkriften auch bei der Interpretation der Ergebnisse. Die
Befihigung von Lehrkriften und Tutor:innen liefert zudem eine wichtige zusitz-
liche Kontrollinstanz. Lehrkrifte, die die Grundziige des Systems nachvollziehen
konnen, stellen falsche oder diskriminierende Riickmeldung schneller in Frage und
konnen das System besser bewerten. Hierfiir eignen sich Handlungsempfehlungen
von Explainable AI (Lundberg et al., 2020). Unter Explainable AI versteht man
ML-Modelle, deren Ergebnisse fiir den Menschen nachvollziehbar sind (Gunning
et al., 2019). Das bedeutet, dass transparent ist, wie das Modell zu dem einen oder
anderen Ergebnis kommt und warum.
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4. Zusammenfassung und Ausblick

Dieser Beitrag hat zusammengefasst, welche Problemfelder bei der Evaluation von
Fairness noch bestehen: die Fairness zu messen, die korrekte Ursache festzustellen
und allen demographischen Gruppen gerecht zu werden. Davon ausgehend wurden
sieben Leitpunkte in Form von Handlungsempfehlungen entwickelt, die bei der Eva-
luation eines LA-Systems oder adaptiven Lernsystems zu beachten sind.

Allein die Bewusstmachung der Problemfelder und der Liicken in der Auditie-
rung kénnen helfen, diese Systeme in Zukunft besser auszuwerten. Eine Evaluation
von Fairness wendet nicht nur eine spezifische Methode an, sondern sie benétigt ein
Methodenspektrum: Je mehr Perspektiven bei der Evaluation eingenommen wer-
den, desto eher wird die Auswertung der Fairness allen Stakeholdern gerecht. Solan-
ge die Evaluation von Lernsystemen auf Fairness lediglich als kleine Zusatzaufgabe
angesehen wird, werden die dort ermittelten Ergebnisse immer nur eine limitierte
Einsicht liefern.

In Zukunft sollte es daher zum Standard werden, ML-Systeme, die implemen-
tiert werden, auf deren Fairness zu iiberpriifen. In Projekten miissen fir diese Eva-
luationen Arbeitsstunden und -pakete entlang der gesamten Projektlaufzeit einge-
rechnet werden. Gleichzeitig darf die Diskussion um Fairness und Diskriminierung
von KI-Systemen nicht dazu fithren, dass Angste und Vorbehalte von Stakeholdern
steigen: Denn intelligente Lernplattformen kénnen auch Vorteile fiir Schiiler:innen
bringen. Eine umfingliche Evaluation des Diskriminierungsrisikos kann dazu bei-
tragen, dem Ziel eines fairen Lernsystems niher zu kommen. Es kann auflerdem
die Akzeptanz von Stakeholdern — die oft bereits Vorbehalte haben — erhéhen und
so schrittweise einen Beitrag zur Nutzung der technischen Moglichkeiten im Bil-
dungsbereich leisten.
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