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perception. The work presented in this thesis has been extensively used in several research 
projects as the dynamic object detection platform for automated driving applications on high-
ways in real traffic.
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“ For once you have tasted flight you will walk the earth with your eyes
turned skywards, for there you have been and there you will long to return. ”

Leonardo da Vinci
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form

X Generic representation for host vehicle localization and pose

c Classification vector of an object

d Dimension vector of an object

dσ2 Dimension uncertainty vector of an object

f Feature vector of an object

m 1-dimensional grid map for geometrical dimension estimation

p Position vector in a Cartesian coordinate system

u Host system control vector

w Normal vector to a decision boundary

x State vector of an object

xa State vector subset of x of an object used for association
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List of Symbols

y Attribute vector for classification

z Measurement vector

A Object association matrix

B Control transformation matrix

C Association cost matrix in the auction algorithm

F State transition matrix

H State-space transformation matrix

I Identity matrix

K Kalman gain

S Innovation covariance matrix

P Covariance matrix of a state estimate x̂

Pab Cross-covariance between the state estimates x̂a and x̂b

Pab Cross-covariance matrices with retrodicted states

Q Process noise covariance matrix

R Covariance matrix of a measurement z

W Kalman gain for an out-of-sequence measurement

a Acceleration of an object

ai,j The element of the association matrix A in the ith row and jth column

w Width of an object

b Bias parameter

d Geometrical dimension of an object

d2 Mahalanobis distance

g Boolean result from geometrical association

l Length of an object

m Single cell of the 1-dimensional map m

na Number of elements, or dimension, of vector a

p Bid price for assignment in the auction algorithm

r Range in a polar coordinate system

v Velocity of an object

x Position of an object on the x-axis in a Cartesian coordinate system

y Position of an object on the y-axis in a Cartesian coordinate system

XII

https://doi.org/10.51202/9783186804129-I - Generiert durch IP 216.73.216.60, am 24.01.2026, 09:27:28. © Urheberrechtlich geschützter Inhalt. Ohne gesonderte
Erlaubnis ist jede urheberrechtliche Nutzung untersagt, insbesondere die Nutzung des Inhalts im Zusammenhang mit, für oder in KI-Systemen, KI-Modellen oder Generativen Sprachmodellen.

https://doi.org/10.51202/9783186804129-I


List of Symbols

Ci Object class i, where i corresponds to the ith element of c or C

D2 Extended Mahalanobis distance

G Gating threshold during object association

H Object association hypothesis

Oi The ith object in an object list O

Zi List of measurements from sensor i

Greek Letters

γ Dempster-Shafer evidence theory prediction weight

δ Offset/translation of a sensor’s placement on the vehicle

Δ(.) Difference of (.) between two values

ε Normalized Estimation Error Squared

η Normalization factor

θ Orientation of a sensor’s mounting position on the vehicle

Θ Dempster-Shafer evidence theory frame of discernment

λ Rate parameter of a Poisson process

μ Mean

ρ Correlation weighting factor

σ Standard deviation

σ2 Variance

φ Angle in a 2-dimensional polar coordinate system

ψ Orientation angle of an object

ψ̇ Orientation velocity of an object

ω Covariance intersection weighting factor

Subscripts and Superscripts

(.)Si (.) originates from sensor Si

(.)G (.) results from a global fusion algorithm

(.)obj (.) is in the object coordinate system

(.)sensor (.) is in the sensor coordinate system

(.)veh (.) is in the host vehicle coordinate system
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List of Symbols

(.)f Value of (.) corresponds to the feature f

(.)x Scalar corresponding to the x component of (.) in a Cartesian coordinate
system

(.)y Scalar corresponding to the y component of (.) in a Cartesian coordinate
system

(.)a→b Transformation from a to b

Probabilities

p(a) Continuous probability density function of the random variable a

p(a | b) Continuous conditional probability density of the random variable a con-
ditioned on b

p(∃x) Existence probability of an object

p(�x) Non-existence probability of an object

pb Birth probability

pc Clutter probability

pd Detection probability

pp Persistence probability

ptrust Trust probability

P(.) Scalar probability value
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Abstract

Driver assistance systems have increasingly relied on more sensors for new functions. As
advanced driver assistance system continue to improve towards automated driving, new
methods are required for processing the data in an efficient and economical manner from
the sensors for such complex systems. The detection of dynamic objects is one of the
most important aspects required by advanced driver assistance systems and automated
driving. In this thesis, an environment model approach for the detection of dynamic ob-
jects is presented in order to realize an effective method for sensor data fusion. A scalable
high-level fusion architecture is developed for fusing object data from several sensors in a
single system, where processing occurs in three levels: sensor, fusion and application. A
complete and consistent object model which includes the object’s dynamic state, existence
probability and classification is defined as a sensor-independent and generic interface for
sensor data fusion across all three processing levels. Novel algorithms are developed for
object data association and fusion at the fusion-level of the architecture. An asynchronous
sensor-to-global fusion strategy is applied in order to process sensor data immediately
within the high-level fusion architecture, giving driver assistance systems the most up-to-
date information about the vehicle’s environment. Track-to-track fusion algorithms are
uniquely applied for dynamic state fusion, where the information matrix fusion algorithm
produces results comparable to a low-level central Kalman filter approach. The existence
probability of an object is fused using a novel approach based on the Dempster-Shafer evi-
dence theory, where the individual sensor’s existence estimation performance is considered
during the fusion process. A similar novel approach with the Dempster-Shafer evidence
theory is also applied to the fusion of an object’s classification. The developed high-level
sensor data fusion architecture and its algorithms are evaluated using a prototype vehicle
equipped with 12 sensors for surround environment perception. A thorough evaluation
of the complete object model is performed on a closed test track using vehicles equipped
with hardware for generating an accurate ground truth. Existence and classification per-
formance is evaluated using labeled data sets from real traffic scenarios. The evaluation
demonstrates the accuracy and effectiveness of the proposed sensor data fusion approach.
The work presented in this thesis has additionally been extensively used in several research
projects as the dynamic object detection platform for automated driving applications on
highways in real traffic.
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