Nothing personal? Der Personenbezug von Daten in der
DSGVO im Licht von kiinstlicher Intelligenz und Big Data
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Zusammenfassung

Mit dem Einsatz selbstlernender Algorithmen steigt auch der Umfang,
die Rate und die Geschwindigkeit, mit der Daten erfasst, verarbeitet und
ausgewertet werden. Dadurch geraten die Zwecke des Datenschutzrechts
(Personlichkeitsschutz, informationelle und demokratische Selbstbestim-
mung) und seine Schutzprinzipien (u.a. Zweckbindung, Datenminimie-
rung und Transparenz) in Spannung zu den Gewinninteressen datenba-
sierter Geschaftsmodelle und dem herrschenden Innovationsdruck. Die
technischen Moglichkeiten von Big Data unterwandern die eindeutige
Abgrenzbarkeit zwischen personenbezogenen und nicht personenbezoge-
nen Daten, die zentral firr das dogmatische Fundament der Européischen
Datenschutzgrundverordnung (DSGVO) ist. Durch immer kleinteiligere
Datenschutzerklirungen und die technischen Barrieren einer informierten
Einwilligung wird individuellen Nutzer:innen eine aufgeklirte Rechtsaus-
tibung erschwert. Einen zentralen Bereich der Digitalisierung, in dem die-
ses Spannungsfeld sich manifestiert, bieten Smart Cities. Hier verschrankt
sich die Innovationskraft algorithmischer Datenverarbeitung fir Nachhal-
tigkeits- und Verkehrsziele mit der physischen Oberfliche urbaner Erfah-
rungs- und Handlungsriume. Die Ubiquitit der erfassten Daten und die
damit einhergehenden Risiken fiir Privatheit legen eine grundlegende Re-
konzeptualisierung des Datenschutzrechts sowie eine Demokratisierung
der Technologieentwicklung — insbesondere im Bereich Kl-basierter Tech-
nologien — in stadtischen Raumen nahe.

1. Einleitung

Der Beitrag unterstreicht einen kritischen juristischen Blick auf die gel-
tende datenschutzrechtliche Personenbezugsdogmatik anhand eines Bei-
spielszenarios iber die Entwicklung intelligent vernetzter Verkehrsinfra-
strukturen. Dieses Beispiel leitet hin zu einer politikwissenschaftlich infor-
mierten Auseinandersetzung mit dem Bedarf und den Potentialen einer
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partizipativen Technologieentwicklung hinsichtlich des Ziels einer demo-
kratischen Einbettung der Digitalisierung in stidtische Infrastrukturen.!
Zunichst wird das geltende, stark auf individuelle Datensubjekte ausge-
richtete EU-Datenschutzrecht knapp vorgestellt (2.). AnschlieSend wird
diese Zentrierung auf das Individuum aus rechts- und sozialwissenschaftli-
chen Perspektiven kritisch beleuchtet (3.). Die Kritik wird daraufhin am
Anwendungsbeispiel der intelligent vernetzten Infrastruktur von Smart
Cities illustriert, um den Bedarf einer demokratischen, tber individuenzen-
trierte Datenschutzmodelle hinausgehenden Technologieentwicklung her-
vorzuheben (4.). Dadurch verlagert sich der Fokus des Textes vom Thema
der regulatorischen Gestaltung effektiven Rechtsschutzes hin zu einem
praktisch-politischen Losungsansatz des Problems auf der Handlungsebe-
ne. Zuletzt werden die Erkenntnisse zusammentfasst und ein Ausblick auf
zukinftige Herausforderungen gegeben (5.).

2. Personenbezogene Daten im Sinne der DSGVO

Der Schutz der DSGVO ist in seiner Grundkonzeption auf das Individuum
als Rechtssubjekt bezogen. Dementsprechend sind dem Verordnungstext
zufolge alle Informationen geschiitzt, ,die sich auf eine identifizierte oder
identifizierbare natirliche Person [...] beziehen.“ (Art.4 Nr.1 DSGVO)
Identifizierbar in diesem Sinne ist eine nattrliche Person, ,die direkt oder
indirekt, insbesondere mittels Zuordnung zu einer Kennung wie einem
Namen, zu einer Kennnummer, zu Standortdaten, zu einer Online-Ken-
nung oder zu einem oder mehreren besonderen Merkmalen identifiziert
werden kann, die Ausdruck der physischen, physiologischen, genetischen,
psychischen, wirtschaftlichen, kulturellen oder sozialen Identitit dieser na-
ttrlichen Person sind.“ (Ebd.).

1 Der disziplineniibergreifende Ansatz dieser Ausfithrungen ladt dazu ein, den Blick
mehr in die Breite der Auseinandersetzungen mit dem Thema des Schutzes per-
sonenbezogener Daten zu weiten, als in die Details einer einzelnen Fachdebatte
einzusteigen. Ausgangspunkt des Textes ist der Versuch, die sehr kleinteilige juris-
tische Fachdiskussion zur eher strukturellen Perspektive in der soziologischen und
politikwissenschaftlichen Literatur in Beziehung zu bringen und gegebenenfalls
aufzuzeigen, wo moglicherweise Leerstellen bleiben und Anpassungsbedarfe beste-
hen. Zugleich erméglicht das Nachdenken wber den Personenbezug von Daten
aus diesen beiden Richtungen auch eine kritische Auseinandersetzung mit den
Grenzen der jeweiligen Disziplinen.
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Im Riickschluss greift das Datenschutzrecht dementsprechend bei eini-
gen Datengruppen nicht ein. Dazu gehdren zunichst anonymisierte Da-
ten, ,,die sich nicht auf eine identifizierte oder identifizierbare natiirliche
Person beziehen, oder personenbezogene Daten, die in einer Weise anony-
misiert worden sind, dass die betroffene Person nicht oder nicht mehr
identifiziert werden kann.“ (Erwiagungsgrund 26, S. 5 DSGVO) Auch sach-
bezogene Daten sind nicht geschitzt. Dieser Begriff wird in der Verord-
nung selbst allerdings nicht definiert, sondern lediglich als Gegenbegriff
zu dem der personenbezogenen Daten verstanden. Einen Grenzfall stellen
pseudonymisierte Daten dar. Das sind gem. Art.4 Nr. 5 DSGVO Daten,
»die durch Heranziehung zusitzlicher Informationen einer natiirlichen
Person zugeordnet werden konnten.“ Bei pseudonymisierten Daten ist der
Personenbezug unter Einbeziehung aller objektiven Faktoren zu ermitteln.
Das meint im Wesentlichen das Verhiltnis zwischen dem aktuellen Stand
der Technik im jeweiligen Zeitpunkt und dem monetiren sowie zeitlichen
Aufwand, den eine Entschlisselung in diesem Lichte erfordert.

Daran zeigt sich, dass die Beziehbarkeit eines Datums auf eine natiirli-
che Person entweder aus der Aussage eines genuin als personlich verstande-
nem Charakters der abgebildeten Information heraus entstehen kann, oder
aber sich aus dem Bezug der Daten zueinander ergibt. Je nach Kontext und
den dber die Gruppenmitglieder verfigbaren Informationen kann sich die
Identifizierbarkeit Einzelner situativ stark unterscheiden.

Die Offenheit des Personenbezugsmerkmals schlagt sich im Wortlaut
der DSGVO nieder und ist maffgeblich auf ihren Ansatz der Technologie-
neutralitdt zuriickzufithren. Dieser dient dem Zweck, eine Umgehung der
Schutzvorschriften zu vermeiden, indem der Gesetzestext keine technik-
spezifischen Regelungen vorsieht, sondern das Schutzgut an sich versucht
zu konkretisieren, um auf diesem Weg sowohl analoge als auch digitale
Datenverarbeitungen unterschiedlichster Art zu umfassen. Mit dem Wort-
laut ,Fir einen Personenbezug miissen Daten einer [...] Person zuzuord-
nen sein® (Art. 4 Nr. 1 DSGVO) bietet der Gesetzestext allerdings eher eine
zirkuldre Aussage als eine tatsichlich konkretisierende Definitionshilfe.
Auch der Weg tiber Gegenbeispiele verspricht keine wirkliche Hilfe, da
der Begriff der sachbezogenen Daten lediglich negativ zu dem der perso-
nenbezogenen definiert wird. Auch fiir die Gruppe der anonymisierten
Daten wird pauschal ein nicht mehr vorhandener Personenbezug unter-
stellt. Daran zeigt sich, dass jeweils davon ausgegangen wird, dass die Per-
sonenbeziehbarkeit von Daten ein eindeutig festzustellendes Merkmal sei.
Auf diese Weise wird eine eindeutige Abgrenzbarkeit suggeriert, die sich
in der Anwendung oftmals als zirkelschliissig herausstellt.
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Selbst bei Daten, die ausschlieflich Beziige zu Gegenstinden aufweisen
oder anonymisiert sind und damit die Kehrseite eines personenbezoge-
nen Datums darstellen, kann im Wege der Kombination mit anderen
Datensatzen oder durch die Identifikation einzelner Datenpunkte oftmals
doch mit relativ hoher Genauigkeit ein spezifisches Mitglied einer Gruppe
ausgesondert werden. Zahlreiche Studien zur Re-Identifizierbarkeit von
Datensitzen einer gewissen GrofSe legen nahe, dass eine vollstindige Ano-
nymisierung in hinreichend groffen Datensitzen nahezu unmdoglich ist
(Sweeney 2000; Solove/Schwartz 2011). Statt auf diese verarbeitungsspezi-
fischen Risikolagen genauer einzugehen, fokussiert der Verordnungstext
selbst, wie oben dargestellt, auf die Frage, was natirliche Personen identi-
fizierbar macht. Diese interpretatorische Liicke wird in der Praxis durch
die Heranziehung verfassungsrechtlicher Grundsitze und Rechtsprechung
gefiille. Doch gerade diese Marker dndern sich haufig je nach Datenlage
und Situation, sodass stets ein nicht unwesentliches Risiko der Rechtsver-
letzung bleibt.

3. Kritik der individualistischen Ausrichtung des Datenrechts

Im Folgenden wird die oben dargestellten Ausrichtung des Datenschutz-
rechts auf individuelle Personen einer kritischen Prifung unterzogen. Die
Kritik bezieht sich im Wesentlichen darauf, dass eine auf sprachlicher Ebe-
ne zunichst offensichtlich scheinende Abgrenzbarkeit personenbezogener
zu nicht personenbezogenen Daten nur unzureichende Antworten auf
bestimmte kontextabhingige Auslegungsprobleme bietet.

3.1 Herausforderungen von KI und Big Data

Die bereits im Rechtstext angelegten Abgrenzungsprobleme verschirfen
sich in Fillen der Datenverarbeitung durch Machine Learning- und Big Da-
ta-Techniken. Die Zunahme sogenannter smarter Umgebungen, d.h. da-
tenintensiver Gro8systeme, die auf algorithmischer Datenverarbeitung ba-
sieren und so eine Echtzeit-Interaktion mit ihrer Umgebung ermoglichen,
werden nicht nur in privaten Kontexten (z.B. im Fall von Smart Homes),
sondern auch in der Unterhaltungsindustrie sowie dem produzierenden
Sektor (z.B. mit Smart Wearables) eingesetzt. Der Einsatz am Korper oder
einem konkreten Objekt dient meist dem Tracking und damit dem Zweck
der Optimierung bestimmter Angebote oder Ablaufe. Der Einsatz von KI-
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basierten Techniken in der Offentlichkeit kann sich auerdem regulierend
auf das Verhalten von Birger:innen im 6ffentlichen Raum auswirken und
auch gegen den individuellen Willen eingesetzt werden (z.B. im Fall des
Predictive Policing). Dieser Beitrag konzentriert sich nicht auf pradiktive
Polizeiarbeit im engeren Sinne, richtet sein Augenmerk jedoch auf Pro-
blemlagen des Einsatzes intelligenter Technologie in 6ffentlichen Rdumen
hinsichtlich des Schutzes von Privatheit und Demokratie.

Zunichst aber sollen die beiden zentralen Begriffe Big Data und Kiinst-
liche Intelligenz fir den Zweck dieses Beitrags konkretisiert werden. Big
Data kann mit einer gangigen Definition als ein Modus der Informations-
bearbeitung verstanden werden, die von einer Zunahme der Datenmen-
ge (Volume) im Vergleich zu vorangehenden Medien, gepragt ist. Dieses
Wachstum bildet sich im gesamten Lebenszyklus digitaler Daten ab, d.h.
von der Erhebung iber ihre Verarbeitung und Analyse bis hin zu ihrer Vi-
sualisierung. Dariiber hinaus wird seit geraumer Zeit seitens marktbeherr-
schender Technologieunternehmen versucht, zusatzlich die Zunahme von
Wert (Value) und Wahrhaftigkeit (Veracity) von Daten in die Definition
des Begriffs aufzunehmen (Oracle 2021). Das Merkmal der Wahrhaftigkeit
wird allerdings dabei auf die innere Schlussigkeit eines Datensatzes bezo-
gen und nicht auf eine Ubereinstimmung bestimmter Daten mit dem
Gegenstand ihrer Abbildung. Kiinstliche Intelligenz hingegen beschreibt auf
maschinellem Lernen und neuronalen Netzen basierte Anwendungen, die
in datenintensiven Umgebungen eingesetzt werden, um darin Muster und
Kategorien zu ermitteln. Ein politisches Verstandnis dieser Technologien,
soweit eine Generalisierung dessen angesichts ihrer jeweils spezifischen
Funktionsweisen tberhaupt leistbar bzw. sinnvoll ist, konzeptualisiert da-
tenverarbeitende Systeme in Offentlichen Kontexten als Infrastrukturen
(Falco 2021).

Ein hervorzuhebender Effekt des oben beschriebenen (jedenfalls quanti-
tativen) Zuwachses von datengestiitzten Infrastrukturen im 6ffentlichen
Raum ist unter anderem die dadurch deutlich vereinfachte Moglichkeit
der kleinteiligen Erfassung von Bewegungs- und Verhaltensmustern einzel-
ner Personen. Durch die Kopplung dieser Methode mit wirtschaftlichen
Anreizen entstehen die fir den digitalen Kapitalismus typischen datenba-
sierten Geschaftsmodelle (Srnicek 2017; Staab 2019). Aus der Digitalisie-
rung der Lebenswelten (Kommunikation, Handel, Verkehr, Dienstleistun-
gen, Gesundheit) ergeben sich immer engmaschigere Aggregate individu-
eller Handlungsweisen, deren Auswertung durchaus Potentiale fir die Lo-
sung gesellschaftlicher Probleme (z.B. im Gesundheitswesen) verspricht.
Dennoch sind statistische Vorhersagen dieser Art aber auch vorurteilsbelas-
tet und hédufig ungenau, was hauptsichlich auf die zugrundeliegenden
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Trainingsdatensets zurtickzufithren ist. Die immer weiter automatisierte
Datenverarbeitung ist nicht nur aufgrund ihrer Masse (3V’s) uniibersicht-
lich, sondern auch durch die programmierte Architektur und den Schutz
als Geschiftsgeheimnis meist intransparent fiir Aulenstehende. Die Funk-
tionsweise uniberwacht selbstlernender algorithmischer Systeme be-
schreibt Luciana Parisi folgendermaflen: ,,Undeterminiertheit ist hier als
ein aktives Element zu einem Teil der Berechnung geworden, indem sie
ausstellt, wie das logische Denken funktioniert, und wie die Bedeutung
von Konzepten geformt werden kann. Hier iberschneidet sich die Uber-
prifung von Hypothesen mit der Generierung hypothetischer Bedeutung,
indem Unbestimmtheit jenseits wissensbasierter Automatisierung als ein
Weg genutzt wird, um Vorhersagen zu strukturieren.” (Parisi 2018, S. 103)
Damit wird die strukturelle Intransparenz algorithmischer Datenverarbei-
tungstechniken als sog. Black Box noch durch die innere Opazitit ihrer
Funktionsweise verstarkt.

3.2. Auslegungs- und Ubersetzungsprobleme

In Bezug auf das Datenschutzrecht weist Nadezdha Purtova (2018) in einer
umfassenden Studie darauf hin, dass die technischen Entwicklungen in na-
her Zukunft eine perfekte Identifizierbarkeit ermoglichen werden. Da-
durch werde die oben dargestellte, in der DSGVO angelegte Abwagung
zwischen Deanonymisierungsaufwand und Schutzinteresse mittelfristig
obsolet. Die Autorin geht davon aus, dass durch die Digitalisierung der Le-
benswelt ein konzeptuelles Verschwimmen von vier bis dato getrennten
Sphiren zu erwarten sei, die eine von ihr als On/ife (Purtova 2018, S. 41;
vgl. auch Hildebrandt 2020, S. 6 ff.) bezeichnete Situation hervorbrichten:
Die davon betroffenen, bisher als klar abgrenzbar codierten Sphéren sind
Realitat/Virtualitdit, Mensch/Maschine/Natur, Informationsknappheit/
Informationstberfluss sowie eine von selbststindigen, statischen Entititen
und biniren Beziehungen geprigten Weltsicht hin zu einem Fokus auf In-
teraktionen, Prozesse und Netzwerke (vgl. Purtova 2018, S. 41).

Purtova zufolge hat diese Transformation der Lebenswelt zweierlei Aus-
wirkungen auf das Recht: Mit der zunehmenden Datafizierung gehe einer-
seits ein gesteigertes Schutzbedirfnis fiir Einzelne einher, wodurch die Re-
levanz eines robusten Datenschutzrechts zunichst unterstrichen wird. An-
derseits deutet Vieles darauf hin, dass die derzeitige Ausgestaltung des Da-
tenschutzrechts fir ein derart weitgreifendes Schutzbediirfnis nicht ge-
wappnet sei und daher auf absehbare Zeit zu kollabieren drohe (,system
overload®, vgl. Purtova 2018, S.72ff.). Einen der zentralen Griinde dafiir
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sicht Purtova in der weiten Definition der Personenbeziehbarkeit von Da-
ten. Im Zusammenspiel mit den erweiterten technischen Moglichkeiten
werde sich das Datenschutzrecht auf lange Sicht funktional von einem /ex
specialis zu einem lex generalis des Personlichkeitsschutzes entwickeln. Die
Vollzugskraft der DSGVO, vornehmlich in den darin festgeschriebenen
Zustiandigkeiten und Prifkompetenzen manifestiert, sei fiir Grenzfille
und hochkomplexe Technologien wie bspw. automatisierte Gesichtserken-
nung nur unzureichend geeignet (Purtova 2018, S.75).

3.3 Ausweitung der Bezugsgruppe (Group Privacy)

Eine weitere Kritik an der geltenden Zentrierung des Datenschutzrechts
auf den Schutz von Einzelsubjekten ergibt sich aus der Annahme, dass in
Prozessen algorithmischer Datenverarbeitung meist Bezugsgruppen an-
hand emergenter Kategorisierungen gebildet werden. Diese fortlaufende
Kategorisierung ermdglicht eine Steuerung in Echtzeit, indem sie tempo-
raire Merkmale wahrscheinlichkeitsbasiert gerinnen lasst und auf diese
Weise den sozialen Raum entlang der kalkulierten Vorhersagen struktu-
riert. Die im Rahmen dieses Prozesses entstehenden Bezugsgruppen sind
in ihrer Datenférmigkeit zugleich sowohl deskriptiver als auch pradiktiver
Natur (Mittelstadt 2016, S. 477). Die fortlaufende Re-Konfiguration wirkt
sich wiederum modulierend auf die zugrundeliegenden Datensitze aus.
Unter diesen Umstanden ist es fur Einzelpersonen sehr unrealistisch, effek-
tive Kontrolle iiber die jeweils Gber sich selbst im Umlauf befindlichen Da-
ten und Informationen zu erlangen (Mittelstadt 2016, S. 481). Der Umfang
der im Einzelfall verarbeiteten Daten und die Komplexitit der angewand-
ten Methoden rechtfertigen der Ansicht des Autors nach ein kollektives
Recht auf Privatheit fir ad hoc von Algorithmen gebildete Personengrup-
pen (Mittelstadt 2016, S. 485). Mit diesem Ansatz wird die subjektzentrier-
te Ausrichtung des Datenschutzrechts um eine wertvolle Perspektive der
Gruppenorientierung erginzt, welche bis dato hauptsichlich im Antidis-
kriminierungsrecht verankert war und damit anderen rechtlichen Voraus-
setzungen unterlag.

Mit einer dhnlichen Stofrichtung heben auch Mann und Matzner
(2019) die Vorteile einer Erweiterung des Datenschutzrechts um gruppen-
bezogenen Privatheitsschutz in Fallen von Kl-basierten, strukturell diskri-
minierend wirkenden Anwendungen hervor. In dem von ihnen als emer-
gente Diskriminierung bezeichneten Prozess werden durch die Heranzie-
hung komplexer und nichtreprésentativer Kategorien strukturelle Nachtei-
le fur bestimmte Nutzer:innengruppen im Zuge von Profilbildung syste-
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misch verstirkt. Da diese Profilbildung oftmals nicht gezielt erfolgt, son-
dern an implizite Merkmale anonymisierter Datensitze ankniipft, wird sie
haufig nicht vom klassischen Antidiskriminierungsrecht erfasst (Mann/
Matzner 2019, S. 7). Die Verbindung beider Rechtsregime in Form eines
kollektivistisch informierten Datenschutzrechts erscheint angesichts der
gruppenbezogenen Funktionsweisen von Kl-basierten Systemen durchaus
vielversprechend.

3.4 Auswertung des Zeithorizonts

Ein weiterer Vorschlag zur Erginzung des Datenschutzes personenbezoge-
ner Daten im konkreten Zeitpunkt ihrer Erfassung und Verarbeitung ist
das Konzept der Predictive Privacy (Mihlhoff 2021). Mihlhoff erlautert die
inhdrent diskriminierenden Funktionsweisen pradiktiver Algorithmen
und zeigt die ethischen und politischen Probleme auf, die aus diesen Vor-
hersagen erwachsen: Nicht nur negiert eine wahrscheinlichkeitsbasierte
Gleichbehandlung die Autonomie und Entscheidungsfreiheit der einzel-
nen Gruppenmitglieder, sondern sie wirkt auch langfristig in Form perfor-
mativer Effekte auf die Entscheidungsfindung Einzelner zurtick (Miihlhoff
2021, S. 13). Das hat dem Autor zufolge die Wirkung, dass ,,Predictive sys-
tems produce and stabilize precisely the kinds of social differences and ine-
qualities that they claim to merely detect in the world.” (Ebd., m.w.N.)
Diese Verzerrung, die bei der Uberbriickung der Prediction Gap - also der
Liicke zwischen einer auf Trainingsdaten basierten Wahrscheinlichkeit zu
einer auf ein konkretes Individuum gerichteten Vorhersage — entsteht, ver-
schirft noch einmal das zuvor im Anschluss an Parisi dargestellte Problem
der verzerrenden Eigendynamik algorithmischer Systeme. Die weit tber-
wiegende Anzahl der Machine Learning-Algorithmen basiert auf pradiktiver
Analytik und erfillt somit regelmaRig nicht die Voraussetzungen einer pri-
vatheitsschonenden und autonomieférdernden Datenverarbeitung. Daher
schlagt er eine Erweiterung des Datenschutzrechts auf solche Daten vor,
die aus pradiktiver Analytik hervorgehen und als Grundlage fiir weitere
Analysen dienen (Miihlhoff 2021, S. 14). Somit wire fir die Verwendung
und Verarbeitung pradiktiver Modelle ebenso eine Rechtsgrundlage oder
ausdrickliche Zustimmung der von dieser Methode betroffenen Individu-
en erforderlich, wie es derzeit fiir die Verarbeitung personenbezogener Da-
ten in allen anderen Fallen bereits notwendig ist.

Das Konzept pradiktiver Privatheit stellt gewissermaflen eine Vorstufe
der in Art. 22 DSGVO behandelten automatisierten Entscheidungsfindung
sowie des Profilings dar. Diese Norm schiitzt Rechtssubjekte davor, einer
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ausschliefSlich auf automatisierter Datenverarbeitung basierten Entschei-
dung unterworfen zu werden. Sie unterliegt jedoch engen Anforderungen,
die, um den Wirkungsbereich der priadiktiven Analytik zu umfassen, er-
weitert werden mussten. Dafiir spricht, dass aus Nutzer:innenperspektive —
insbesondere im Internet — haufig nicht klar ersichtlich ist, welche Daten
im aktuellen Zeitpunkt oder in der Zukunft verarbeitet werden, und ob
dieser Prozess rechtliche Auswirkungen im Verordnungssinne hat. Aufer-
dem sind die individuellen Reaktions- und Informationsméglichkeiten
haufig iberkomplex formuliert und fiir ein Laienpublikum kaum vermit-
telbar. Daran wird deutlich, dass Gber das Art. 22 DSGVO regulierte End-
resultat ,Entscheidung® hinausgehend bereits die im Vorfeld des Ergebnis-
ses stattfindenden pradiktiven Datenanalysen fiir einen effektiven Indivi-
dualrechtsschutz in den Blick genommen werden sollten.

3.5 Zwischenfazit

Die vorangehenden Ausfithrungen verdeutlichen aktuelle Herausforderun-
gen, denen sich das subjektzentrierte Datenschutzregime der DSGVO
durch die zunehmende Dominanz von datengetriebenen Geschaftsmodel-
len und Kl-basierten Technologien ausgesetzt sicht. Bereits die herrschen-
de Rechtslage weist Definitions- und Auslegungsprobleme auf, die auf
den Ansatz der Technologieneutralitit zurtckgefiihrt werden koénnen
und durch Zweifelsregeln sowie die pauschale Erweiterung des Anwen-
dungsbereichs kompensiert werden. Dadurch entsteht allerdings nicht die
wiunschenswerte Rechtssicherheit, sondern vielmehr ein recht instabiles
Gleichgewicht, das zeitnah in eine Uberforderung des Datenschutzregimes
oder zumindest ein Leerlaufen des Rechtsschutzes aufgrund einer uniiber-
sichtlichen, schwer zu durchdringenden Rechtslage zu kippen droht. Da-
riber hinaus erscheint im Lichte der Einwilligungsregeln, die meist fiir
Laien nur schwer bis nicht verstindlich sind sowie der hochkomplexen
Verarbeitungskonstellationen (vgl. Roffnagel u.a. 2020) eine vollstindige
Verlagerung der Zustimmungsverantwortung auf individuelle Nutzer:in-
nen nicht besonders effektiv zu sein, was einmal mehr den Mehrwert
einer Erweiterung des Datenschutzrechts mit gruppenbezogenen Rech-
ten betont. Einen ersten praktischen Schritt in diese Richtung stellt die
Moglichkeit fiir Verbraucher:innen dar, im Rahmen der EU-Verbandskla-
gerichtlinie (EU 2020/1828) auch fir DSGVO-Verstofe niedrigschwellig
entschadigt zu werden. Ebenso sinnvoll ware eine Ausweitung des Daten-
schutzrechts auf die Verarbeitungsschritte, die auf die erste Datenerfassung
und -verarbeitung folgen, um effektiven Schutz beim Einsatz pradiktiver
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Modelle zu gewihrleisten. Diese Aspekte zeigen Problemfelder auf, die
spezifisch fur datenbasierte, selbstlernende KI-Systeme sind. Sie unterstrei-
chen den Bedarf fiir technologiespezifische Datenschutzregelungen und
ein kontextsensibles Privatheitsverstaindnis (Nissenbaum 2009).

4. Anwendungsbeispiel: Partizipative Technologieentwicklung in ,Smart Cities
3.0°

Der folgende Abschnitt konkretisiert die theoretischen Ausfithrungen des
vorangegangenen Teils exemplarisch anhand der Entwicklung einer digita-
len stadtischen Infrastruktur und schlagt vor, die identifizierten Probleme
des Datenschutzrechts in ein Modell demokratischer Technologieentwick-
lung einzubetten. Diese Einbettung dient dem Zweck, die Legitimitit
konkreter technischer Losungen zu erhohen und die gesellschaftliche Sen-
sibilitdt fiir das inhédrent Politische an technologischen Infrastrukturen
zu scharfen. Nach einer einfithrenden Illustration des Themenkomplexes
anhand des Szenarios eines Planungsprozesses einer Smart City wird der
Ansatz der partizipativen Technologieentwicklung aus demokratietheoreti-
scher Perspektive eingehender beleuchtet.

Die bisherige Entwicklung sogenannter Smart Cities lasst sich in mehre-
re Generationen einteilen (Bria/Morozov 2018, S. 5). Die erste Generation
teilweise streng kritisierter Konzepte zur Digitalisierung urbaner Riume
basierte auf einem technikzentrierten, kommerziell motivierten Stadtent-
wicklungsmodell, das sich beispielsweise in Gestalt vermeintlich intelli-
genter Milleimer manifestiert hat, deren Einbettung in Abfallmanage-
ment-Systeme eher aufgrund ihrer umfassenden Uberwachungssysteme
Schlagzeilen produzierte als wegen ihrer positiven Auswirkungen auf die
Nachhaltigkeit. Ahnlich fragwiirdig sind die am Reiflbrett geplanten und
durch umfassende Public-Private-Partnerships querfinanzierten Smart Ci-
ties der zweiten Generation, wie sie das Beispiel der Megastadt Songdo in
Studkorea veranschaulicht (Halpern/Giinel 2017). Die in diesem Zuge ent-
standenen umfassenden Datensitze, auf die nur begrenzte Personenkreise
innerhalb der Betreiberfirmen oder Stadtverwaltungen zugreifen konnen,
haben dazu gefihrt, dass die datenintensive, KI-gestiitzte technische Ein-
bettung von stadtischen Infrastrukturen in Verruf geraten ist. Neue Model-
le der Smart City 3.0 versuchen diesem Schicksal entgegenzuwirken, indem
sie auf offene Daten und partizipative Modelle der ko-kreativen, birger:in-
nennahen Technikentwicklung setzen (Bria/Morozov 2018, S. 26).

Beispiele fur die dritte Generation digital souverdner Stidte sind u.a.
Wien und Barcelona, die als Inspiration fir die derzeit in Deutschland ge-
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forderten Entwicklungs- und Strategieprozesse dienen. Intelligente Stidte
sind also nicht nur paradigmatisch fiir die negativen Auswirkungen von KI
und Big Data, sondern kénnen auch als ein Erméglichungsraum fiir die
kooperationsfordernden, demokratischen Potentiale dieser Techniken ver-
standen werden. Was zunichst als planerisch- politische Herausforderung
ohne rechtlichen Bezug erscheinen mag, steht tatsichlich insofern eng in
Zusammenhang mit den oben beschriebenen Problemen des Datenschutz-
rechts, als dass die dort thematisierten Anpassungsbedarfe erst entdeckt
werden konnen, wenn die Wirkweisen von im offentlichen Raum verwen-
deten Technologien tberhaupt mit betroffenen Personengruppen bespro-
chen und reflektiert werden: Im Rahmen einer ihrem Namen gerecht
werdenden intelligenten Stadtentwicklung muss also zwangslaufig auch
auf einen passenden Rechtsrahmen und Konzepte der Datengovernance
eingegangen werden, die Freiheiten einzelner Datensubjekte schiitzen und
ausweiten.

4.1 Szenario: Entscheidungsprobleme und Ristken intelligenter Infrastrukturen

Die Ermoglichung dieser Potentiale erfordert eine Auseinandersetzung
mit zahlreichen Entscheidungen, die im Rahmen der digitalen Infrastruk-
turentwicklung in urbanen Rdumen zu treffen sind. Beispielhaft soll das
anhand eines Gedankenexperiments — dem Bau einer intelligenten Briicke
als Bestandteil einer vernetzten stidtischen Infrastruktur — illustriert wer-
den. Ein partizipativer Beteiligungsprozess konnte dafiir die Perspektiven
der durch Los bestimmten Mitglieder eines Burger:innengremiums in die
Planung und Umsetzung der Briicke einbeziehen.

Eine erste Illustration der Politizitit digitaler Technologien bietet be-
reits die Frage, welche Funktion die Briicke erfullen soll. Wihrend das
auf den ersten Blick offensichtlich scheint — Briicken dienen dem sicheren
Uberqueren von Flissen — konnten zusatzlich aber auch die Stromungsbe-
wegungen des Gewissers sensorisch aufgezeichnet und ggf. automatisierte
Warnsysteme implementiert werden, die den Verkehr bei drohender Ge-
fahr, z. B. durch einen ansteigenden Wasserspiegel, in Echtzeit umleiten.

Die technischen Mdglichkeiten sind auch fiir die Einbindung der Bri-
cke in die Sicherheitsarchitektur der Stadt relevant. Nicht nur die Steue-
rung des Stralenverkehrs liegt hier als Bezugspunkt nahe, sondern auch
der Einsatz Kl-basierter Techniken zur Uberwachung des offentlichen
Raums sowie zahlreiche Herausforderungen des automatisierten Fahrens.
Die damit einhergehenden Fragen und Probleme sollten vor einer Imple-
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mentierung steuernder Systeme breit angelegten Beteiligungsprozessen zu-
gefiihrt werden.

Im Bereich der Nachhaltigkeit kdnnte eine intelligente Briicke beispiels-
weise durch Predictive Maintenance, d.h. automatisierte Wartungsprozesse,
Vorteile fir Umwelt und Stadtgesellschaft bewirken. Ebenso konnte ein
intelligentes Nachhaltigkeitsmanagement eine Verschaltung der Briicken-
nutzung mit anderen Ressourcen bedeuten, was den Erhalt und Betrieb
wiederum in Abhingigkeit zu anderen Finanzierungsposten des Systems
bringen wiirde. Dartiber hinaus konnte eine solche Briicke auch die Was-
serqualitat des Flusses messen, die verarbeiteten Daten auswerten und auf-
bereiten und ggf. sogar den Sauerstoffgehalt des Wassers in Reaktion auf
die Befunde beeinflussen.

Die Vielfalt dieser Struktur- und Funktionsentscheidungen hingt eng
mit Entscheidungen tber die Gestaltung der Datenarchitektur bzw. der
Datengovernance zusammen (vgl. Micheli u. a. 2020). Dabei geht es um
die Frage, welche Daten auf welche Weise und an welchem Ort gespei-
chert und verarbeitet werden sollen, die Bestimmung der gewiinschten
Verarbeitungsweise sowie die Bemessung angemessener Loschfristen. Zur
Vermeidung von Datensilos, d.h. isolierten, nur eingeschrankt interopera-
blen Datensitzen in privater oder 6ffentlicher Hand, sind mehrere Model-
le denkbar und mittlerweile im stidtischen Kontext auch gut erprobt. Das
Datenmanagement in sog. Datenpools, Datenkooperativen oder Treuhén-
dermodellen ist zentraler Gegenstand des aktuellen Entwurfs der EU-Kom-
mission zum Data Governance Act (2020/767 final). In der Suche nach
einem passenden Modell sollten alle beteiligten Stakeholder und Akteure
einbezogen werden — nicht zuletzt, um einen angemessenen Privatheits-
schutz zu gewihrleisten. Diese Einbeziechung von Betroffenen ergianzt die
Durchfihrung einer Datenschutz-Folgeabschatzung durch Expert:innen
und Offnet nicht nur den Raum fiir eine kritische Auseinandersetzung,
sondern fordert im Fall einer erfolgreichen Umsetzung auch die Akzep-
tanz in der Bevolkerung.

Diese beispielhafte Darstellung liefe sich noch fortfithren, insbesondere
hinsichtlich der Einbettung einzelner Bausteine in komplexere digitale
Infrastrukturen eines ganzen urbanen Systems. Fur alle hier angedeuteten
Felder sind datengestiitzte und Kl-basierte technische Verfahren essenti-
ell, damit sie einen funktionalen Mehrwert generieren und das jeweils
erwunschte Wissen produzieren konnen. Ob die im Einzelnen adaptierten
Losungen tatsichlich das Pradikat der Intelligenz verdienen, lsst sich al-
lerdings nicht allein anhand der Anzahl digitalisierter Prozesse oder der
Menge der erhobenen Daten bestimmen. Vielmehr ist ihr gesellschaftli-
cher Mehrwert im Einzelnen abhingig von einer sinnvollen und robusten
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Einbettung in bestehende Systeme, wozu auch die bereits vorhandenen
menschlichen Ressourcen zu zihlen sind. Ein fir soziale und politische
Strukturen und Arbeitsprozesse blinder Solutionismus droht, die negati-
ven Auswirkungen intelligenter Infrastrukturen auf den Schutz von Privat-
heit und individueller Autonomie zu verstarken.

Privatheitsrisiken im Bereich der Planung, Entwicklung und Umset-
zung intelligenter Stidte entstehen zunichst, wenn sie maf§geblich der
Privatwirtschaft tberlassen werden. Offentliche Trager allein verfigen
aber bislang nur selten dber die finanziellen Mittel oder die Expertise,
technologische Innovationen in einem mit dem privaten Sektor vergleich-
baren Tempo und Ausmaf§ zu entwickeln. Die Auswirkungen der derzeit
in der Umsetzung befindlichen EU-Gesetzgebung zum digitalen Binnen-
marke kdnnten, sofern der Balanceakt zwischen Innovationsférderung und
Rechtsicherheit gelingt, durchaus positive Schwerpunkte fir eine gemein-
wohlorientierte Datenwirtschaft setzen.

Ein zweifelhafter Riickschluss aus dem Privatisierungsdilemma konnte
hingegen darin liegen, dass der Staat sich am besten selbst um die im Rah-
men der Smart City-Infrastrukturen erfassten Daten kiimmern solle. Aber
auch diese Forderung bietet Anlass zu Bedenken: Immer umfangreichere
Uberwachungspraktiken werden unter den Schutzzweck der offentlichen
Sicherheit subsumiert und in der bereits angesprochenen pradiktiven Poli-
zeiarbeit umgesetzt. Das allseitige Risiko einer Uberwachung von unter-
nehmerischer und staatlicher Seite sowie durch Biirger:innen untereinan-
der in datafizierten Gesellschaften bietet Anlass zu der beunruhigenden
Frage, wer eigentlich vor wem zu beschiitzen ist (Bachle 2016, S. 182).

An dieser Stelle lohnt ein Rickblick an die zuvor ausgefithrte Kritik der
Zentrierung des geltenden Datenschutzrechts auf personenbezogene Daten.
Fir nahezu alle Daten, die von der im obigen Szenario beschriebenen in-
telligenten Briicke erfasst und verarbeitet werden, liefen sich bereits aus
der Verbindung weniger Datenpunkte mafigeschneiderte Profile und Vor-
hersagen erstellen. Hinzu kommt, dass auch eine Anonymisierung die
Moglichkeit der Profilbildung und Aussonderung Einzelner nie vollstin-
dig eliminiert. Gleichzeitig ist eine wirksame Einwilligung in derart um-
fassende Datenerfassung und -verarbeitung in offentlichen Riumen nur
schwer konstruierbar. Technische Losungen, die fiir die beschriebenen
Probleme bereits entwickelt sind und eingesetzt werden, sind Privacy En-
hancing Technologies oder dezentrale Speicherungs- und Verschlisselungs-
16sungen auf der Ebene der Datengovernance. Art.25 DSGVO (Daten-
schutz durch Technikgestaltung und durch datenschutzfreundliche Voreinstellun-
gen) verankert ihre Implementierung im Verordnungstext. Eine verpflich-
tende Umsetzung dieser beiden Standards konnte das Datenschutzniveau
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deutlich erhohen. Eine aktive Auseinandersetzung mit den Schutzgehalten
und Risiken der technischen Losungen im Einzelnen findet auf der Ebene
der auftraggebenden Stelle mit der verpflichteten Durchfithrung einer Da-
tenschutz-Folgeabschitzung (Art. 35 DSGVO) bereits hiufig statt. Diese
Auseinandersetzung konnte aber im Rahmen einer demokratischen Tech-
nologieentwicklung weitergefihrt werden, indem die Frage danach, wel-
cher Schutz im jeweiligen Kontext tiberhaupt gebraucht bzw. gewinscht
wird, an den weiteren Betroffenenkreis gestellt wird. In dieser Auseinan-
dersetzung kreuzen sich die beiden hier eingenommenen Perspektiven:
Partizipative Gestaltungsformate stellen oftmals einen geeigneten Raum
dar, um zivilgesellschaftlichen Einschitzungen tber Risikolagen, den da-
raus entstehenden Konstellationen zu schitzender Rechtstriger:innen so-
wie der Dauer der jeweiligen Datenschutzvorkehrungen in die Entwick-
lung einzubeziehen.

Eine Antwort auf die Frage, wer vor wem zu schiitzen ist, verbirgt
sich im Kontext der Datenverarbeitung und den spezifischen Eigenschaf-
ten der jeweils angewandten Technologien. Zugrunde liegt dem immer
der Gedanke, dass die subjektiven Entscheidungsmoglichkeiten Einzelner
moglichst umfassend erhalten werden sollten, damit nicht vorrangig ver-
meintlich objektive, datengestiitzte und auf korrelativen Modellen beru-
hende Analysen als Grundlage fir die Gestaltung offentlicher Riume und
die darin implementierten Steuerungslogiken herangezogen werden. Die-
ser Ansatz ist auch an die von der EU-Kommission jiingst vorgeschlagene
risikobasierte KI-Regulierung anschlussfihig.

4.2 Demokratische Technologieentwicklung fiir intelligente Stidte

Die im vorigen Teilabschnitt verdeutlichten politischen und gesellschaftli-
chen Effekte digitaler Infrastrukturen intensivieren also den politischen
Entscheidungsdruck nicht erst im Zeitpunkt ihres Einsatzes, sondern be-
reits wihrend ihrer Planung und Entwicklung. Dadurch wichst der Bedarf
einer demokratischen Auseinandersetzung mit dem Design intelligenter
Technologien, um ihren normativen Wirkungen im Rahmen eines inte-
grativen und gemeinwohlorientierten Digitalisierungsprozesses Rechnung
zu tragen.

Demokratische Technologieentwicklung beschreibt eine offentliche
Auseinandersetzung mit den regelnden und steuernden Wirkungsweisen
der eingesetzten Technik auf individuelle und kollektive Handlungs- und
Autonomieraume. Das muss nicht bedeuten, dass im Sinne umfassender
Transparenzanforderungen jedes einzelne technische Detail eines Systems
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fiur die Gesamtbevolkerung erklarbar gemacht werden muss. Vielmehr
ist eine Sensibilisierung daftir, wann und auf welche Weise individuelle
Entscheidungen von algorithmischen Systemen tiberschrieben bzw. einge-
schrankt werden, erforderlich, um tberhaupt ausmachen zu kénnen, in-
wiefern die konstitutionelle Ordnung durch sie unter Druck gerit und wie
damit umzugehen ist (Miller-Mall 2020).

Modelle der kooperativen Stadtentwicklung finden sich in planungs-
rechtlichen Beteiligungsverfahren, die durch Methoden des in der Tech-
nologieentwicklung seit den 70er Jahren etablierten Participatory Design
erginzt werden konnen. Dabei wird das Wissen der Akteure, die von einer
konkreten Technologie betroffen sind, fiir den Technikentwicklungspro-
zess fruchtbar gemacht. Praktisch bedeutet das die gemeinsame Auseinan-
dersetzung von Nutzer:innen und Entwickler:innen mit den zu lésenden
Problemen, verfigbaren Ressourcen und technischen Méglichkeiten. Im
Kontext einer Smart City kann das z.B. in Stadtlaboren und anhand von
modellhaften Prototypen geschehen. So fillt die Ermittlung konkreter
Potentiale und Risiken von Technologien fiir das Gemeinwesen leichter
(Williams 2020) und erginzt die Einschiatzungen von Expert:innen, bei-
spielsweise in der Form von Datenschutz-Folgeabschitzungen, um wert-
volles Wissen. Auf das Datenschutzrecht bezogen bedeutet es, dass die
oben illustrierten individuellen und kollektiven Interessen beziiglich be-
stimmter Datenverarbeitungsvorginge besser verstanden, eingeordnet und
bewertet werden konnen. Statt die Abwigung einzelner Belange in den
vermeintlich objektiven Raum einer algorithmischen Black Box zu verle-
gen, deren Funktion in erster Linie auf die proprietiren Gewinninteressen
grofler Technologieunternehmen zugeschnitten ist, kann im Rahmen von
Beteiligungsverfahren erforscht und herausgearbeitet werden, an welchen
Stellen der Einsatz von Kiinstlicher Intelligenz tberhaupt gesellschaftlich
erwiinscht ist, und wo eine manuelle bzw. menschlich gesteuerte Verarbei-
tung vorzuzichen ist (Keymolen/Voorwinden 2020). So wird tberhaupt
auch erst ein Design for all, also eine inklusive Technologie- und Stadtent-
wicklung méglich. Die Funktionen von Systemen wie der datengestiitzten
Briicke miissen also von iterativen, diskursiven Prozessen begleitet werden.
Das ist ohne offene Daten, wirksamen Personlichkeitsschutz und freie
Software nicht moglich, die damit einen zentralen Bestandteil jedes demo-
kratischen Datenmodells bilden sollten.
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S. Fazit und Ausblick

Die hier skizzierten theoretischen Gedanken und methodischen Ansitze
lassen sich mit deliberativen und experimentellen Ansitzen der Demokra-
tietheorie verbinden. Viele der aktuell in der Umsetzung befindlichen
Smart City-Strategien greifen auf gemeinwohlorientierte Methoden zurtick
und haben sich damit bereits in der praktischen Umsetzung positiv be-
wihrt. Eine demokratische Nutzung von KI erfordert im Kontext dffentli-
cher Infrastrukeuren also sowohl eine Kollektivierung von (Privatheits-)Ri-
siken als auch eine diskursive Verankerung im Gemeinwesen. Die Bedeu-
tung des ersten Aspekts fiir die Nutzung von Kinstlicher Intelligenz ist
nicht zu unterschitzen, um eine mit Privatheitsinteressen vertragliche In-
novation zu gewihrleisten. Partizipative Methoden an sich werden noch
nicht die im ersten Teil des Beitrags herausgearbeiteten strukturellen
Probleme des Datenschutzrechts zu lésen vermogen. Dennoch ist eine ge-
meinwohlorientierte, inklusive Auseinandersetzung mit den Schutzmog-
lichkeiten und -modalititen des Datenrechts eine essentielle Komponente
der Einbettung digitaler Infrastrukturen in demokratische Gemeinwesen.
Wihrend eine Monopolisierung von Daten in privater oder offentlicher
Hand nicht in der Lage ist, das erwiinschte Maf§ an gesellschaftlichem
Vertrauen in datafizierte offentliche Riume hervorzubringen, bieten die
hier vorgestellten Ansétze dafiir essentielle Experimentierriume und Ein-
flussmoglichkeiten.
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