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Introduction

The renaissance of artificial intelligence (AI) in the last decade can be cred-
ited to several factors, but chief among these is the ever-increasing avail-
ability and miniaturization of computational resources. This process has
contributed to the rise of ubiquitous computing via popularizing smart de-
vices and the Internet of Things in everyday life. In turn, this has resulted
in the generation of increasingly enormous amounts of data.

The tech giants are harvesting and storing data on their clients’ behavior
and, at the same time, introducing concerns about data privacy and pro-
tection. Suddenly, such an abundance of data and computing power, which
was unimaginable a few decades ago, has caused a revival of old and the
invention of new machine learning paradigms, like Deep Learning.

Artificial intelligence has undergone a technological breakthrough in var-
ious fields, achieving better than human performance in many areas (such
as vision, board games etc.). More complex tasks require more sophisticated
algorithms that need more and more data. It has often been said that data
is becoming a resource that is more valuable than oil; however, not all data
is equally available and obtainable. Big data can be described by using the
“four Vs”; data with immense velocity, volume, variety, and low veracity. In
contrast, small data do not possess any of those qualities; they are limited
in size and nature and are observed or produced in a controlled manner.

Big data, along with powerful computing and storage resources, allow
“black box” Al algorithms for various problems previously deemed unsolv-
able. One could create Al applications even without the underlying expert
knowledge, assuming there are enough data and the right tools available (e.g.
end-to-end speech recognition and generation, image and object recogni-
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tion). There are numerous fields in science, industry and everyday life where
AT has vast potential. However, due to the lack of big data, application is not
straightforward or even possible. A good example is Al in medicine, where
an Al system is intended to assist physicians in diagnosing and treating
rare or previously never observed conditions, and there is no or an insuffi-
cient amount of data for reliable Al deployment. Thus, both big and small
data concepts have limitations and prospects for different fields of applica-
tion. This paper' will try to identify and present them by giving real-world
examples in various Al fields.

Although the concept of non-human intelligence is as old as early hu-
manity and can be witnessed in thousands of gods and mythological crea-
tures, the idea of a machine capable of acting and behaving like a human
being originated as early as antiquity. Mythical beings and objects were im-
bued with the ability to have intelligence and wisdom, and to be emotional.
Throughout history, we have witnessed many attempts to create mechani-
cal (much later also electrical) machines (such as the “automaton” Talos, the
brazen guardian of Crete in Greek mythology) relatively successful in imi-
tating human abilities. From early attempts to formalize human-level intel-
ligence, cognition, and reasoning, from early antique on through medieval
philosophers and up to 17-century scholars, the physical symbol system
hypothesis (PSSH) (Russell/Norvig 2009) laid the foundation of modern Al
Later, in the 20™ century, advances in mathematics, especially logic, proved
that any form of mathematical reasoning could be automated despite its
limits.

The birth of Al as a modern research discipline is considered to be in
the 1950s, when scientists from different research fields started to articulate
the idea of the artificial brain.Since then, progress in Al has been primar-
ily determined by technological developments and varying public interests.
Because of unrealistic expectations, the field survived two “Al Winters.” How-
ever, recent advances in computer science, particularly in machine learning,
fueled by ever-increasing computing and storage performance, has led to
an astronomical increase in research studies and previously unimaginable
achievements. Artificial intelligence is increasingly becoming part of people’s
everyday lives and is achieving, in some respects, superhuman abilities. This
has sparked some old and some new fears about the ethics and dangers of
artificial intelligence.

1 The article was finished in March 2021.

hittps://dol.org/10.14361/9783839457320-006 - am 13.02.2028, 21:48:24.



https://doi.org/10.14361/9783839457320-006
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Limits and Prospects of Big Data and Small Data Approaches in Al Applications

To define artificial intelligence, we should first explain human intelli-
gence. Finding a simple definition of human intelligence is seemingly im-
possible. In Legg et al. (2007), the authors succeeded in compiling 70 infor-
mal definitions, which is, as far as we know, the most extensive and most
referenced collection thus far. The definitions could be nuanced into a more
straightforward and a more general one: “Intelligence is a very general men-
tal capability that, among other things, involves the ability to reason, plan,
solve problems, think abstractly, comprehend complex ideas, learn quickly
and learn from experience.” (Gottfredson 1997)

Artificial intelligence could be categorized as one strictly demonstrated
by machines (Artificial General Intelligence), such as that implemented in
Unmanned Aerial Vehicles (UAV), autonomous driving systems or remote
surgery. The second one imitates bio-inspired natural intelligence (Artificial
Biological Intelligence) as in humans (humanoid robots) and animals (evolu-
tionary algorithms, artificial neural networks, immune systems, biorobotics
and swarm intelligence).

For a long time, the central paradigm to solve general artificial intelli-
gence problems was the symbolic approach, known as “good old-fashioned
AI” It was mainly based on the idea that intelligence can be emulated by
manipulating symbols. The principal methodologies were based on formal
logic or pure statistics (neat) and anti-logic (scruffy). The most prominent
example of the latter is ELIZA, the first natural language processing (NLP)
program. Without any formal knowledge, ad-hoc rules and scripts were op-
timized by humans until human-machine-like conversational behavior was
achieved.

With the emergence of larger and more affordable computing mem-
ory necessary to store knowledge, Al scientists started building knowledge-
based expert systems in the form of production rules, e.g. a sequence of “if-
then” statements. Symbolic Al failed to fulfill expectations, primarily due to
the combinatorial explosion, scalability and the fact it was only successful in
solving very simple rather than real domain problems. It slowly faded into
the first Al winter triggered by the Lighthill report (McCarthy 1974), which
lasted until the 1980s. Approaches based on cybernetics and brain simula-
tion experienced a similar fate, having been abandoned even earlier in the
1960s.

Consequently, in that period, other approaches appeared that were not
based on symbolic reasoning and specific knowledge representations. Em-
bodied intelligence in robotics (from control theory) promotes the idea that
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body aspects, such as perception and movement, are required for higher in-
telligence. Furthermore, soft computing approaches (such as fuzzy systems
and evolutionary algorithms) provide approximate solutions for problems
that are deemed unsolvable from the point of view of logical certainty.

Statistical AI employs sophisticated mathematical apparatuses, including
information and decision theory (Bayesian), hidden Markov models (HMM)
and artificial neural networks (ANN), achieving better performance in many
practical problems without the need for semantic understanding of the data.
The shift from symbolic to statistical-based Al was a consequence of its
limitations, and it is considered to be diverting away from explainable AL

It is worth mentioning that the advances also influenced the appearance
and disappearance of different information technology paradigms. Larger
and more affordable computer memory enabled knowledge-based expert
systems. The development of digital electronic components such as metal-
oxide-semiconductors (MOS) and very-large-scale integration (VLSI) pro-
vided even more computational power, which led to a revival in artificial
intelligence neural networks.

Artificial Neural Networks

The computational model for artificial neural networks appeared in the 1940s
and was a biologically inspired attempt to replicate how the human brain
works. The basic units are the artificial neurons which can be organized
and interconnected in various ways and topologies. The artificial neuron
represents a simple mathematical function where multiple inputs are sepa-
rately weighted, summed and passed through a threshold to activate one or
more other neurons. In this sense, an artificial neural network represents a
directed weighted graph (Guresen/Kayakutlu 2011).

There are many ways that ANNs could be organized using different types
of neurons and various connectivity patterns of neuron groups (layers). Com-
monly, ANNs have zero or few (shallow) or more hidden layers (deep) be-
tween the input and the output layer, where extremes like a single (e.g.
perceptron) and unlayered networks are also possible. An artificial neural
network is known as “feed-forward” when each neuron in a layer connects
to all of (fully connected) or a group of neurons (pooling) from the previous
layer. Other connectivity patterns are also possible, such as fully recurrent
neural networks, Hopfield networks, Boltzmann machines and self-organiz-
ing maps (SOM).
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The network parameters, such as connection weights, bias and activation
thresholds, are estimated in a learning or training process. Sample observa-
tions in the form of input data with the corresponding desired outputs are
necessary for supervised learning. The network’s parameters are adapted to
minimize the difference between the expected and the predicted outcomes.
The difference is quantified with a loss or cost function and backpropagated
to compute the gradient of the weights. The procedure is repeated, either
with stochastic (each input produces weight change) or batch (accumulated
error in a batch of inputs produces the weight change) learning mode until
the desired accuracy is reached, or there is no more improvement observed
in the loss function (Goodfellow et al. 2016).

Deep Learning

ANNs have had a complicated history since the very first emergence of
the concept. The hype cycle for this technology is atypical, with many ups
and downs. The initial excitement about the perceptron (1957) disappeared
quickly because only linear separability was possible; this was mitigated with
the multilayer perceptron (1969), which again raised expectations. However,
this lasted only until the appearance of support vector machines (1998),
which provided better performance than ANNs while also boasting better
theoretical background and understandability.

Things changed again in 2006 after overcoming crucial numerical is-
sues, like the problem of “vanishing” or “exploding” gradients. Due to the
availability of more powerful computers, it was suddenly feasible to use ar-
chitectures with increased numbers and sizes of hidden layers (deep neural
networks), capable of outperforming the support vector machines (SVMs)
in many different classification tasks (Temam 2010). Deep neural networks
(DNN) are architectures with many hidden layers made of different cell types
that can be combined and provide better data representation (Schmidhuber
2015). For instance, convolutional layers could accept external multidimen-
sional data (e.g. images), learn the distinctive features and pass their output
to the recurrent layers to capture spatial or time dependencies, which will
serve the output to a fully connected layer to classify the image into one of
the expected categories (e.g., cats or dogs).

The size of such architectures quickly increased from thousands to bil-
lions of trainable parameters, making the training quite challenging (Rajb-
handari et al. 2019) while providing a significant increase in classification

hittps://dol.org/10.14361/9783839457320-006 - am 13.02.2028, 21:48:24.

9


https://doi.org/10.14361/9783839457320-006
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Ivan Kraljevski, Constanze Tschépe, Matthias Wolff

performance. Just to mention a few notable examples in the field of NLP,
there are the Bit-M (Kolesnikov et al. 2019) with 928M, Megatron-LM from
NVIDIA (Shoeybi et al. 2019) with 8.3B, Turing-NLG from Microsoft (Rasley
et al. 2020) with 17B and GPT-3 from OpenAl (Brown et al. 2020) with 175B
parameters. The latter, which is considered the largest artificial language
model, was dwarfed by the Google Brain team model, which has a stagger-
ing 1.6 trillion parameters (Fedus et al. 2021).

The training and optimizations of large and performant models have
many implications. First, there is the financial costs to train such a model.
The costs can range from a couple of thousand to several million dollars
(e.g. for the 350GB large Open AI GPT-3 model, the costs are around $12M).
Second, there is an issue with the availability of proper computing infras-
tructure. Supercomputers with multiple instances of specialized hardware
(GPUs and TPUs) are not affordable or accessible to most AI communities
(researchers, startups and casual enthusiasts). Third, one must consider the
levels of energy and power consumption. Strubell et al. (2019) showed that
the yearly power consumption of the tech giants equals that of the entire
United States, whereas on a global level, 3-7% of electrical energy is con-
sumed by computing devices (Joseph et al. 2014). About 50% of the electrical
energy consumption in data centers is used only for cooling (Meijer 2010). In
turn, energy and power consumption directly influence the carbon dioxide
footprint. For instance, the carbon emissions (CO, emission in 1bs.) to train
one model on a GPU with tuning and experimentation (78,468) surpasses the
average annual emissions of two cars (36,156 per car) (Strubell et al. 2019).

Finally, we come to the data that is collected, processed and stored in
data centers, data that are in a reinforcing loop with deep learning. Deep
learning requires an abundance of data for the training of large models. On
the other hand, the tremendous growth of generated data allows applying
even more complex algorithms and creating even larger models, which, when
used in consumer devices or similar appliances, in turn generates even more
data.

The Data

The “digital transformation” and the advances in computing and communi-
cation technology are the driving factors for data creation and consumption
growth. Only in the last two years, more data was created than in the previ-
ous entirety of human history. The most recent Global DataSphere forecast
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published by IDC predicts more than 59 zettabytes of data creation and con-
sumption in a year, doubling the amount of two years before and surpassing
that of the previous 30 years together (Volske et al. 2021).

In so-called “Surveillance capitalism” (Zuboff 2015), consumer devices’
users voluntarily provide sensitive data to the tech giants in return for free
applications and services, not fully aware that their behavioral data is trans-
formed into a commodity. The data security and data protection aspects
are regulated in most countries, like the General Data Protection Regulation
(EU) law in European Union. Despite that, in recent years, there have been
numerous breaches committed by the tech corporations, where personal
data was used for social media analytics in business intelligence or political
marketing (notable cases involve AOL, Facebook and Cambridge Analytica).

The value of data and the ability to govern data in an organization is
considered an essential asset. Nowadays, almost no business decision could
be made without valuable knowledge extracted from a waste amount of
structured or unstructured data. On the other hand, there are still areas
where the volume and data collection rate are the opposite of what we have
described. Natural and technological processes that last long and have lower
dynamics provide data at a much slower rate. Therefore, applying artificial
intelligence in such cases requires substantially different approaches than
those relying on an abundance of data.

Artificial Intelligence Applications

We would like to illustrate the recent advances in artificial intelligence with
examples where Al achieved near-human and superhuman abilities. Those
achievements are a direct result of having sophisticated machine learning
algorithms, computational power, and of course, a vast amount of data. Ac-
cording to Haenlein and Kaplan (2019), there are three evolutionary stages
of Al, namely artificial narrow intelligence — ANI, artificial general intelli-
gence — AGI and artificial super intelligence — ASI and three different types
of Al systems: analytical Al, human-inspired Al and humanized Al
Although the big corporations (such as Google or Tesla) are revolution-
izing the ways in which artificial intelligence interacts with humans and
the environment, all the existing solutions could be described as “Weak AI”
(artificial narrow intelligence). In distinction to general Al (AGI), weak Al
strives to solve a specific task. In its essence, it is just a sophisticated algo-
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rithm responding to sensory inputs or user behavior. We usually see those
in everyday life, in our smartphones, smart home devices, personal assis-
tants. They are merely machine learning algorithms that adapted themselves
and improved their skills according to user’s feedback and behavior. Such
systems are not getting smarter by themselves, and their usability and pre-
diction performance always depend on the available data. For instance, a
personal voice assistant can learn the speech and language specificities of
its user. However, it cannot handle requests that are not foreseen or easily
understand a new dialect or language. Although deep learning and big data
contributed to ANI achieving impressive results in some application areas,
closing in on or even surpassing human abilities, currently, we are still far
from developing an AGI (Fjelland 2020).

When comparing artificial intelligence with human abilities, there were
two events in recent human history in which AI competed against humans
in zero-sum games, that have drawn the whole world’s attention and focus
on Al The first event that gained broader public attention was the chess
computer Deep Blue's (IBM) match against the reigning world champion
in chess in 1997, Garry Kasparov. Playing chess better than humans was
always considered one of the “Holy Grail” milestones in AI. Chess requires
everything that makes up human intelligence: logic, planning and creativity.
A computer beating a human would prove the supremacy of Al over human
abilities. Using supercomputer power with custom-build hardware (Hsu et
al. 1995) to allow evaluation of millions of possible moves in a second, the
machine won only one game in the tournament. Although Deep Blue, being
merely a fine-tuned algorithm that exhibits intelligence in a limited domain
(Hsu 2002), was nothing like AI nowadays, it passed the chess Turing test,
which was a historic moment.

Almost twenty years afterward, in 2017, a similar event took place. Al-
phaGo (DeepMind), a computer that plays the game Go, beat a human pro-
fessional player on equal terms. Go is considered much more difficult for
computers to play against humans because of the almost infinite combina-
tions of board positions and moves. Traditional approaches, such as heuris-
tics, tree search and traversal (Schraudolph et al. 1994), applied for chess
were not applicable in this case. Neither would a pure deep learning ap-
proach be feasible due to the data requirements to train a network for all
the possible outcomes. Instead, an algorithm that combines tree search tech-
niques (Monte-Carlo) with machine learning was devised. Historical games
(30 million moves from 160,000 games) were used for supervised training
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and computer self-play for reinforced learning of “value networks” for board
position evaluations and “policy networks” for move selection (Silver et al.
2016).

Although trained to mimic human players, during the famous game 2
in the match against the professional Korean Go player Lee Sedol, AlphaGo
made the famous move 37 (Metz 2016), considered by Go experts as a “unique”
and “creative” move that no human player would play. That emerged from
the algorithm’s underlying objective to maximize the probability of winning,
regardless of the margin, even losing some points, in contrast with human
players. That showed that AlphaGo exhibited Al-analytical rather than hu-
man-inspired Al abilities. The original AlphaGo system went through several
transformations. It was further developed into MuZero (Schrittwieser et al.
2020), an algorithm that can learn to play games without knowing the game
rules and achieved superhuman performance in Atari Games, Go, Chess and
Shogi.

Natural Language Processing

Natural Language Processing is another milestone in the advancements to-
wards AGIL. With the greater human dependency on computers to commu-
nicate and perform everyday tasks, it is gaining more attention and impor-
tance. NLP is one of the most prominent and widespread areas where ANI
excels, and there are many examples of NLP in action in our everyday lives
at home or work.

NLP allows machines to understand human language conveyed by spo-
ken and written words or even gestures, which are tremendously diverse,
ambiguous, and complex. It is quite problematic for the NLP to achieve
near-human performance due to the nature of language itself, with many
obstacles in the form of unstructured language data, less formal rules and
a lack of a realistic context.

NLP solutions are employed to analyze a large amount of natural lan-
guage data to perform numerous tasks in different applications: written text
and speech recognition and generation; morphological, lexical and relational
semantics; text summarization, dialogue management, natural language
generation and understanding, machine translations, sentiment analysis,
question answering and many, many others. Despite the recent advances,
language processing is still presented with plenty of unsolved problems.
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NLP shares a history timeline with Al in its progression from sym-
bolic, statistical approaches to the recent neural and deep learning-based
approaches (Goldberg 2016). The revival of neural networks in the form of
deep learning, along with the ever-increasing availability of unstructured
textual online content (big data), propelled research in NLP, introducing
new algorithms and models (Young et al. 2018).

It is pretty challenging to build a state-of-the-art NLP model from
scratch, particularly for a specific language domain or task, due to the
lack of the required and appropriate data. Therefore, transfer learning by
leveraging extensive and generalized pre-trained NLP models is the typical
approach to solve a specific problem by fine-tuning a dataset of a couple of
thousand examples which saves time and computational resources.

The pre-trained NLP models opened a new era, and we will mention
some of the most recent state-of-the-art (SotA) models that can close the
gap to human performance in many different NLP tasks. The Bidirectional
Encoder Representations from Transformers or BERT (Devlin et al. 2018)
developed at Google is an enormous transformer model (340M parameters)
trained on a 3.3-billion-word corpus not requiring any fine-tuning to be ap-
plied to specific NLP tasks. The Facebook Al team introduced RoBERTa (Liu
et al. 2019) as a replication study of BERT pretraining with more data, bet-
ter hyperparameters and training data size optimizations. To anticipate the
continuous growth of the models’ size, the need for computational resources
and to provide acceptable performance for downstream tasks (chatbots, sen-
timent analysis, document mining, and text classification), the A Lite BERT
(ALBERT) architecture was introduced by Google (Lan et al. 2019). XLNet
was developed by the researchers at Carnegie Mellon University, which has
a generalized autoregressive pretraining method that outperforms BERT on
tasks like question answering, natural language inference, sentiment anal-
ysis and document ranking (Yang et al. 2019). The OpenAl GPT-3 model
(Brown et al. 2020) is an up-scaled language model surpassing in size the
Turing-NLG (Rosset 2020), which aims to avoid fine-tuning (zero-shot) or
at least to use a few-shot approach. It is an autoregressive language model
with 175B parameters and trained on all-encompassing data that consist of
hundreds of billions of words.

All the top-performing NLP models created by the tech giants have in
common their data-hungry complex deep learning architectures, trained on
supercomputing systems with thousands of CPUs and GPUs (TPUs), con-
sequently creating colossal models. Despite breaking records in numerous
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benchmarks, they are still making trivial mistakes (e.g. in machine transla-
tion); therefore, SotA NLP models are yet to close the gap on the AGI.

Speech Technologies

NLP applications have been present for a long time, but the arrival of vir-
tual personal assistants with Al technology brought the Al experience much
closer to ordinary users. Smart personal assistant technology encompasses
many Al-capable technologies, and its increasing adoption and popularity
are due to the recent advances in speech technologies.

The first modern smart assistant is Siri (Apple), which appeared in 2011
on the smartphone as standard software. Google introduced its personal as-
sistant Google Assistant (2016), a follower of Google Now, and recently Google
Duplex, which can communicate in natural language and became famous
for demonstrating robocalling to a hair salon (Leviathan/Matias 2018). A few
years later, after the appearance of Siri, Al personal assistants went main-
stream when Amazon introduced Alexa Echo, a smart loudspeaker. Alexa
is capable of voice interaction, understanding questions and queries and
providing answers, controlling smart home systems and many other skills
whose number is steadily increasing thanks to the large developer commu-
nity. Microsoft’s voice assistant Cortana has also become a standard feature
on their Windows operating systems. Recognizing and understanding hu-
man speech and interacting in a human voice are considered Al benchmarks
to be mastered on the route towards AGI.

Automatic speech recognition (ASR) has a long history. Like NLP, its
crucial milestones correspond with Al's general advances, but practical and
widespread application has been possible only for the last two decades.
The technology experienced breakthroughs, rapidly dropping the word er-
ror rates, capitalizing on deep learning and big data. Suddenly, a massive
amount of speech data became available, as consumers using voice queries
provided already quasi-transcribed speech in many different styles and en-
vironments.

For deep learning, the paradigm “There is no data like more data” (Bob
Mercer at Arden House 1985) is the key to success. Now it is possible to
train end-to-end speech recognition systems with raw speech signals as in-
put and the transcriptions in the form of a sequence of words as outputs.
During training on tens of thousands of hours of speech, the neural network
model learns the optimal acoustic features, phono-tactic and linguistic rules,
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syntactic and semantic concepts. There is no need for algorithms, linguis-
tics, statistics, error analysis, or anything else that requires human expertise
(black-box approach) as long as there are enough data.

The current SotA speech recognition systems demonstrate impressive
performance on standard recognition tasks (Librispeech, TIMIT). The most
recent framework from the Facebook research team, the wavavec 2.0
(Baevski et al. 2020) (trained on 960 hours of speech), achieved a word-
error-rate (WER) of 1.8/3.3 percent on “test-clean/other” of Librispeech and
phoneme-error-rate of 7.4/8.3 percent on “dev/test” on TIMIT. In Zhang et
al. (2020), WERs o0f 1.4/2.6 percent on the LibriSpeech test/test-other sets are
achieved. Such impressive results are achieved on standard speech corpora
in restricted conditions, domain, and language, and cannot necessarily be
directly translated to real-world situations. The study (Georgila et al. 2020)
shows that the current SotA of off-the-shelf speech recognizers perform
relatively poorly in domain-specific use cases under noisy conditions. In
summary, it thus appears that despite the impressive achievements, speech
recognition technology has yet to close the gap, and it is expected to pass
the Turing test for speech conversation in 40 years (Huang et al. 2014).
However, history has already proven that this could happen much sooner
than expected.

Computer Vision

Computer vision (CV) is a field where, like no other, some of the Al challenges
are considered to be completely solved. Improvements in the CV hardware
in terms of computing power, capacity, optics and sensor resolutions paved
the way for high-performance and cost-effective vision systems (cameras,
sensors and lidar) to consumer devices. Coupled with sophisticated video-
processing software and social networks, the smartphone becomes the ideal
crowd-sourcing platform for generating image and video data. Traditional
CV methods were replaced with end-to-end systems that, like speech recog-
nition, avoided the need for expert analysis and fine-tuning while achieving
greater accuracy in most of the tasks (O'Mahony et al. 2019).

The traditional CV task is image recognition, where the objective is to
recognize, identify or detect objects, features and activities. The image recog-
nition finds the 2D or 3D positions of an object and classifies it in some cat-
egory. On the other hand, identifying an object also recognizes a particular
instance (such as a person’s face or a car license plate). Simultaneously, de-
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tection provides information on whether some object or condition is present
or not in the observed scene (anomalies in manufacturing industries, med-
ical conditions, obstacles detection), which could also be consistently rec-
ognized and identified. Other major CV tasks are motion analysis (same
as image recognition but over time), scene reconstruction (extracting a 3D
model from the observed scene) and image restoration (such as denoising,
upscaling, colorization).

The SotA deep learning algorithms for image recognition use convolu-
tional neural networks (CNNs), leveraging the increase in computing power
and data available to train such networks (Krizhevsky et al. 2012). Since
2011 (Ciresan et al. 2011), CNNs have regularly achieved superhuman results
in standard computer vision benchmarks (MNIST, CIFAR, ImageNet), which
influence industry (such as health care, transport and many other areas). Im-
ageNet (Deng et al. 2009) is the database commonly used for benchmarking
in object classification (Russakovsky et al. 2015). It consists of millions of
images and object classes. Currently, the new state-of-the-art top-1 accu-
racy of 90.2% on ImageNet (Pham et al. 2020) is achieved by the method
of pseudo labels. A pre-trained teacher network generates pseudo labels on
unlabeled data to teach a student network, and it is continuously adapted
by the student’s feedback, which generates better pseudo labels.

There are various CV applications, like image super-resolution (Grant-
Jacob et al. 2019), face and image recognition in consumer devices, search
engines and social networks. In healthcare, medical image analysis, such as
MRI, CT scans and X-rays, allows physicians to understand and interpret im-
ages better by representing them as 3D interactive models. Autonomous ve-
hicles, like UAV, submersibles, robots, cars and trucks, employ many of com-
puter vision's general tasks. Many car producers already offer autonomous
driving as a feature in their products despite it being far from perfect. Hu-
man pose and gesture recognition finds application in real-time sports and
surveillance systems, augmented reality experience, gaming and improving
the life of hearing and speech impaired people (sign language recognition).
In agriculture, CV is used in farm management, animal and plant recogni-
tion, and in monitoring and predictive maintenance in the manufacturing
industry, in the military for battle scene analysis, assisting law enforcement,
education and many others. All in all, however, it must be noted that even
if CV achieves human capabilities in pattern matching, it still cannot ex-
tract and represent the vast amount of human experience to understand the
whole context and the hidden object dependencies.
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Healthcare

There are so many Al applications in healthcare and medicine that it would
be impossible to mention all of them in the space given. Advancements of Al
in healthcare are among the most beneficial uses to humankind and recently
gained more attention with focused research and development in combating
the COVID19 pandemic.

Al in healthcare has a long history; it has been strongly influenced by
the discoveries and advances in medicine and computing technology in the
last fifty years. Deep learning enabled the replication of human perceptual
processes by natural language processing and computer vision. Computing
power resulted in faster and better data processing and storage, leading
to an increase in electronic health record systems, which offer the required
security and privacy level. In turn, this made the data necessary for machine
learning and Al in healthcare affordable and available, a prerequisite for
rapid advancement in this area.

Al can transform the healthcare industry and make it more personal,
predictive and participatory. However, the greatest challenge for Al is en-
suring its adoption in daily clinical practice. For now, its potential has pri-
marily been demonstrated in carefully controlled experiments, and few of
the Al-based tools (medical imaging) have been approved by regulators for
use in real hospitals and doctors’ offices (Davenport/Kalakota 2019).

Many Al-enabled technologies are applicable in healthcare. The core ap-
plications can be divided into: disease diagnostics and treatment, medical
devices, robotic-assisted surgery, medical imaging and visualization, admin-
istrative tasks, telemedicine, precision medicine and drug discovery (Rong
et al. 2020). However, the most promising area of application is clinical data
management, which aims to provide better and faster health services. Some
examples are: collection, storing and mining of medical records in the form
of demographic data, medical notes, electronic records from medical de-
vices, physical examinations, clinical laboratory and image data (Jiang et al.
2017). With NLP, it is possible to analyze a massive amount of unstructured
medical data, even entire healthcare systems, and discover unknown and
hidden patterns in medical condition diagnostics, therapies and drug treat-
ments, creating insights for healthcare providers in making better clinical
decisions.
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Limits and Prospects of Big Data and Small Data

As already presented in the previous section on major Al applications, deep
learning advances are the main driving force of Al technology. However, re-
cently it has become apparent that deep learning has its limitations. The crit-
ical voices lately raised the concern that we face another Al winter, primarily
due to Al scientists’ and companies’ unrealistic and ambitious promises. Be-
sides that, since deep learning and Al have a significant influence on our
lives and societies, the question of understanding the underlying principles
and limitations becomes ever more critical. We need to understand how
deep learning works and, when it fails, why it failed. For instance, some
Al systems achieved the superhuman ability to recognize objects. However,
even a slight divergence from the training data renders the predictions un-
usable. Deep learning models can recognize an image because they learned
not the object, but other features, such as the background. In other appli-
cations, like face recognition, the results are strongly biased against minor-
ity groups and gender because they were not part of the training data, and
s0 on.

The main issue is that given enough (big) data, the deep learning neural
network always tries to find the simplest possible solution to the problem; no
matter the task, it just might find a “shortcut” solution (Geirhos et al. 2020).
One solution is to provide even more data that include adversarial examples.
Another is to combine symbolic AI with deep learning by introducing hard-
coded rules (hybrid systems), which are as good as the data or the expertise
they are based on.

On the other hand, Al must learn from less data, as we humans do. In
some cases, employing deep learning would be overkill, as the traditional
machine learning techniques can often solve a problem much more effi-
ciently. Therefore, it is essential to challenge the “black-box” approach in
deep learning and understand the underlying principles, providing inter-
pretable and explainable AL

Big vs. Small Data

One of the drawbacks of using Al algorithms is the need and consumption
of an enormous amount of data. In many real-world use-cases, employ-
ing data-driven AI methods is not feasible because of the limited amount of
available data. The desired accuracy is not achievable due to various datasets’
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constraints, mainly when they are high-dimensional, complicated or expen-
sive. An example would be time-consuming data collection where a specific
industrial system does not produce enough data in a foreseeable period to
train an Al system. Also, in personalized medicine (Hekler et al. 2019), big
data approaches are impossible. All such cases are considered examples of
“small” as a counterpart to “big” data. So far, we have shown that most state-
of-the-art Al applications would not be possible at all if there were no big
data.

To define small data (Kitchin/McArdle 2016), we shall first present def-
initions of big data (Boyd/Crawford 2012; Hilbert 2016) and try to give the
complementary definitions of the big data attributes while keeping in mind
that there will be substantial overlap without a clear distinction between
them. Although there is no consensus in the interpretation of definitions of
big data (Ward/Barker 2013; Favaretto et al. 2020) showed that most of their
interviewees agreed on the following: “Big Data are vast amounts of digital
data produced from technological devices that necessitate specific algorith-
mic or computational processes to answer relevant research questions.”

Most small and medium enterprises deal with little and highly structured
data. These could be in the form of transaction logs, invoices, customer sup-
port or business reports and email communications. The volume of such data
is relatively small, mostly averaging a few GBs. To get business intelligence
from such data by machine-learning requires smart approaches that are
suitable for small data. Most of the definitions about data encompass big
data’s key properties, which are popularly described by the “Vs” attributes.
It started with the 3 “Vs” and quickly escalated to more than a few dozen
(McAfee et al. 2012; Patgiri/Ahmed 2016).

The “Vs"

The first definition of big data according to the 3 “Vs” appeared in 2001
(Laney et al. 2001), with Volume, Variety, Velocity, and later was expanded
by IBM to include Veracity. Additional to these four fundamental “Vs”, many
others appeared over the years, further enhancing the definitions of big data
properties. Here, we will mention only the most prominent ones and try to
contrast them against small data traits:

«  Volume. This attribute presents the sheer quantity of the data, where the
volume contains various data types. Social networks, e-commerce, IoT
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and other internet services or applications generate vast data that tra-
ditional database systems cannot handle. By contrast, in small data, the
volume is much smaller, making it easily accessible and easy to under-
stand. For instance, think of an Excel table containing production figures
in a company that are easily readable and interpretable by the CEOs.
Velocity. This represents data generation rate (such as from the Internet
of Things, social media), analysis and processing to satisfy specific stan-
dards or expectations. The data flow is massive and continuous. As an
illustration, the velocity of big data can be expressed by the velocity of
the data produced by user searches in real time. For instance, Google
processes more than “80,000 search queries every second”,* and these
figures have already become obsolete while you were reading this para-
graph. On the other hand, the small data accumulation is relatively slow,
and the data flow is steady and controlled.

Variety. Big data comes as structured, semi-structured and unstructured
data with any combination of these, such as in documents, emails, texts,
audio and video files, graphics, log files, click data, machine and sensor
data. In contrast, small data is structured and in a well-defined format
collected or generated in a controlled manner (tables, databases, plots).
Veracity. This attribute of big data refers to quality, reproducibility and
trustworthiness. Reproducibility is essential for accurate analysis, and
veracity refers to the provenance or reliability of the data source, its
context, and the importance of the analysis based on it. Knowing the
veracity of the data avoids risks in analysis and decisions based on the
given data. The quality of big data cannot be guaranteed. It can be messy,
noisy and contain uncertainty and errors, meaning that rigorous valida-
tion is required so that data can be used. Small data, on the other hand,
is produced in a controlled manner. It is less noisy and possesses higher
quality and better provenance.

Value. The value of data is hard to define; usually, it denotes the added
value after producing and storing the data, involving significant financial
investments. The data is more valuable when various insights can be
extracted and the data can be repurposed. It has a lower value when it
has limited scope and cannot be reused for different purposes, which
mostly corresponds with small data collected for a specific task.

2

www.worldometers.info

hittps://dol.org/10.14361/9783839457320-006 - am 13.02.2028, 21:48:24.



https://doi.org/10.14361/9783839457320-006
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

132

Ivan Kraljevski, Constanze Tschépe, Matthias Wolff

Validity. This is another aspect of veracity. It is the guarantee for data
quality, authenticity and credibility. It indicates how accurate and cor-
rect the data is for the intended use. Big data has quantity which almost
always results in a lack of quality. In such cases, substantial effort is nec-
essary to preprocess and clean the data before it can be used at all. Con-
sistent data quality, standard definitions and metadata are small data
qualities because they are defined before the collection process begins.
Variability. This characteristic refers to the fact that the meaning of the
data can continuously be shifting depending on the context in which
they are generated, which is in contrast to inflexible generation, as is
the case in small data.

Volatility. Data durability determines how long data is considered valid
and how long it should be stored before it is considered irrelevant, his-
torical or no longer valuable. Due to the volume and the velocity, this
attribute is getting more important because it is directly related to stor-
age complexity and expenses. Because of that, small data is inheritably
easier to handle and could be archived much longer.

Viability. The data should reflect the reality of the target domain and
the intended task. The entire system could be fully captured, or of just
being sampled. Using relevant data will provide robust models that are
capable of being deployed and active in production. As we already saw,
there are many examples where Al applications fail due to the mismatch
of the training data and actual real data. Big data originate from broad
and diverse sources, and it is not always possible to filter out domain-
specific information. For instance, an NLP system built on textual con-
tent arising from popular books will fail in tasks where medical records,
which are difficult to collect due to patient privacy protection concerns,
are supposed to be processed.

Vulnerability. While any security breach in systems storing big data has
enormous consequences (e.g. leaked credit card numbers, personal ac-
counts information), the damage is relatively low and limited in the case
of small data.

Visualization. Because of the technical challenges in storage and comput-
ing resources, different approaches must make the big data’s insights
visible and understandable. Simple charts, graphs and plots suitable for
small data are not feasible for exploratory analysis in big data because of
the volume and the number of data points with complex relationships.
It is necessary to decrease data size before actual graphical rendering,
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feature extraction and geometric modeling can be implemented. It is
possible to employ clustering, tag clouds and network diagrams for un-
structured data, correlation matrices, heat maps, treemaps, histograms,
box, whisker plots, etc. (Olshannikova et al. 2016).

« Virality. This describes how quickly the data is spread or broadcasted
from a user and picked up and repeated by other users or events.

«  Viscosity. This is a measure of how difficult it is to work with the data,
and it could be described as the lag between the data occurrence and
the following conversion from data to insights. It appears primarily due
to different data sources, integration of data flows and the subsequent
processing phase.

. Versatility. This describes the extensionality and scalability of the data,
adding or changing new attributes easily and rapidly expanding in size,
against the data which is difficult to administer and have limited exten-
sionality and scalability.

«  Vagueness. This concerns the interpretation issues with the results being
returned. The meaning of the produced correlations is often very un-
clear and misinterpreted as causation. Regardless of how much data is
available, better or more accurate results are not possible. Small data has
the advantage that it is easier to interpret and comprehend by humans,
making it less prone to misinterpretations.

«  Vocabulary. This is the ontology or the language used to describe an anal-
ysis’s desired outcome, specific definitions and relationships with other
terms. Big data has complex and unknown relationships; consequently,
the employed ontology to describe these intricacies is complex.

«  Venue. This refers to different locations and arrangements where data
is processed, like multiple platforms of various owners with different
access and formatting requirements. It could be distributed in a cloud
(data warehouses, data lakes) or locally at the customers’ workstations.

We can summarize all the big data traits and provide a more straightfor-
ward definition of them as “Enormous amount of rapidly generated and un-
structured data that is too complex for human comprehension.” Whereas,
in contrast, a popular explanation of small data has been given as “data
that connects people with timely, meaningful insights (derived from big
data and/or ‘local’ sources), organized and packaged — often visually — to be
accessible, understandable, and actionable for everyday tasks.” (Small Data
Group 2013).

hittps://dol.org/10.14361/9783839457320-006 - am 13.02.2028, 21:48:24.

133


https://doi.org/10.14361/9783839457320-006
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/

Ivan Kraljevski, Constanze Tschépe, Matthias Wolff

In the end, there are complex relationships between big and small data
where no clear line could be drawn. Big data could simultaneously be small
data and vice versa. Small data could always be extracted from big data, it
could become big data by extending it, or it can exist independently (Huang/
Huang 2015).

Approaches to Big and Small Data

As no clear line can be drawn between big and small data, the same applies
to choosing the approaches for handling and processing the data. Which
method should be selected depends strongly on the data properties (see
the Vs), the specific objective, the intended application task or problem.
Sometimes, having a good sample of small data and applying traditional
machine learning paradigms provide better results than employing big and
noisy data with deep learning. Some expert knowledge and expertise are
still necessary to make the right choice. Also, defining simple guidelines
that consider the common traits of small data could help provide answers.
Here, AI will play a more critical role in discovering an appropriate machine
learning approach (AutoML) for a given problem (He et al. 2021).

The data attributes, some of which are already known before the collec-
tion or acquisition, some of which are discovered in the exploratory anal-
ysis phase, implicitly define the appropriate methodology. Common issues
with small data could be identified according to the above-mentioned “V”-
attributes as unlabeled, insufficient data, missing data, rare events and im-
balanced data.

Unlabeled data are, by some of their attributes (volume, velocity and ve-
racity), closer to big than small data. On the other hand, they exhibit small
data properties like limited scope, weak relationality and inflexible genera-
tion. Insights of unlabeled data are unknown; the data contain a variety of
novel outputs. Processing and analyzing unlabeled data require substantial
effort involving organizational, technical and human resources. That is even
more pronounced in specific tasks because the data type and acquisition are
restricted to the task.

Insufficient amount of data. This is the most common case in small data.
The data volume is relatively small and limited due to expensive collection
(Krizhevsky et al. 2009) or generation and the low velocity or creation rate.
However, sometimes the data are abundant but with low veracity, where the
data points are not capturing the domain sufficiently. With insufficient data,
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the features cannot be well discriminated and standard machine learning
algorithms cannot provide proper modeling. The data are complete and fully
labeled; however, due to the small number or to the low veracity of the data
points, the boundaries between the target categories are less defined, and
the ML algorithms will not generalize well for unseen data.

Missing data. Data can be missing due to technical issues during data
collection (e.g. sensor failure) or human factors, e.g. flawed experimental
or data collection procedure. It can also be interpreted as missing feature
values or missing class samples. Preprocessing, consolidation or generation
of missing samples or attributes is required to utilize such data.

Rare events. Rare or low probability events, known as outliers or anoma-
lies, differ from the noise that arises from the random variance. They could
result from natural variations, system behavior changes, faulty measure-
ment equipment or foreign origin. Due to a large amount of “normal” data,
detecting rare events or anomalies is usually relevant for big data and its
property of veracity. However, very few and occasional observations contain
valuable information of high interest for the intended task; hence, data with
anomalies also fit the definition of small data.

Imbalanced data. Even when sufficient data exist, the data count with
the desired features could be minimal because of uneven and non-uniform
sampling of the domain. Therefore, the approaches usually applied in big
data would be unacceptable and not provide the expected performance level.
In many real-world applications, the minority class is more important be-
cause the information of interest belongs to this class, such as medical di-
agnostics, detection of banking fraud, network intrusion and oil spills.

Conclusions

We have tried to identify and present the limitations and prospects of big
and small data by providing real-world examples and presenting SotA in dif-
ferent Al applications, which has led us to the following results: In the era
of big data, small data is gaining more significance. Small data approaches
promote AI's democratization, where small and medium enterprises can
create tailored Al solutions without the need for massive data storage and
computing infrastructure. Often, small data is a result of big data mining
and analysis, transformed into smart data, which is more accessible, in-
terpretable, actionable and provides the distilled insights of the big data.
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The sheer volume of small data restricts many recent SotA approaches in
machine and deep learning, indicating suitable algorithms for small data,
combining expert knowledge with the black box approaches into hybrid Al
systems. Looking forward, it seems clear that Al is developing towards a
system able to learn and create an efficient AI system for the given data and
tasks, which could open up machine learning and Al to non-experts.
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