A. Sachverhalt

I Projekt Generatives Sprachmodell fiir die deutsche Justiz (GS]-Projekt)

Gegenstand des Auftrags ist die Erstellung eines Gutachtens iiber daten-
schutz- und urheberrechtliche Fragen im Kontext der Entwicklung eines
generativen Sprachmodells fiir die deutsche Justiz (GSJ-Projekt) mit einem
Fokus auf konkrete Use-Cases.

Von der Begutachtung umfasst sind die folgenden Use-Cases betreffend
die Richterschaft bzw. der Richterschaft zuarbeitende Personen!, wobei die
Use-Cases jeweils auf einer Eingabeaufforderung und einem Eingabekon-
text aus einer konkreten Akte aufbauen:

(1) die Erstellung einer tabellarischen Gegentiberstellung der Sachver-
haltsdarstellungen in Zivilsachen (in der Praxis zundchst Miet- und
Verkehrssachen) der Parteien mit einer Klassifikation in ,strittig/un-
strittig®. Diese tabellarische Gegeniiberstellung soll auf einen entspre-
chenden Wunsch des Benutzers hin auch relativ zu einer gewdhlten
Anspruchsgrundlage kontextuell erfolgen konnen;

(2) die Vorformulierung des textuellen Sachverhaltsabschnitts eines Urteils
auf der Basis der Streitstrukturierung, gegebenenfalls mit weiterem
Input der Richter zur Beweiswiirdigung;

(3) die Erstellung eines Zeitstrahls in der Anwendung, der sowohl Ereig-
nisse des Sachverhalts als auch Prozesshandlungen umfasst.

Ein zentrales Forschungsziel des zu begutachtenden GSJ-Projekts ist die
Priifung, wie sich das Training eines Sprachmodells mit groflen Mengen
deutscher Gerichtsurteile und Aktenausziige (hier vornehmlich Schriftsétze
von Parteien, Gerichtsbeschliisse) auf die Performanz des Sprachmodells
in bestimmten Textgenerierungsaufgaben aus dem Justizalltag auswirkt.
Zum Zweck der automatisierten Anonymisierung von Urteilen und Akten-
ausziigen steht im GSJ-Projekt ein von der Universitit Erlangen-Niirnberg
entwickeltes Software-Tool zur Verfiigung (Erlanger Tool).

1 Aus Griinden der besseren Lesbarkeit wird auf die gleichzeitige Verwendung der
Sprachformen mainnlich, weiblich und divers (m/w/d) verzichtet. Die verwendete
Sprachform orientiert sich im Folgenden grundsitzlich an der im Gesetz vorgegebenen
Sprachform.
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A. Sachverhalt

Die im Rahmen des GSJ-Projekts verwendeten Gerichtsentscheidungen
und Aktenausziige entstammen insbesondere dem Miet- und Verkehrs-
recht. Demgegeniiber sind von der Verwendung ausgeschlossen — insbeson-
dere - sensible Verfahrenskategorien (z.B. Strafrecht, Arzthaftungssachen
und Verfahren vor den Familiengerichten).

Das GSJ-Projekt wird durch das Bayerische Staatsministerium der Justiz
und durch das Ministerium der Justiz des Landes Nordrhein-Westfalen
(zusammen Ministerien) geleitet. Die Professur fiir Legal Tech von Herrn
Professor Matthias Grabmair an der TUM School of Computation, In-
formation and Technology fithrt in Zusammenarbeit mit dem Lehrstuhl
fiir Biirgerliches Recht, Handels- und Gesellschaftsrecht, Arbeitsrecht und
Europdische Privatrechtsentwicklung an der Universitdit Kéln von Frau
Professorin Barbara Dauner-Lieb (zusammen: ausfithrende Stellen) im
Auftrag der Ministerien das Training des Sprachmodells durch, um den an-
schlieflenden Einsatz des trainierten Sprachmodells durch die Ministerien
bzw. die Justiz zu ermdglichen. Im Rahmen des GSJ-Projekts iibernehmen
die ausfithrenden Stellen eigenstindig die technische Umsetzung und fiih-
ren nach eigenem Ermessen gegebenenfalls das Debugging oder Testldufe
durch. Die ausfithrenden Stellen verwenden die erhaltenen Datensétze nur
nach Weisungen der Ministerien und insbesondere nicht fiir eigene For-
schungszwecke.

Im Rahmen des GSJ-Projekts anonymisieren die Ministerien zundchst
mittels des Erlanger Tools die Gerichtsentscheidungen sowie Aktenausziige
eigenstindig oder durch die ausfithrenden Stellen als Auftragnehmer. Die
(teil-)anonymisierten Gerichtsentscheidungen und Aktenausziige werden
sodann fiir das weitere KI-Training verwendet.

IL Tatséchliche Annahmen — Thematische Aus- und Eingrenzungen

Der rechtlichen Begutachtung liegen die folgenden tatsédchlichen Annah-
men sowie Ein- und Ausgrenzungen des Untersuchungsgegenstandes zu-
grunde.

Nicht zum Gegenstand der Untersuchung werden insbesondere ge-
macht:

« die technische Priifung der Anonymisierungsanforderungen, auch und
gerade im Hinblick auf den Einsatz des Erlanger Tools. Die Untersu-
chung dient vielmehr der Herausarbeitung der rechtlichen Maf3stibe
und der Uberpriifung der Einhaltung rechtlicher Anforderungen auf der
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II. Tatscchliche Annahmen — Thematische Aus- und Eingrenzungen

Grundlage technischer Annahmen und zur Verfiigung gestellter Sachver-
haltsinformationen;
die Priifung der Use-Cases anhand der KI-VO.

Das Erlanger Tool erzielt:

mit Blick auf Gerichtsentscheidungen einen Recall, d.h. einen Anteil
erfolgreich anonymisierter Merkmale von allen zu anonymisierenden
Merkmalen eines Texts innerhalb einer Kategorie, in einem Spektrum
von 94-96 % fiir eindeutig identifizierende Merkmale bzw. Kennungen,
wie etwa Namen und Anschriften natiirlicher Personen;?

mit Blick auf die iibrigen Informationskategorien (z.B. Daten zum Pro-
zessablauf, Aktenzeichen und Gerichtsort) einen Recall in einem Spek-
trum von 68-96 %;?

mit Blick auf Aktenausziige vergleichbare Recall-Werte, wobei sich auf-
grund der abweichenden Struktur und aufgrund von Digitalisierungs-
defiziten (z.B. betreffend handschriftlicher Anmerkungen) geringere Re-
call-Werte ergeben konnen.

Signifikante Abweichungen bei den jeweiligen Recall-Werten, die sich im
Laufe der weiteren Evaluation des Erlanger Tools ergeben, konnten gegebe-
nenfalls neue Beurteilungen erfordern.

Es wird unterstellt, dass:

den Ministerien die Gerichtsentscheidungen und Aktenausziige rechtma-
lig von den Gerichten {ibermittelt worden sind;

die Zusammenarbeit der Ministerien im Allgemeinen rechtlich zuléssig
ist.

Die Verordnung (EU) 2025/327 iiber den europdischen Gesundheitsdaten-
raum, die beispielsweise Patientenkurzakten umfasst, bleibt fiir die Begut-
achtung aufSer Betracht.

2 Adrian et al., in: Adrian/Kohlhase/Evert/Zwickel, Manuelle und automatische Anony-

misierung von Urteilen, S. 188-189, 194, 196 1.

3 Adrian et al., in: Adrian/Kohlhase/Evert/Zwickel, Manuelle und automatische Anony-

misierung von Urteilen, S. 188-189, 194, 196 ff.
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A. Sachverhalt

III. Technische Grundziige des Sprachmodells und spéteren KI-Systems

Die technischen Grundziige eines Sprachmodells (auch: Large Language
Model oder KI-Modell) auf Basis neuronaler Netze wurden bereits vielfach
dargestellt.* Diese Untersuchung beschrankt sich daher zunéchst auf eine
Kurzdarstellung der wesentlichen Grundlagen und Begrifflichkeiten, die,
wo dies erforderlich und angezeigt ist, im Laufe der Begutachtung vertieft
wird.

Das Sprachmodell wird auf Grundlage eines Trainingskorpus an vorbe-
arbeiteten Ausgangstexten trainiert.> Diese Vorbearbeitung umfasst mehre-
re Schritte, in deren Rahmen es zur Erstellung weiterer digitaler Kopien der
Ausgangstexte und Anderungen an den Ausgangstexten und deren Format
kommt.® Sodann werden im Rahmen des Trainings im weit verstandenen
Sinne’ allfillige Zeichenketten (sog. Token, dhnlich den Silben eines Wor-
tes)® und deren typische, wahrscheinliche Beziehung zueinander ermittelt
und in eine mathematische Reprisentation tiberfithrt. Mit dieser mathema-
tischen Reprisentation des Modells werden die sog. Gewichte oder Para-
meter auf mehreren Ebenen (sog. layers) bezeichnet.® In einem Modell
sind somit wahrscheinlichkeitsbasierte, mathematische Représentationen
verschiedener Zeichenketten gespeichert.

Der Einsatz eines Sprachmodells! erfordert eine Schnittstelle (z.B. in
Verbindung mit einer Benutzeroberflache), die ein Teil des sog. KI-Sys-
tems!! ist. Das KI-System nimmt Eingabeaufforderungen (sog. Prompts)
einschliefilich eines Eingabekontexts (z.B. einer Verfahrensakte) entgegen,
stellt einen einleitenden Befehl voran (den sog. System Prompt), bringt die

4 Dornis/Stober, Urheberrecht und Training generativer KI-Modelle, S.23ff.; Pesch/
Bohme, MMR 2023, 917 (918 £); T. Radtke, ZGE 17 (2025), 1 (5 ff).

5 Im Uberblick zum Training International Working Group on Data Protection in
Technology, Working Paper on Large Language Models (LLMs), S.11ff.; etwa Bech-
er/Berkhin/Freeman, in: Ramakrishnan/Stolfo/Bayardo/Parsa, S. 424.

6 Shalev-Shwartz/Ben-David, Understanding machine learning, S. 228 ff.

7 D.h. einschliefilich eines Pre-Trainings und Fine-Tunings, s. z.B. Devlin et al., BERT:
Pre-training of Deep Bidirectional Transformers for Language Understanding.

8 Z.B. ,B-uch-staben-ket-ten nach dem Tokenizer fiir ChatGPT-4o, https://platform.o
penai.com/tokenizer.

9 Naveed et al., A Comprehensive Overview of Large Language Models, S. 2.

10 S. auch grundlegend zu Mechanismen der sog. Transformer-Architektur Vaswani et
al., Attention Is All You Need.

11 S. hierzu auch die Definition eines KI-Systems in Art. 3 Nr.1 KI-VO sowie eines KI-
Modells in Art.3 Nr. 63 KI-VO. Danach zeichnet ein Modell insbesondere aus, dass
es ,in eine Vielzahl nachgelagerter Systeme oder Anwendungen integriert werden
kann'.
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III. Technische Grundziige des Sprachmodells und spéteren KI-Systems

gesamte Eingabe in ein geeignetes Format und {ibergibt die umgewandelten
Daten an das Sprachmodell.

Das Sprachmodell fithrt auf Grundlage der Eingabe und der trainierten
Gewichte als Multiplikatoren einzelner, numerisch représentierter Aspekte
der Eingabe verschiedene Berechnungen durch und liefert sodann tiber das
KI-System eine wahrscheinlichkeitsbasierte Textausgabe zuriick. Abhangig
von verschiedenen Faktoren einschliefllich der sog. Temperatur-Einstellung
kann die Ausgabe kreativer ausgestaltet werden, indem fiir die generierte
Ausgabe nicht nur die jeweils wahrscheinlichsten Zeichenketten aneinan-
dergereiht, sondern zufillig Zeichenketten mit geringerer Wahrscheinlich-
keit genutzt werden. Diese Ausgaben kénnen teilweise in Abhéngigkeit von
der Eingabeaufforderung mit Ausziigen aus dem Trainingskorpus iiberein-
stimmen. Ferner konnen die Ausgaben auf Basis der Trainings- und Einga-
bedaten auch zu unzutreffenden Aussagen fithren (sog. Halluzinationen)."?

Sowohl auf Ebene der Eingabe als auch der Ausgabe konnen durch das
KI-System zahlreiche Beschrankungen vorgesehen werden. Beispielsweise
kann die Eingabe derart beschriankt werden, dass der Nutzer des KI-Sys-
tems nur eine Auswahl unter mehreren Eingabeaufforderungen treffen
kann. Ein- und Ausgabe konnen auflerdem durch einfache oder fortschritt-
liche Filter (vor-)bearbeitet werden,"® bevor die Eingabe sodann an das
Sprachmodell bzw. die Ausgabe an den Nutzer tibergeben wird.

12 Etwa Wachter/Mittelstadt/Russell, R Soc Open Sci 11 (2024), 240197; Seemann, Kiinst-
liche Intelligenz, Large Language Models, ChatGPT und die Arbeitswelt der Zukunft,
S.28.

13 Z.B., indem (reguldre) Ausdriicke ersetzt werden oder die Ausgabe durch ein weiteres
KI-System auf das Vorliegen identifizierender Merkmale tiberpriift wird, hierzu Moos,
CR 2024, 442 (450).
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