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Verlasslichkeit von Inhaltsanalysedaten

Reliabilitétstest, Errechnen und Interpretieren von Reliabilitédtskoeffizienten
ftr mehr als zwei Codierer

Steffen Kolb

Der Beitrag untersucht die Abhéngigkeit von Reliabilititskoeffizienten von der Anzahl
der Codierer. Da alle gingigen Reliabilititskoeffizienten auf paarweisen Ubereinstim-
mungs- (Holsti, Scotts Pi, Cobens Kappa) oder paarweisen Abweichungsbestimmungen
(Krippendorffs Alpha) beruben, ergeben sie bei mebr als zwei Codierern keine ver-
gleichbaren Werte fiir Studien mit unterschiedlichen Codiererzahlen. Dariiber hinaus
beleuchtet der Beitrag die theoretisch bzw. methodologisch fragwiirdigen Ergebnisse von
Reliabilititsberechnungen bei gleicher Codiererzahl (grofler als zwei): Alle gangigen Re-
liabilititskoeffizienten sind tendenziell hoher, wenn sich Febler in wenigen Fillen hin-
fen. Diese konnen als systematische Febler bezeichnet und anf ein unpréizises Codebuch
zuriickgefiihrt werden. In gingigen Reliabilititsberechnungen werden also Studien, die
systematische Febler anfweisen, besser bewertet als solche, in denen ,nur“ unsystemati-
sche, d. h. vereinzelte Fehlcodierungen vorkommen. Um diese Probleme zu iiberwinden,
schligt der Beitrag einen neuen Reliabilititskoeffizienten fiir nominalskalierte Daten
vor, der sowohl auf einer fiir unterschiedliche Codiererzablen vergleichbaren Berech-
nung beruht als anch das Problem der Feblerhinfungen siberwindet und somit die Ver-
gleichbarkeit von Reliabilitéitsberechnungen fiir Studien mit unterschiedlichen Codie-
rerzablen streng genommen erst herstellt.
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1. Problemstellung

Bedingt durch das wissenschaftstheoretische Ideal der Intersubjektivitit bzw. intersub-
jektiven Nachvollziehbarkeit! muss jede wissenschaftliche Studie reproduzierbar sein
oder besser gemacht werden?. Dies soll dazu fihren, dass eine kritische Auseinander-
setzung mit den Ergebnissen moglich wird. In Zweifelsfallen kann sogar eine regelrech-
te Nachpriifung durchgefiihrt werden, indem die Studie wiederholt wird. Um die inter-
subjektive Evidenz der Wissenschaft nicht zu untergraben, ist also insbesondere
auf Offenlegung des Erhebungsinstrumentes und eine Kontrolle desselben zu achten
(vgl. z. B. Frith, 1991: 37 f.; Mayring, 2003: 12; Merten, 1995; Neuendorf, 2002: 143 {.).

Besonders fiir die Analyse von Medieninhalten ergeben sich dabei spezifische Chan-
cen und Schwierigkeiten. ,,Zur systematischen, intersubjektiv nachvollziehbaren Be-
schreibung inhaltlicher und formaler Merkmale von Mitteilungen® (Friih, 1991: 24, vgl.
z. B. auch Neuendorf, 2002), also z. B. von Medieninhalten, ist die Inhaltsanalyse die ge-

1 Dies gilt zumindest fir die Erkenntnistheorie, die sozialwissenschaftlichen Studien zugrunde
liegt (vgl. Seiffert, 1971).

2 Damit ist gemeint, dass eine Offenlegung von Methode und Vorgehensweise streng genommen
eine Studie erst nachvollziehbar macht, keine Studie also per se schon nachvollziehbarer ist als
eine andere.
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eignete empirische Methode.? Einen wesentlichen Anteil an der intersubjektiven Nach-
vollziehbarkeit von Inhaltsanalysen hat die Systematik der Arbeit: Eine klare und struk-
turierte Forschungsstrategie und deren konsequente Anwendung sind unabdingbar. Die
Einfiihrung und Beachtung moglichst eindeutiger Codierregeln, Kategorienschemata
und Begriffsdefinitionen, unterstiitzt durch intensive Codiererschulungen, ermoglicht
eine Uberpriifung der Verlisslichkeit oder Reliabilitit der Messung.

Dazu werden die ibereinstimmenden und abweichenden Codierungen eines Teils des
Untersuchungsmaterials betrachtet, das (im Idealfall) alle beteiligten Codierer und der
Forscher vor Beginn der eigentlichen Untersuchung analysiert haben. Gibt es ,,viele“*
Ubereinstimmungen, die in der Regel anteilig zur Gesamtzahl der Codierungen darge-
stellt werden, so gilt die Messung als gut bzw. reliabel.> Implizit soll daraus geschlossen
werden, dass die Codierregeln auch von anderen Personen verstanden werden konnen,
also (eine gewisse) intersubjektive Nachvollziehbarkeit angenommen werden kann.® So
bestimmte Ubereinstimmungskoeffizienten kénnen somitals ,notwendiges, wenngleich
nicht hinreichendes Kriterium fiir die methodische Giite von Inhaltsanalysen (Lauf,
2001: 57) bezeichnet werden. Ob sich diese Giitebestimmung allerdings auf die Qualitat
der Codierer und/oder des Codebuchs bezieht, ist wissenschaftlich nicht detailliert dis-
kutiert.

3 Bei Inhaltsanalysen werden fiir die Analyse relevante Bedeutungsaspekte selektiert und struk-
turiert. Im Allgemeinen handelt es sich also nicht um eine reine Frequenzanalyse kommunika-
tiver Akte, sondern um eine Abstraktion, die auf Bedeutungen schlieflen will. Als Frequenz-
analysen bezeichnet Frith (1991) reines Zihlen von Wort- oder Begriffshaufigkeiten (vgl. auch
Mayring, 2003). Bei dieser Form von ,Inhaltsanalysen‘ ergeben sich normalerweise kaum Pro-
bleme von mangelnder intersubjektiver Nachvollziehbarkeit, so dass sie hier nur am Rande be-
handelt werden. Fiir eine Typologie unterschiedlicher Analyseformen von Texten oder Kom-
munikation allgemein und eine Abstufung von ,Schwierigkeitsgraden® bei Inhaltsanalysen vgl.
Neuendorf (2002: 1-9).

4 Auf die Problematik des Grades der Ubereinstimmung bzw. der Bedeutung von ,viele® wird
im Folgenden noch konkret eingegangen.

5 Auf diskursbasierte Verfahren, die bei abweichenden Auffassungen tiber die Codierung disku-
tieren, um entweder zu einer Mehrheitsentscheidung oder zu einem einstimmigen Votum zu
kommen, kann hier nur hingewiesen werden (vgl. z. B. Meyen, 2002). Dabei ist allerdings zu be-
achten, dass sich diese Verfahren auf abweichende Codierungen bzw. Codiervorschlige, also
auf die gleiche Basis wie die hier behandelten Koeffizienten, beziehen. Auch die Diskussion von
Codierungen wird in der Codiererschulung immer wieder als Vermittlungsvehikel eingesetzt,
um den Codierern das Kategorienschema niher zu bringen. Der Unterschied liegt lediglich dar-
in, ob ein in sich geschlossener Reliabilitatstest erfolgt, der dann in einen oder mehrere Koeffi-
zienten mundet. Diese sollen dann die intersubjektive Nachvollziehbarkeit ,,in Kurzform* her-
stellen, die bei der Offenlegung von Mitschriften der Gruppendiskussionen wegen der Da-
tenmengen wohl eher schwierig zu erreichen sein diirfte.

6 An diesen Folgerungen konnte man generell kritisieren, dass fir einen Inferenzschluss auf an-
dere Forscher streng genommen auch Kommunikationswissenschaftler die Codierung durch-
fithren missten. Zudem ist in den meisten Fillen die Zahl der Codierer zu gering fiir solche In-
ferenzen oder gar den Reprisentativitatsschluss auf jeden Leser der Studie. Dieser potenziellen
Kritik sei hier entgegengestellt, dass eine generelle Nachvollzichbarkeit von jedem Menschen
im Zeitalter von Arbeitsteilung und Spezialisierung niemals erreicht werden kann, und dass
groflere Anzahlen von (meistens) Kommunikationswissenschaft studierenden Codierern, die
als werdende Kommunikationswissenschaftler verstanden werden kénnen, aus forschungsoko-
nomischen Griinden selten moglich sein diirften.
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In diesem Artikel soll verdeutlicht werden, dass Reliabilititswert nicht gleich Relia-
bilititswert ist. Dabei geht es nicht um unterschiedliche Koeffizienten wie z. B. Holsti
(1969), Scotts Pi (Scott, 1955), Cohens Kappa (Cohen, 1960), Krippendorffs Alpha
(Krippendorf, 1980) oder andere. Auch die Unterschiede von Reliabilititswerten fiir un-
terschiedliche Skalenniveaus sind hier nicht gemeint, auf die hier zumindest beispielhaft
in Form von Betrachtungen der Korrelation bzw. Kovariation hingewiesen werden soll
(vgl. Neuendorf, 2002: 144{f.; Traub, 1994). Die zuerst aufgezihlten Koeffizienten (und
dieser Beitrag) liefern streng genommen nur fiir nominal skalierte Variablen Aussagen
uber die Verlisslichkeit der Codierung. Da nominales Skalenniveau in Inhaltsanalysen
haufig vorkommt und da in der Forschungspraxis oftmals auch bei hoheren Skalenni-
veaus die Reliabilititskoeffizienten fiir dieses niedrigste Skalenniveau Verwendung fin-
den, kann eine Betrachtung dieses Bereiches ausreichen und weist eine sehr grofie Reich-
weite fiir bereits durchgefiihrte Inhaltsanalysen auf: Im Folgenden wird gezeigt, dass die
Reliabilititsangaben aller Inhaltsanalysen, die mit den oben genannten Koeffizienten ar-
gumentieren und von mehr als zwei Codierern durchgefiihrt wurden, untereinander
nicht vergleichbar sind und somit als Kriterium fir eine Verlasslichkeit der wissen-
schaftlichen Arbeit nicht in Frage kommen.

Dazu wird nach einem kurzen Uberblick insbesondere der Einfluss von unter-
schiedlichen Codiererzahlen auf die Reliabilititswerte untersucht. Anschlieflend wer-
den aus den Problemen der Reliabilititsbestimmung und der Diskussion der Ko-
effizienten als Gitekriterium fiir Codierer und/oder Codebuch Schlussfolgerungen
gezogen, die in den Vorschlag eines alternativen Reliabilititskoeffizienten miinden. Ab-
schlieffend fasst ein Fazit die Probleme und Moglichkeiten der Reliabilititsbestimmun-
gen zusammen. Da die Berechnung von Reliabilititskoeffizienten insbesondere bei
mehr als zwei Codierern ein grofles Problem darstellt, wird in einem Exkurs auf der
Website des Hans-Bredow-Instituts erliutert, wie mit dem in den Sozialwissenschaften
gangigsten Softwarepaket SPSS Reliabilititen fiir Multicoder-Studien errechnet werden
koénnen (vgl. Kolb, 2004).

2. Typologie von Reliabilititen

Die Fachliteratur unterscheidet zunichst drei Typen von Reliabilititen (vgl. Friih, 1991;

Krippendorff, 1980: 130f.; Merten, 1995):

1. Intracoder-Reliabilitit”: Ubereinstimmungsmessung des vom selben Codierer zu
zwel Zeitpunkten codierten, identischen Materials oder Stabilitdt der Messung;

2. Intercoder-Reliabilitit: Ubereinstimmungsmessung zwischen unterschiedlichen Co-
dierern oder Reproduzierbarkeit der Messung;

3. Instrumentelle Reliabilitit: die Ubereinstimmungsmessung zwischen Forscher- und
Codiererteam (vgl. Merten, 1995; Lauf, 2001: 58).% Frith (1991: 175 ff.) geht bei der
letzten noch einen Schritt weiter, indem er die paarweisen Ubereinstimmungen der

7 Die Intracoder-Reliabilitit ist von besonderer Bedeutung fiir Langzeitstudien, da hier Lern-
und Gewohnungseffekte analysiert werden konnen. Viele Probleme der Vergleichbarkeit von
Reliabilitatskoeffizienten tauchen hier jedoch nicht auf, so dass im Folgenden der Schwerpunkt
auf Intercoder- und instrumenteller Reliabilitit liegen soll.

8 Diese Messung kann technisch als Sonderfall des Intercoder-Reliabilitatstests bezeichnet wer-
den, bei dem es mit der Codierung des Forschers eine Referenz gibt, die als im Sinne der For-
schungsfrage ,korrekt“ angenommen wird.
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einzelnen Codierer mit dem Forscher als Validititsprifung bezeichnet. Dieser Typ
ist ein Teil von Krippendorffs (1980: 130f.) weiter gefasstem Typ Genauigkeit (,ac-
curacy).

Die im Folgenden beleuchteten Probleme der Vergleichbarkeit der verschiedenen Ko-
effizienten konnen am Beispiel der Intercoder-Reliabilitit verdeutlicht werden, da fiir
alle Typen die Reliabilititsiiberprifungen zur Errechnung eines Koeffizienten auf tiber-
einstimmenden bzw. nicht tibereinstimmenden Codierungen basieren. Dabei spielt es
keine Rolle, ob die Codierungen desselben Codierers zu unterschiedlichen Zeitpunkten,
die Codierungen verschiedener Codierer und/oder des Forschers miteinander vergli-
chen werden. Zudem werden Intercoder-Reliabilititen in den meisten Studien verwen-
det.

Dartiber hinaus finden sich in mindestens einer weiteren Dimension unterschiedliche
Typen von Reliabilititskoeffizienten. Es ergibt sich eine Unterscheidungsmoglichkeit
nach dem jeweiligen Aggregatlonsmveau der Angaben:

e auf hochstem Niveau als ein einziger Reliabilititskoeffizient tiber alle Codierer, Va-
riablen und Fille;

e auf mittlerem Niveau als Auswertungen fiir jeden einzelnen Codierer?, fiir jede ein-
zelne Variable oder fir jeden einzelnen Fall.1®

Noch niedrigere Aggregationsniveaus, also z. B. Reliabilititen fiir die Codierungen ei-

ner Variable von allen Codierern in einem Fall, kurz: fiir einzelne Codierentscheidun-

gen, machen in der Forschungspraxis wenig Sinn, da die Fallzahlen dann zu gering wer-

den, um gehaltvolle Ergebnisse zu produzieren. Fir theoretische und methodologische

Betrachtungen soll diese Vorgehensweise aber im Folgenden herangezogen werden, um

die Problematik verschiedener Koeffizienten bei mehr als zwei Codierern aufzuzeigen.

3. Reliabilititsbeeinflussende Faktoren

Die Zuverlissigkeit von Messungen (ausgedriickt in Reliabilitatskoeffizienten) hingt
von mindestens finf verschiedenen Einflussfaktoren ab (vgl. Lauf, 2001; Neuendorf,
2002):

e unterschiedlichen Aggregationsniveaus der Koeffizienten'!;

unterschiedlichen Skalenniveaus der Variablen (vgl. Neuendorf, 2002);
unterschiedlichen ,,Schwierigkeitsgraden® von Variablen (vgl. Wirth, 2001);
formalen vs. inhaltlichen Variablen!?;

Anzahl der Codierer (vgl. Abschnitt 4).

9 Dies ist natiirlich nur im Vergleich zu allen anderen méglich, da in einem Intercoder-Reliabi-
litdtstest per definitionem mindestens zwei Codierer untersucht werden missen.

10 Dies sind in der Regel bei Inhaltsanalysen beispielsweise einzelne Zeitungsartikel, Medien-
beitrige oder auch einzelne Aussagen, je nach dem welche Codiereinheit gewihlt wurde.

11 Vgl. die Typologie in Abschnitt 2. In wissenschaftlichen Publikationen wird die Reliabilitat
hiufig iiber alle einbezogenen Fille, Variablen und Codierer in einem einzigen Ubereinstim-
mungskoeffizienten angegeben. Eine solche Bestimmung und Darstellung macht das Suchen
nach Ausreiflern bei einzelnen Codierern, in einzelnen Fillen und in einzelnen Variablen und
somit letztlich die intersubjektive Nachvollzichbarkeit unméglich. Das kann im Extremfall be-
deuten, dass Reliabilitit angenommen wird, ohne sie tatsichlich, z. B. fiir jede einzelne Varia-
ble, hergestellt zu haben (vgl. ausfiihrlich Lauf, 2001).

12 Dies ist als ein Sonderfall des moglicherweise unterschiedlichen ,Schwierigkeitsgrades® von Va-
riablen zu interpretieren.
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Das Testen von Intercoder-Reliabilitit erfolgt bekanntermafien, indem alle am Erhe-
bungsprozess Beteiligten dasselbe Material — eine Stichprobe aller zu codierenden In-
halte — bearbeiten. In der Regel werden die paarweisen Ubereinstimmungen dann antei-
lig als Reliabilititskoeffizient(en)!? angegeben (vgl. Friih, 1991: 168 ff. und Formel 1).

2.U
C1+C2

Quelle: Frith, 1991: 170, mit CR = Codiererreliabilitit, U = Anzahl der iibereinstimmenden Codierungen, C,
bzw. C, = Anzahl der Codierungen von Codierer 1 bzw. Codierer 2

Formel1: CR=

In diesem Verfahren wird davon ausgegangen, dass ibereinstimmende Codierungen
darauf hinweisen, dass zum einen das Codebuch eine gute Anleitung fir die Codierung
liefert und dass zum anderen die Codierer die Anleitung gut befolgen. Eine grofie Zahl
von iibereinstimmenden Codierungen und somit ein hoher Reliabilititswert muss also
als Verbindung von einem prizisen und fiir alle Fille gut anwendbaren Codebuch und
von ausreichend geschulten und gewissenhaften Codierern interpretiert werden. Ist der
Forscher am Reliabilitatstest beteiligt, so kann die Verstindlichkeit sowie die Trenn-
schirfe, die Exklusivitit und die Vollstindigkeit des Codebuchs anhand der Bestim-
mung von instrumenteller Reliabilitit tiberprift werden. Wenn ,nur® die Intercoder-
Reliabilitit bestimmt wird, nimmt man fiir die Auswertung an, dass die Kategorie, die
am haufigsten (ibereinstimmend) vergeben wurde, diejenige sein diirfte, die der For-
scher vergeben hitte, es sich also um eine ,korrekte” Codierung handelt.!*

Bei Bestimmung von Reliabilititen auf der oben eingefiihrten, mittleren Ebene, also
fur einzelne Variablen, Codierer und Fille, konnen die Ergebnisse verfeinert betrachtet
werden: Tritt bei einem Codierer hiufig eine Abweichung von den anderen auf, so kann
darauf geschlossen werden, dass dieser die Codierung nicht sorgfaltig durchgefithrt oder
das Codebuch nicht gut genug verstanden hat. Als ,,qualititshemmendes“ Element wire
in einem solchen Fall also der Codierer ausgemacht.

Wenn sich Abweichungen in einer Variablen hidufen, so diirfen die Ergebnisse der
Studie fiir diese Variable streng genommen nicht verwendet werden. Eine solche Situa-
tion deutet auf eine besonders schwierige Codierung der spezifischen Variablen hin.
Wenn das Codebuch trennscharf, vollstindig und exklusiv ist sowie gentigend Beispie-
le und Erklirungen beinhaltet, missten alle Codierentscheidungen fiir alle Variablen
idealiter mehr oder weniger genau einen Schwierigkeitsgrad haben. Ahnliches gilt fiir die
Hiufung von Abweichungen in einzelnen Fillen: Wenn das Codebuch auch fiir die Ana-
lyse dieser offensichtlich schwierigen Fille erarbeitet worden ist, so miisste es fiir alle
Fille des Untersuchungsmaterials gleich leichte Codierentscheidungen ermoglichen.
Wenn sich also die Codierprobleme in einem bzw. einigen Fillen und in einer bzw. we-
nigen Variablen hdufen, so ist von Schwichen des Codebuches fiir das gesamte Unter-
suchungsmaterial auszugehen, auch wenn die Probleme nur wenige Fille betreffen.

Die methodologische Literatur gibt fiir eine gute, d. h. in diesem Zusammenhang re-

13 Streng genommen ist die relative Anzahl von paarweisen Ubereinstimmungen natiirlich nur ein
moglicher Reliabilititskoeffizient, dessen Entwicklung Holsti (1969) zugeschrieben wird. Da
dieser besonders einfach zu bestimmen und somit am besten intersubjektiv nachzuvollziehen
ist, wird die folgende Argumentation auf Holsti begriindet. Auf andere Koeffizienten wird im
Folgenden noch eingegangen.

14 Es spielt dabei keine Rolle, ob es eine korrekte Codierung tiberhaupt geben kann, eine weiter-
fiihrende Diskussion dieser erkenntnistheoretischen Gedanken wiirde hier zu weit fihren.
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liable Codierung haufig faustregelartig einen Wert oder Wertebereich — z. B. 0,8 — an'®.
Solche Werte sind noch nicht einmal plausibel begriindbar, geschweige denn theoretisch
bzw. statistisch fundiert (vgl. Krippendorff, 1980: 133). 80 Prozent iibereinstimmende
Codierungen, denn nichts anderes bedeutet der Holsti-Koeffizient 0,8'¢, konnen in be-
stimmten Fillen nicht als unproblematisch angesehen werden, wie im Folgenden noch
gezeigt wird (vgl. Krippendorff, 1980: 134; Lauf, 2001: 59 ff. und Neuendorf, 2002: 143).
Der einfache Holsti-Koeffizient birgt zudem das Risiko von zufilligen (,,falschen®)
Ubereinstimmungen'’, die als reliable Codierung in den Koeffizienten eingerechnet
werden.

In diesen ersten Uberlegungen wird bereits deutlich, dass (Intercoder-)Reliabilitits-
koeffizienten nur den Charakter von Schitzungen haben konnen. Es sind auch Szena-
rien denkbar, bei denen kein Codierer die ,richtige Codierung vorgenommen hat.
Wenn es in einem solchen Fall Ubereinstimmungen gibt, wiren diese ,falsch, schlagen
sich jedoch im Koeffizienten nieder. Lisst man sich also auf die Bestimmung von Relia-
bilititskoeffizienten zur Bestimmung der Giite einer Inhaltsanalyse ein, so ist die Gefahr
eines Fehlschlusses beztiglich der Qualitit der Codierung und des Codebuches nicht
ginzlich auszuschliefen. Es ist nur bei denjenigen Codierentscheidungen wahrschein-
licher, dass es sich um eine gute Codierung handelt bzw. dass ,richtig codiert wurde,
bei denen moglichst viele Codierer tibereinstimmend codiert haben.

4. Probleme bei mehr als zwei Codierern

Eine Auseinandersetzung mit Problemen bei Reliabilitatstests mit mehr als zwei Codie-
rern ist m. W. bisher noch nicht erfolgt. Daher soll im Folgenden ein Beitrag zum
Schlieflen dieser Forschungsliicke geleistet werden. Neben der Komplexitit der Berech-
nung von Reliabilititskoeffizienten fir Codiererteams mit mehr als zwei Codierern!®
bergen die Ergebnisse der Reliabilititsauswertungen auch theoretische bzw. methodo-
logische Probleme. Diese hingen mit der Anzahl der einzelnen, d. h. paarweisen Uber-
einstimmungstiberpriifungen zusammen, die mit steigender Codiererzahl ebenfalls —
und dies nicht linear — ansteigt (vgl. Abbildung 1).

15 Fiir einen Uberblick iiber verschiedene Faustregeln vgl. Neuendorf (2002: 142f.) Die Autorin
geht davon aus, dass nur ein Wert von mindestens 0,9 immer akzeptabel ist, obwohl auch bei ei-
nem solchen Wert eine Unsicherheit bleibt. Fiir komplexere Koeffizienten, die die zufilligen
Ubereinstimmungen statistisch herausrechnen, sollten dann aber nach Neuendorf geringere
Grenzen gelten. Damit spricht sie sich zwar fiir die komplexeren Verfahren aus, schrinkt aber
das Giitekriterium gleich wieder ein, so dass man bei starkem Herabsetzen des ,,Grenzwertes®
schlussendlich den Teufel mit dem Beelzebub ausgetrieben hat.

16 Dies gilt zunachst nur fiir den Vergleich von zwei Codierern. Fiir die Probleme bei mehr als
zwei Codierern wird diese Aussage im Folgenden relativiert.

17 Diese kommen z. B. zustande, wenn in einem Fall zwei Codierer einen Wert und zwei andere
einen anderen Wert tibereinstimmend codieren. Im Sinne der Forschungsfrage bzw. des For-
schers und des theoretischen Ideals von exklusiven und trennscharfen Kategorien ,,richtig® kann
aber nur eine der beiden tibereinstimmenden Codierungen sein.

18 Vgl. zu Formelbeschreibungen von Reliabilititsberechnungen bei mehreren Codierern Fleiss
(1971). Es ist allerdings zu beachten, dass die Formel 2 (Fleiss, 1971: 379) einen Fehler beinhal-
tet. Das letzte ,,n“ in der Formel muss ein ,,n; sein. Verlissliche Computerprogramme zur Aus-
wertung solcher Tests liegen m. W. bislang nicht vor.
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Abbildung 1: Anzabl der nétigen Ubereinstimmungspriifungen bei einer
Codierentscheidung

Anzahl Codierer Ubereinstimmungspriifung Anzahl der Ubereinstimmungs-
zwischen Codierern priifungen

1und 2 1

3 1und 2 3
1und3
2und 3

4 1und 2 6
1und 3
1 und 4
2und 3
2 und 4
3und 4

Betrachtet man zunichst eine einzige Codierentscheidung!® von zwei Codierern, so gibt
es nur eine Ubereinstimmungspriifung. Bei drei Codierern werden fiir jede einzelne Co-
dierentscheidung genau drei Uberpriifungen gemacht, bei vier Codierern sind schon
sechs Uberpriifungen notwendig. Dadurch ergibt sich logischerweise jeweils eine ande-
re Basis des (wie gesagt nur theoretisch interessanten) ,,Reliabilitdtswertes* fiir diese ein-
zelne Codierentscheidung.

In der folgenden Uberlegung wird vom Idealfall ausgegangen, dass alle Codierer in
ihrer Codierung dieses einen Falls und dieser einen Variablen iibereinstimmen. Weicht
nun aber ein Codierer von den tibereinstimmenden Codierungen ab, so ist der Reliabi-
litatskoeffizient nach der grundlegenden Formel 1 fir diese einzelne Codierentschei-
dung bei insgesamt zwei Codierern 0, bei dreien 0,33 und bei vieren 0,5 (vgl. auch Ab-
bildung 2).

Abbildung 2: Reliabilititskoeffizienten bei unterschiedlichen Codiererzahlen®

Anzahl Codierer Anzahl der Anzahl der Reliabilitits-
Abweichungen Ubereinstimmungen koeffizient
2 0 1 1
1 0 0
3 0 3 1
1 1 0,33
2 0 0
4 0 6 1
1 3 0,5
2 1 0,17
3 0 0

19 Unter einer Codierentscheidung wird hier und im Folgenden verstanden, dass in einem Fall eine
Variable codiert wird. Das bedeutet, dass jeder Codierer sich einmal entscheiden muss, ob und
was codiert werden muss.

20 Bei mehr als drei Codierern konnen theoretisch Ubereinstimmungen in mehreren Variablen-
auspragungen auftreten, d. h. es kann ab vier Codierern zu mehreren Pirchen von jeweils
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Eine abweichende Codierung fillt also sehr unterschiedlich ins Gewicht, wenn zwei,
drei oder vier Codierer beteiligt sind. Dies ist auf den ersten Blick und an dieser Stelle
noch nicht weiter problematisch, da mit steigender Codiererzahl bei ,,nur® einer Ab-
weichung der Reliabilititswert ebenfalls steigt (0 bei zwei Codierern, 0,33 bei dreien und
0,5 bei vieren). Im Folgenden bildet diese triviale Erkenntnis jedoch die Grundlage der
weiteren Argumentation. Wenn man den Fokus etwas weiter fasst und zwei Codierent-
scheidungen betrachtet, so konnen sich sogar bei ein und derselben Codiererzahl unter-
schiedliche Reliabilititswerte fiir beispielsweise zwei Abweichungen ergeben. In Abbil-
dung 3 sind fur diesen Fall zwei mogliche Codeblatter dargestellt, bei denen im ersten
Beispiel die zwei Abweichungen bei ein und derselben Codierentscheidung auftreten,
wihrend sie sich im zweiten Beispiel auf zwei Codierentscheidungen aufteilen.

Abbildung 3: Codierblitter fiir vier Codierer C1-C4, zwei Codierentscheidungen und
zwei abweichende Codierungen (abweichende Codierungen kursiv)

Beispiel 1

Codierentscheidung  Cl1 C2 C3 C4 Reliabilititskoeffizient
1 3 3 3 3 1

2 1 2 3 2 0,17

gesamt: 0,58

Beispiel 2

Codierentscheidung  C1 C2 C3 C4 Reliabilititskoeffizient
1 2 3 3 3 0,5

2 2 1 2 2 0,5

gesamt: 0,5

Es gibt in beiden Beispielfillen also innerhalb einer Variablen die gleiche Anzahl an ab-
weichenden Codierungen. Berechnet man fiir diese beiden Beispiele den Reliabilitats-
wert fiir jede Codierentscheidung auf der Basis paarweiser Ubereinstimmungen und bil-
det danach — wie es fiir die Bestimmung von Reliabilititen einzelner Variablen tibli-
cherweise gemacht wird — den Mittelwert, so erhilt man unterschiedliche Reliabilitits-
werte, namlich 0,58 fir Beispiel 1 und 0,5 fir Beispiel 2 (vgl. Abbildung 3).

In Abbildung 4 werden zur Vertiefung beispielhaft fiir vier Codierer die méglichen
Reliabilititswerte angegeben, die bei ein bis sechs abweichenden Codierungen und zwei
Codierentscheidungen auftreten konnen.

Die Hohe des Reliabilititskoeffizienten hiangt davon ab, ob die abweichenden Co-
dierungen bei einer oder bei mehreren Codierentscheidungen aufgetreten sind. Hinzu
kommt, dass hohere Reliabilititswerte erreicht werden, wenn viele Fehler in einem Fall
auftreten. Verteilen sich die Abweichungen auf viele Falle, so erhalt man niedrigere Wer-
te. Wie in Abbildung 4 ersichtlich ist, kann es sogar ohne Auswirkung auf den Reliabi-
lititswert bleiben, wenn ein ,,Fehler mehr gemacht wird: Der Ubereinstimmungswert

tibereinstimmenden Codierungen kommen. Bei vier Codierern kann z. B. die Darstellungsform
eines Beitrags zweimal als Meldung und zweimal als Nachricht codiert werden. Dieser Sonder-
fall beeinflusst die Anzahl der Ubereinstimmungen, der Abweichungen und somit auch den Ko-
effizienten. Auch dieses Problem kann im Folgenden durch den neuen Koeffizienten verklei-
nert werden.
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Abbildung 4: Reliabilititskoeffizienten bei vier Codierern und zwei Codier-

entscheidungen

Anzahl der bei x Codierentscheidungen Reliabilititskoeffizient
Abweichungen
1 1 0,75%1

2 nicht moglich
2 1 0,58

2 0,5
3 1 0,5

2 0,33
4 1 nicht méglich

2 0,17 oder 0,25%3
5 1 nicht moglich

2 0,08
6 1 nicht méglich

2 0

Abbildung 5: Beschreibung der Beispiele 3 und 4

Allgemeines Angenommen, es liegen fiir eine Variable 50 Fille im Reliabilitatstest vor, die alle
von vier Codierern bearbeitet worden sind.
Ein nach gingigen Faustregeln als akzeptabel einzustufender Holsti-Koeffizient
von 0,8 bedeutet fiir dieses Beispiel, dass zwischen 20 (Beispiel 3) und 30 (bzw. 4024,
Beispiel 4) abweichende Codierungen vorgenommen worden sind:

Beispiel 3 Wenn alle Abweichungen in unterschiedlichen Fillen auftreten, ,erlaubt* der
Grenzwert von 0,8 lediglich 20 Abweichungen:

Dieser Wert ergibt sich aus 30 vollstindig tibereinstimmenden Codierungen und
20 Fillen, in denen jeweils ein Codierer abweicht. Berechnung: (30 - 1 + 20 - 0,5)/50
-0,8.

Beispiel 4 Bei Haufungen in wenigen Fillen werden bis zu 30 Fehler mit einem Reliabilitats-
koeffizienten von 0,8 zugelassen:

Dieser Wert wird bestimmt durch 40 vollstindig iibereinstimmende Codierungen.
In den restlichen zehn Fillen weichen alle Codierer voneinander ab, so dass sich ins-
gesamt 30 Abweichungen ergeben. Berechnung: (40 - 1 + 10 - 0)/50 = 0,8.

21 Der Wert ergibt sich als Mittelwert aus 0,5 (eine Abweichung bei einer Codierentscheidung)
und 1 (keine Abweichung bei der zweiten Codierentscheidung).

22 Die Werte werden hier zur einfacheren Darstellung ohne mégliche, zufillige Ubereinstimmun-
gen ausgewiesen. So konnen z. B. bei zwei ermittelten Abweichungen bei einer Codier-
entscheidung beide abweichenden Codierer denselben Code vergeben haben, also untereinan-
der tibereinstimmen. Dadurch wiirde der einfache Holsti-Koeffizient hoher als hier angegeben:
0,67 statt 0,58.

23 Die unterschiedlichen Werte ergeben sich hier daraus, dass entweder bei beiden Codierent-
scheidungen zwei Abweichungen oder bei einer Entscheidung eine und bei der anderen Ent-
scheidung drei Abweichungen auftreten konnen.

24 Die abweichenden Codierungen haben pro codierten Fall nur drei Freiheitsgrade: Wenn drei
Codierungen abweichen, muss die vierte automatisch auch abweichen. Im Folgenden sollen nur
hochstens drei Abweichungen pro Fall betrachtet werden.
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fir zwei Abweichungen in zwei Fillen und fiir drei Abweichungen in einem Fall liegt
jeweils bei 0,5. Um die Tragweite dieser problematischen Erkenntnis zu verdeutlichen,
werden hier weitere Beispiele angefiihrt, die praxisnaher sind als zwei Codierentschei-
dungen (vgl. Abbildung 5).

Bilden die Reliabilititskoeffizienten fiir die Beispiele 3 und 4 aber tatsichlich gleich-
wertige bzw. gleich gute Codierungen ab? Das Beispiel 4 beschreibt letztlich, dass in
(zehn) bestimmten Fillen, also in der Regel bei bestimmten Artikeln, die erforderlichen
Codierentscheidungen offenbar nicht eindeutig getroffen werden konnen: Die Codierer
konnen also z. B. nicht entscheiden, ob Kernenergie als Thema unter Umwelt oder un-
ter Energie gefasst werden muss. Man konnte von systematischen Fehlern bei bestimm-
ten, schwierigen Codierungen sprechen. Dies weist recht deutlich auf ein unzureichen-
des Codebuch hin, das fiir bestimmte Fille keine oder nur mangelhafte Entscheidungs-
kriterien liefert, also nicht trennscharf ist.

Schlechtere Werte ergeben sich, wie in Abbildung 4 verdeutlicht wurde, wenn in ver-
schiedenen Fillen je ein Fehler auftritt. Beispiel 3 veranschaulicht das mit der geringe-
ren Anzahl (20) von Abweichungen bei identischem Reliabilititskoeffizienten im Ver-
gleich zu Beispiel 4. Diese unsystematischen Fehler konnen selbst bei gewissenhaftester
Codierung auftauchen, es ist keine spezifische Schwiche des Codebuches zu erkennen.
Wenn die Abweichungen immer beim gleichen Codierer vorkommen, konnte es sich —
wie angedeutet — um ein mangelndes oder fehlerhaftes Verstindnis des Codebuchs oder
schlampige Arbeit handeln.

Die gingigen Verfahren begiinstigen also Mangel in der Trennschirfe, in der Exklu-
sivitat und in der Vollstandigkeit des Codierbuchs gegeniiber vereinzelten Abweichun-
gen der Codierer. Dies erscheint insbesondere problematisch, weil der Reliabilititstest
vor Beginn der eigentlichen Untersuchung zusammen mit Codiererschulungen zu ei-
nem moglichst gut verstindlichen, intersubjektiv nachvollziehbaren Codebuch fiithren
soll. Daran schliefit sich die normative Frage an, ob in Reliabilititstiberpriifungen nun
die Qualitit der Codierer oder die des Kategoriensystems gemessen werden bzw. ob fur
eine Inhaltsanalyse die Qualitit der Codierer oder die des Codebuchs wichtiger sein soll.
In beiden Fillen ist m. E. eindeutig dem Kategoriensystem bzw. dem Codebuch Vor-
rang zu geben, da in Studien mit mehreren Codierern ja implizit von einer Austausch-
barkeit der Codierenden ausgegangen wird und nur die systematische Anleitung zu ver-
besserten Codierungen fithren kann.

Es stellt sich nun die grundsitzliche Frage, ob jede einzelne Abweichung nicht fir
eine bessere Transparenz der Reliabilititswerte mit gleichem Gewicht in die Auswer-
tung eingehen sollte. Dagegen konnte ins Feld gefithrt werden, dass eine Konzentration
von Fehlern in wenigen Fillen fiir die anstehende Studie grofie Vorteile mit sich bringt.
Geht man von der tibereinstimmenden als der korrekten bzw. gewtinschten Codierent-
scheidung aus, so konnten im Beispiel 3 schlimmstenfalls nur 30 Fille als richtig codiert
und somit als aussagekraftig bezeichnet werden, wahrend im Beispiel 4 mit 40 richtig co-
dierten Fillen weniger Fehler aufgetreten sind. Allerdings unterscheiden sich in den bei-
den Beispielen fiir die 20 bzw. 10 tibrigen Falle die Wahrscheinlichkeiten fiir eine rich-
tige Codierung deutlich. Wihrend in Beispiel 3 drei von vier Codierern eine richtige
Entscheidung getroffen haben, die Wahrscheinlichkeit also bei 75 Prozent liegt, so ist
die Wahrscheinlichkeit fiir eine korrekte Codierung im Beispiel 4 gleich der zufilligen
Codierwahrscheinlichkeit der richtigen Auspragung, also 20 Prozent. Zufallsverteilt er-
giben sich im Beispiel 3 also drei Viertel von 20 fraglichen Fillen oder mit groffer Wahr-
scheinlichkeit 15 weitere korrekt codierte Fille, insgesamt also 45 von 50. Fiir das Bei-
spiel 4 lassen sich zusitzlich zu den 40 korrekten Codierungen nur weitere 2 richtig co-
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Abbildung 6: Maximale und minimale Reliabilititskoeffizienten nach Anzahl der ab-
weichenden Codierungen (vier Codierer und 0-20 Abweichungen)

Anzahl der
Abweichungen

01 23 45 6 7 8 9 10111213 1415 16 17 18 19 20

1
. maximaler
Ubereinstimmungs-
0,95 oo NG T koeffizient ~ |........
0,9 -l T
. minimaler
Ubereinstimmungs-
.. L 085 koeffizient — |
Ubereinstim-
mungs-
koeffizient
0,8

dierte Fille annehmen, nimlich 20 Prozent von 10 fraglichen Fillen. Man kime also auf
42 richtig codierte Fille in diesem vierten Beispiel.?>

In Abbildung 6 wird zur Unterstiitzung der Argumentation gegen ein Vorziehen des
unprazisen Codebuches und zur Veranschaulichung beispielhaft an den Daten von Bei-
spiel 3 und 4 dargestellt, wie sich die Reliabilitatskoeffizienten bei zunehmender Zahl
von Abweichungen entwickeln.

Es offnet sich mit schlechter werdenden Koeffizienten eine Schere zwischen maxi-
maler und minimaler Fehlerzahl, die bei einem bestimmten Reliabilititswert erreicht
werden. Umgekehrt zeigt sich in der Grafik deutlich, dass bei 20 Abweichungen von
4 Codierern in 50 Fillen der Reliabilititswert zwischen 0,8 und 0,86 schwanken kann.
Dieser Effekt konnte nun aufgrund des simplen Holsti-Koeffizienten zustande kom-
men, aber die beiden gingigen, von zufilligen Ubereinstimmungen ,,bereinigten® Koef-
fizienten Cohen’s Kappa und Scott’s Pi?® ergeben auch identische Werte fiir die Beispiele
3 und 4, weil sie auf paarweisen Ubereinstimmungen beruhen (vgl. Carletta, 1996): Bei-
de ergeben fiir 20 und 30 Abweichungen einen etwas niedrigeren Wert von 0,75%.

25 Da diese Wahrscheinlichkeitsargumentationen stark davon abhingen, wie viele Ausprigungen
die untersuchte Variablen haben und ob die unterschiedlichen Ausprigungen die gleiche Wahr-
scheinlichkeit haben, codiert zu werden, soll diese hier nicht weiter ausgefiihrt werden.

26 Gwet (2002b) kritisiert Kappa- und Pi-Auswertungen auch fiir zwei Codierer als instabil und
schwer interpretierbar. Das statistische Herausrechnen von zufilligen Ubereinstimmungen ist
stark abhingig von den Wahrscheinlichkeiten, mit denen jede Codierausprigung im Datensatz
vorkommt (trait prevalence).

27 Mit dem in Kolb (2004) erlduterten SPSS-Verfahren stellt sich heraus, dass sich die Kappa-Wer-
te marginal unterscheiden: Beispiel 3: 0,74985930, Beispiel 4: 0,75000000. Wenn man die Kap-
pa-Werte wirklich so genau betrachten méchte, stellt sich heraus, dass das weniger problemati-
sche Beispiel 3 dabei sogar den schlechteren Wert bekommt.
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Spearman’s Rho ergibt ebenfalls identische Werte fiir beide Szenarien: 0,998. Die kor-
relationsbasierten Werte von Pearson und Lin sind streng genommen nicht anwendbar,
da sie intervall- oder metrisch skalierte Daten erfordern (vgl. Neuendorf, 2003). Fasst
man die fiinfstufige Beispielvariable — wie z. B. bei Likert-Skalen gingig — als intervall-
skaliert auf, so ergeben diese Koeffizienten einen Unterschied in der dritten Nachkom-
mastelle (0,957 gegeniiber 0,955) und weisen tatsichlich der problematischeren Codie-
rung mit 30 Abweichungen den (leicht) schlechteren Wert zu.?8 Sogar der sehr angese-
hene, aber extrem kompliziert zu berechnende Koeffizient von Krippendorff (1980) er-
gibt fir beide Beispiele identische Alphawerte von 0,75%%, obwohl er nicht auf
paarweisen Ubereinstimmungen beruht. Die Alpha-Berechnung erfolgt allerdings
durch die Betrachtung von paarweisen Abweichungen, so dass das Problem lediglich
verlagert wird.*®

Als ein Spezialfall solcher Interpretationsschwierigkeiten konnen die Werte fiir in-
strumentelle Reliabilitit gesehen werden: Fir ein Codiererteam von vier Studentinnen
und Studenten plus Forscher ergeben sich bei paarweisen Vergleichen fiir einen Inter-
coder-Reliabilititstest theoretisch aus zehn Vergleichen auch zehn mégliche Uberein-
stimmungen innerhalb einer Variablen. Die Abweichung eines Codierers (von allen vier
anderen) bedeutet also eine Reduktion der paarweisen Reliabilitit von 1, d. h. zehn
Uberemstlmmungen, um vier Ubereinstimmungen oder 0,4 auf 0,6 (sechs Uberelnstlm-
mungen), wihrend sie in der instrumentellen Reliabilititspriifung durch die neue Basis
von vier Vergleichen mit der Referenzcodierung des Forschers nur zu einer Reduktion
von 1 auf 0,75 fithrt (vgl. Lauf, 2001: 58f.). Daher kann m. E. fir beide nicht dieselbe
Faustformel giiltig sein.>!

28 Die Berechnungen fiir die komplexeren Reliabilititskoeffizienten wurden mit dem frei verfiig-
baren Tool PRAM (download von http://www.geocities.com/skymegsoftware/pram.html)
durchgefiihrt. Das Tool ist unter Mitarbeit von Kimberley Neuendorf entwickelt worden und
verwendet Excel-Daten zur Berechnung. Leider ist es sehr fehleranfillig und hat zum Teil ein-
schrinkende Voraussetzungen. Es unterstiitzt keine Berechnungen fiir codierte Werte mit De-
zimalstellen oder Werte, die grofier als 32768 sind. Die integrierte Readme-Datei gibt allerdings
die Empfehlung, keine Werte grofier 100 zu verwenden. Auferdem verarbeitet PRAM hochs-
tens 8192 Zellen, die sich aus dem Produkt der Anzahlen von Codierern, Variablen und Fillen
errechnet. Eine Beschreibung findet sich auch bei Neuendorf (2003).

29 Auch bei Krippendorffs Alpha ergaben sich wieder marginale Unterschiede: hier in der vierten
Nachkommastelle (0,75125 vs. 0,75111). Die Berechnung von Krippendorffs Alpha wurde mit
einer eigens entwickelten SPSS-Syntax durchgefiihrt, die online dokumentiert und erliutert
wird (vgl. Kolb, 2004).

30 Vgl. Abbildungen 2 und 4: In unserem Beispiel von vier Codierern ergibt die erste abweichen-

de Codierung in einem Fall logischerweise drei paarweise Abweichungen, wihrend die zweite

abweichende Codierung nur zu zwei weiteren paarweisen Abweichungen und die dritte Ab-
weichung, die glelch bedeutend mit der vierten Abweichung ist, nur zum Verschwinden der
letzten paarweisen Ubereinstimmung fiihrt. Daraus ergibt sich auch der oben geschilderte Fall,
dass 20 und 30 Abweichungen den gleichen Reliabilititskoeffizienten haben kénnen: die erste

Abweichung in einem Fall und die zweite und dritte (gleichzeitig auch die vierte) Abweichung

in einem Fall reduzieren den Reliabilititswert pro Codierentscheidung in gleichem Umfang,

niamlich um 0,5.

Dariiber hinaus wire zu diskutieren, ob die Voraussetzung einer solchen Messung, dass der For-

scher quasi unfehlbar bei der Codierung ist, unproblematisch ist. Darauf kann hier nicht weiter

eingegangen werden.

3

—_
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5. Schlussfolgerungen und Lsungsansitze

Schon die Berechnung oder Auszihlung paarweiser Ubereinstimmungen stellt bei um-
fangreichen Inhaltsanalysen und/oder groffen Codiererteams einen gewaltigen Arbeits-
aufwand dar. Unkomplizierte und fehlerfrei arbeitende Reliabilititsberechnungs-Soft-
ware gibt es insbesondere fir mehr als zwei Codierer so gut wie nicht. Dartiber hinaus
verwenden die meisten Programme unterschiedliche Datenformate (ASCII, Excel,
SPSS, SAS etc.) und -formatierungen (Fallebene, Variablenebene).

Generell lassen sich daneben fir alle gingigen Reliabilititskoeffizienten unter-
schiedlicher Komplexitit eine ganze Reihe von mehr oder weniger groflen Schwierig-
keiten fir die Verwendung und Interpretation der Werte konstatieren. Man sollte da-
raus schlussfolgern, dass sogar ein Ausweisen verschiedener Koeffizienten und aller
weiteren von Lauf (2001: 67) geforderten Mindestanforderungen an empirische Studien
keine leicht zu interpretierenden Werte ergibt. Auch die Vergleichbarkeit von Reliabi-
litaten einzelner Variablen ist nur sehr eingeschriankt gegeben, wenn — wie gezeigt wer-
den konnte — z. T. ,bessere“ Codierungen bzw. Codebiicher ,schlechtere” Reliabi-
litatswerte aufweisen. In jedem Falle miissen bei der Dateninterpretation die Fehler-
wahrscheinlichkeiten und ihr ,Durchschlag” im Koeffizienten berticksichtigt werden.
Denkbar zur Losung dieser Probleme wiren gewichtete oder auf anderer Basis berech-
nete Reliabilitatskoeffizienten. Leider konnen auch vorliegende gewichtete Kappa-Sta-
tistiken nicht als gute Losung angesehen werden, da sie ebenfalls auf paarweisen Uber-
einstimmungen beruhen. Auch die neueren Weiterentwicklungen auf dem Gebiet der
Reliabilititskoeffizienten z. B. von Gwet (2001, 2002a, b, ¢) konzentrieren sich zumeist
auf die Verbesserung der Gewichtung bzw. des Herausrechnens der zufilligen Uber-
einstimmungen.

Fiir ein besseres Uberschauen des Problemfeldes kann ein Blick auf die Reliabilitits-
bzw. Abweichungsentwicklung bei grofleren Codiererteams geworfen werden. In Ab-
bildung 7 sind unterschiedliche Reliabilititstypen beispielhaft fiir 10 Codierer in einem

Abbildung 7: Reliabilititswerte bei 10 Codierern in einer Codierentscheidung

Ubereinstim-

mungs- 1
koeffizient 0,9 1 denkbare, theoretische
0,8 - Reliabilititsentwicklung
0,7 N Say S
0,6 1NN R
05 F- - NN T
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Fall, also bei einer Codierentscheidung, die von 10 Codierern getroffen wurde, abgetra-
gen. Die durchgezogene Linie zeigt dabei den Verlauf des Holsti-Koeffizienten, der —
wie gezeigt wurde — auch den komplexeren Koeffizienten zugrunde liegt. Es zeigt sich,
dass solche Koeffizienten eine Reliabilititskurve unterhalb der linearen (lang gestrichel-
ten) Linie aufweisen. Das bedeutet, dass die ersten Fehler stirker ins Gewicht fallen als
die spateren, weil die Kurve erst sehr stark fallt und das Gefille (die negative Steigung)
zum Ende hin (im Betrag) geringer wird. Theoretisch wiren zwei Szenarien fiir die Re-
liabilititsentwicklung denk- und begriindbar. Fiir eine moglichst groffe Transparenz der
Reliabilitatswerte sollte jede Abweichung gleich viel zahlen, oder genauer: den Reliabi-
litatskoeffizienten um den gleichen Betrag reduzieren. Dieser Fall ist mit der linearen
Reliabilititsentwicklung in Abbildung 7 lang gestrichelt dargestellt. Eine weitere denk-
bare Auffassung der Entwicklung von Reliabilititen mit zunehmenden Fehlern pro Fall
konnte beinhalten, dass jeder weitere Fehler stirker ins Gewicht fillt. Dies ist plausibel,
weil die Codierung des Falles desto problematischer wird, je mehr abweichende Codie-
rungen vorkommen. Ein Vorschlag fiir eine solche gewichtete Kurve ist kurz gestrichelt
in Abbildung 7 eingezeichnet. Dieser Vorschlag beruht auf einer einfachen Gewichtung
der linearen Kurve durch Wurzelziehen.

Die lineare Kurve lasst sich auf den ersten Blick leicht bestimmen. Man muss nur auf
die Daten schauen und die Zahl der abweichenden Codierungen zihlen. Dies setzt — so
konnte man kritisieren — allerdings voraus, dass die korrekte Codierung als Referenz be-
kannt ist. Die gleiche Einschrinkung gilt jedoch auch fiir die paarweise Ubereinstim-
mungsmessung, da auch hier implizit davon ausgegangen wird, dass die Codierung mit
den meisten Ubereinstimmungen die ,richtige® ist. Die Berechnung des linearen Relia-
bilititskoeffizienten fiir mehr als zwei Codierer®? ist nicht sofort evident. Hierzu muss
fir jeden einzelnen Codierer in einem Fall gepriift werden, mit wie vielen anderen Co-
dierern er ibereinstimmt. Wenn dieser Wert O annimmt, der Codierer also mit nieman-
dem tbereinstimmt, so erhilt man eine abweichende Codierung. Ist dieser Codierer in
obigem Beispiel der Einzige mit 0 Ubereinstimmungen zu anderen Codierern, so wer-
den alle anderen Codierer idealiter 8 tibereinstimmende Codierungen zu den jeweils an-
deren haben.

Auch dieser Koeffizient birgt das Risiko, dass die Codierer mit mehr als 0 Uberein-
stimmungen sich z. B. in zwei Gruppen teilen, d. h. 4 von ihnen in einer Codierungs-
auspragung und 5 in einer anderen Auspragung uibereinstimmen. Dies bedeutet aber kei-
ne Verschlechterung zum Status quo, da die Ubereinstimmungskoeffizienten dieses
Problem auch haben. Allerdings wird dies fiir den neuen ,Abweichungskoeffizienten*
problematisch, wenn sich alle Codierer in Gruppen aufteilen, das heifdt jeder mit min-
destens einem anderen Uibereinstimmt. Man kann jedoch, um dieses Problem zu l6sen,
den Maximalwert der Ubereinstimmungen der Codierer mit allen anderen bestimmen.
Dieser miisste in unserem Beispiel bei 9 liegen, wenn es keinen Codierer mit 0 Uberein-
stimmungen gibt. Denkbar wire auch, dass von den 10 Codierern 3 miteinander in
einer Ausprigung und 7 in einer anderen tibereinstimmen. Betrachtet man dann den
Maximalwert der Ubereinstimmungen je Codierer, so wire dieser 6 — bei einem theore-
tischen Maximalwert 9 (Anzahl der m Codierer — 1 Freiheitsgrad df). Ein neuer linearer
Reliabilititskoeffizient o fiir einen Fall lisst sich also berechnen, indem die maximale

32 Bei zwei Codierern gleicht sie der allgemein tiblichen paarweisen Berechnung von Uberein-
stimmungen.
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Anzahl der iibereinstimmenden Codierungen (U emp) erhoben wird und durch den
theoretischen Maximalwert dividiert wird (s. Formel 2).33

Upasens
m—df

Fir die Gesamtreliabilitit oy tiber alle n Fille gilt Formel 3.

Formel 2: oy =

21 al l . Ulmuxcmp + UZmaxcmp + U}maxemp t...+ Unmaxemp
n n m—df

Formel 3: o, =

Fur die viel zitierten Beispiele mit vier Codierern, einer Variable mit fiinf moglichen
Ausprigungen und 50 Fillen ergibt sich folgendes Bild. Im Beispiel 3, bei dem in 20 Fal-
len ein Codierer abweichend codiert hat und in 30 Fillen alle Codierer {ibereinstimmen,
ergibt sich aus Formel 2 fiir jeden einzelnen der 20 ,fehlerhaften® Fille das Ergebnis 1:
0,67.

o

Ergebnis 1: o, = = O,Z)

~

-1

Fiir jeden der 30 komplett tibereinstimmenden Fille ergibt sich aus Formel 2 logischer-
weise wie bei den gingigen Berechnungsarten der Wert 1 (vgl. Ergebnis 2).

‘ w

Ergebnis 2: Op1 = =1

~

-1

Fur das vierte Beispiel ergeben sich die Reliabilititen der Einzelfille, die in den Ergeb-
nisformeln 3 und 4 dargestellt werden.

Ergebnis 3: Oa2 =

Ergebnis 4: Ob2 =

Summiert man diese (Teil-) Ergebnisse 3 und 4 nun nach Formel 3 auf, so ergibt sich als
Ergebnis fiir das Beispiel 3 — wie in Ergebnis 5 gezeigt — 0,87 und fiir Beispiel 4 — wie in
Ergebnis 6 dargestellt - 0,8.

200, +30- a1 _ 20-0,6+30-1

Ergebnis 5: oy = = =O,8g
g gl 50 50

33 Damit lisst sich auch das Problem der doppelten Ubereinstimmungen beheben. Der Holsti-Ko-
effizient fiir den beschrieben Fall betrigt nimlich nur 0,53. Der neu berechnete Ubereinstim-
mungskoeffizient dagegen 0,67, was ausgehend von der Annahme, dass 7 Codierer richtig lie-
gen, der plausibler zu interpretierende Wert ist.
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10-0,, +40-0, 10-0+40-1

Ergebnis 6: o, =
g 8 50 50

0,8

Diese Ergebnisse sind nach den Beschreibungen der Daten (20 Abweichungen vs. 30
bzw. 40 Abweichungen) besser interpretierbar, das weniger problematische Beispiel 3
bekommt den hoheren Reliabilititswert.

Dieser einfache Reliabilititskoeffizient muss allerdings analog zur Kritik des Holsti-
Koeffizienten kritisiert werden: Zufillige Ubereinstimmungen werden hier nicht wie bei
Scotts Pi, Cohens Kappa oder Krippendorffs Alpha herausgerechnet. Allerdings bietet
er die gleichen Moglichkeiten des statistischen Herausrechnens wie andere Koeffizien-
ten. Hier gibt es grundsitzlich zwei verschiedene Herangehensweisen, von denen Krip-
pendorff (1980) die komplexere und genauere wihlt. Diese soll im zweiten Schritt pra-
sentiert werden. Im ersten Schritt lisst sich die zufillige Ubereinstimmungswahrschein-
lichkeit auch mehr oder weniger grob schitzen. Man kann den Codierprozess wahr-
scheinlichkeitstheoretisch als ,Ziehung mit Zurtcklegen“ auffassen, da bei jedem
Codiervorgang alle Auspragungen zur Verfiigung stehen.’* Wenn eine Variable k Aus-
pragungen hat, so ist die Wahrscheinlichkeit py, dass jede weitere Ziehung den gleichen
Wert ergibt, in Formel 4 ersichtlich:

Formel 4: py, =%

I_n unserem Beispiel mit einer Variable mit fiinf Ausprigungen folgt also eine zufillige
Ubereinstimmungswahrscheinlichkeit von 0,2 (s. Ergebnis 7).

Ergebnis 7: ps = % =0,2

Eine Gewichtung des einfachen Alphawertes miisste folgerichtig die zufillige Uberein-
stimmungswahrscheinlichkeit vom ermittelten Reliabilititswert abziehen. Dadurch ver-
liert der Koeffizient aber seine Normierung auf den Wertebereich von 0 bis 1. Um die-
se (zumindest zum Teil) wieder herzustellen, muss der bereinigte Wert durch die zufal-
lige Wahrscheinlichkeit der Abweichung geteilt werden. Vollstindige Ubereinstimmun-
gen ergeben dann den Wert 1. Die untere Normierungsgrenze fillt trotzdem weg, dies
ist allerdings leicht interpretierbar, da mogliche negative Reliabilititskoeffizienten einen
Wert bedeuten, der unterhalb der zufilligen Ubereinstimmung liegt (vgl. Formel 5).

Formel 5: Otger, = lf_pk
_pk

Fiir unsere zwei Beispielfille ergeben sich also einfach gewichtete Alpha-Werte von 0,83
(Beispiel 3, vgl. Ergebnis 8) bzw. 0,75 (Beispiel 4, vgl. Ergebnis 9).

34 Vgl. urspriinglich z. B. Bennett, Alpert und Goldstein (1954); Holley und Guilford (1964) oder
Maxwell (1977) sowie den Uberblick von Gwet (2001). Dieser konstante Wert gibt die maximal
mogliche Wahrscheinlichkeit fiir zufillige Ubereinstimmungen an. Es sind Fille denkbar, in de-
nen sich dieser Wert verindert, wenn die Variable nicht vollstindig zufallsverteilt ist. Vgl. dazu
Gwet (2001) und s. unten.
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Ergebnis 8: Olgeut = Ot =Pr _ 0,86-0,2 = 96 = 0,83
1-p  1-02 0

[ee]

op-pr 0,8-0,2 0,6
1-p.  1-0,2 0,8

Ergebnis 9: Olgews = =0,75

Streng genommen kann diese Gewichtung allerdings nur vorgenommen werden, wenn
die einzelnen Auspriagungen tatsichlich die gleiche Wahrscheinlichkeit haben, codiert
zu werden. Diese Voraussetzung kann insbesondere bei Codierungen, die eine Selek-
tions- #nd eine Klassifikationsleistung beinhalten, hiufig verletzt werden.

Krippendorff (1980: 142, 4. Formel) schligt zur Gewichtung ebenfalls die Bestim-
mung der Abweichungswahrscheinlichkeit vor. Er wendet ein empirisch orientiertes
Verfahren an, das hier adaptiert werden kann. Krlppendorff stellt dazu die empirisch be-
obachteten Uberelnstlmmungen und Abweichungen in einer symmetrischen Matrix
dar, die in einer Kreuztabelle jeweils die Auspragungen der zu untersuchenden Variable
als Zellen und Spalten aufweist®® (vgl. Krippendorff, 1980: 141 und fiir unser Beispiel
Abbildung 8).

Abbildung 8: Krippendorffsche Matrix fiir Beispielfall 4 (Vier Codierer, eine Variable
mit fiinf Auspragungen und 50 Féllen: in 10 Fillen drei Abweichungen,
in 40 Féillen keine Abweichung)

Ausprigung 1 2 3 4 5 Randsumme
1 96 0 3 0 15 114
2 0 96 3 12 3 114
3 3 3 96 9 12 123
4 0 12 9 96 3 120
5 15 3 12 3 96 129
Randsumme 114 114 123 120 129 600

In der Diagonale von links oben nach rechts unten finden sich dann die (faktorisierten
Anzahlen der) Ubereinstimmungen, wihrend die restlichen Zellen die Abweichungen
zeigen. Uber die Randsummen (R, R, Ry, Ry, Rs und R,) kénnen nun unter Einbezug
der empirischen Codierungshaufigkeit der einzelnen abweichenden Ausprigungen de-
ren Wahrscheinlichkeiten berechnet werden.?

35 Er untersucht allerdings alle Ubereinstimmungen und Abweichungen unter Einbezug der Rei-
henfolge der Nennung, so dass in der Tabelle in den Randsummen (um den Faktor m Codierer
—1) hohere Werte als die tatsichlichen Ubereinstimmungen auftreten.

36 Diese Berechnung dhnelt der Bestimmung von Chi-Quadrat-Tabellen mit erwarteten Werten.
Ahnlich wie bei diesen Tabellen ergeben sich Probleme fiir die Gewichtung des Reliabilitits-
koeffizienten, wenn einige Zellen nicht besetzt sind. Das Verfahren berechnet z. B. fiir eine Vier-
feldertabelle, bei der alle Codierpaare (zu codieren 0 und 1) in einer Zelle (also z. B. bei 1 und
1) zu finden sind, die zufillige Ubereinstimmungswahrscheinlichkeit 1. Das hingt damit zu-
sammen, dass die empirisch bestimmten Randsummen als ,,Grundgesamtheiten“ behandelt
werden und das Gewichtungsverfahren somit als Grundannahme hat, dass nur die Auspri-
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Fir eine Gesamtabweichungswahrscheinlichkeit (D.)* gibt Krippendorff (1980: 142)
folgende Formel 6 an:

R1~R2+R,-R3+R,»R,+R,<R5+R2-R3+R2~R4+RZ-R5+R3»R.,+R,»R5+R,<R5)
R, (R, ~(m~-1))

Bei Einsetzen der entsprechenden Werte ergibt Ergebnis 10 fir unser Beispiel 4 eine Ge-
samtabweichungswahrscheinlichkeit von 0,804.

2.
Formel6: D, = (

D 2 (1141 14+114123+114120+114129+114123+114120+114129+123120+123129+120129)
Ergebnis 10: e = 600-(600—(4—1))

_2 - 143919
358200
_ 287838
358200

=0,804

Dieser Wert unterscheidet sich von der geschitzten Gesamtabweichungswahrschein-
lichkeit nur in der dritten Stelle hinter dem Komma, so dass sich das korrigiert gewich-
tete Alpha nicht stark vom einfach gewichteten Alpha unterscheidet (0,75 vs. 0,751,
vgl. Ergebnisse 9 und 11).

. Op—pr  0,8-0,2 0,6
E b 11: o orr2 = g = =
rgeonts ko2 =, 0,804 0,804

=0,751

Wenn sich die Verteilungen auf die unterschiedlichen Ausprigungen der zu unter-
suchenden Variable starker voneinander unterscheiden, kann eine komplexe Gewich-
tung Sinn machen. Die einfach geschitzte Gewichtung unseres Alpha-Koeffizienten
kann jedoch in Fillen mit grofler Streuung zur empirischen Bestimmung verwendet
werden. Es bleibt festzuhalten, dass die hier vorgestellte Alpha-Berechnung fir diesen
Beispielfall der von Krippendorff (1980) gleicht, da die empirischen Abweichungskoef-
fizienten gleich sind (jeweils 0,2). Sie unterscheiden sich jedoch fiir den Beispielfall 3
deutlich (Krippendorff: 0,2, Kolb 0,133). Mit Krippendorffs Alpha-Berechnung
kommt man folgerichtig zum (fast®®) gleichen Wert wie im Beispielfall 4 (0,751). Die
hier vorgestellte Gewichtung ermittelt jedoch einen korrigiert gewichteten Alpha-Wert
von 0,834%9,

6. Fazit

Generell muss bei anspruchsvollen Reliabilititsberechnungen leider ein hoher Arbeits-
aufwand in Kauf genommen werden. Dieser Aufwand und die Probleme der etablierten
Koeffizienten sollten jedoch nicht zur desillusionierten Aufgabe von Reliabilitatsiiber-

gung 1 vorkommen konnte, somit also keine Wahl bestanden hat. Dieses Problem versucht
Gwet (2001) mit anderen Gewichtungsverfahren zu umgehen.

37 D, steht fur ,expected disagreement®, also erwartete Abweichungen (Krippendorff, 1980: 142).

38 Vgl. Fuflnote 29.

39 Vgl. auch hier den in Ergebnis 8 ermittelten, einfach gewichteten Wert von 0,833, der sich nur
marginal von dem mit der Krippendorffschen Gewichtung unterscheidet.

352

20.01.2026, 08:08:52. [—


https://doi.org/10.5771/1615-634x-2004-3-335
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Kolb - Verlasslichkeit von Inhaltsanalysedaten

prifungen fithren. Die hier vorgestellten alternativen Alpha-Berechnungen stellen ins-
besondere fiir die Berechnung von Reliabilititswerten fir mehr als zwei Codierer auf
Nominalskalenniveau eine Weiterentwicklung dar, die besser vergleichbare Reliabi-
litatswerte liefert, da diese auf dquivalenter Grundlage berechnet werden. Dies stellt
streng genommen erst die Basis fiir eine Interpretation und wissenschaftliche Diskussi-
on solcher Werte her: Nur wenn die Reliabilititskoeffizienten fir unterschiedliche Co-
diererzahlen und Variablenauspriagungen wirklich vergleichbar sind, kann die Qualitit
von Inhaltsanalysen fundiert diskutiert werden.*°

Der eigentliche Reliabilitatstest beginnt m. E. — unabhingig davon, welcher Koeffi-
zient verwendet wird — erst nach der Berechnung. Die ermittelten Werte konnen und
sollen publiziert werden, insbesondere da die hier vorgestellte alternative Berechnungs-
art die Interpretierbarkeit der Koeffizienten deutlich verbessert. Diese Koeffizienten
konnen im Endeffekt aber nur als Hinweise auf die Notwendigkeit einer genaueren
Datenanalyse im wortlichen Sinne verwendet werden: ein Durchsehen der einzelnen
Variablen und Fille nach Auffilligkeiten und Fehlerhiufungen. Diese genaue Daten-
analyse kann dem Forschungsteam genaueren Aufschluss iiber die Probleme des Code-
buches geben, die es in Nachbesserungen weitestgehend zu eliminieren gilt.
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