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Neither machines nor programs are black boxes; they are artifacts that have been 
designed, both hardware and sof tware, and we can open them up and look inside. 
(Allen Newell/ Herbert A. Simon 1997 [1976], 82)

What does it mean to critically explore the media-political dimension of modern 
Artificial Intelligence (AI) technology? Rather than examining the political as-
pects of specific AI-driven applications like image or speech recognition systems, 
the main focus of this essay is on the political implications of AI’s technological 
infrastructure itself, especially with regard to the machine learning approach that 
since around 2006 has been called Deep Learning (in short: DL, also known as 
the simulation of neural networks or Artificial Neural Networks—ANNs). First, 
this essay discusses whether ANN/DL has to be perceived as a fundamentally 
opaque or ‘black box’ technology, perhaps inaccessible or only partially accessible 
to human understanding. Second, and in relation to the first question, the aim 
is to take a critical look at the agenda and activities of a research company called 
OpenAI that purpotedly promotes the democratization of AI and tries to make 
technologies like DL more accessible and transparent. Obviously, such idealistic 
claims should not simply be taken for granted, especially if one takes into account 
the large amount of capital invested in a company like OpenAI. For example, strat-
egies like open-sourcing AI seem more likely to serve the purpose of demonstrat-
ing those companies’ technological potential, to one-up each other, and/or to at-
tract rare talents. But perhaps even more important than simply questioning the 
authenticity or ideological implications of such claims, we have to address more 
fundamental problems here: How can one contribute to the transparency and ac-

1 �  This is a slightly revised and extended version of an essay that has been published under the 
same title in: Ramón Reichert, Mathias Fuchs (Ed.), Rethinking AI. Neural Networks, Biopolitics and 
the New Artificial Intelligence, Digital Culture & Society 4/1, 2018, pp.181-200.
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cessibility of a black box that—perhaps—cannot be opened at all? And can there be 
a democratization of AI without a democratization of data in general?

1. The so-called “AI revolution”

Before addressing these questions, it is important to recapitulate how DL recently 
managed to become the dominant paradigm of AI. An event of major importance 
in this respect happened in 2012. Back then, three scholars from the University of 
Toronto, Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton, for the first time 
effectively trained a so-called Convolutional Neural Network, which is a special 
variant of a traditional Artificial Neural Network (ANN) optimized for image and 
object recognition, on the basis of the now famous database ImageNet as well as 
on fast parallel-organized GPU processors (cf. Huang 2016). The substantial em-
ployment of GPUs made all the difference: The Toronto team was able to reduce 
the error rate of previous approaches in image recognition by more than the half.2 
While this increase may not sound very impressive, it was big enough to attract 
the attention of leading IT companies like Google and Facebook, which quickly 
hired leading scientists like Yann LeCun and Geoffrey Hinton and also acquired 
AI start-up companies such as DNNResearch and DeepMind. The strong interest 
of these companies in DL technology was no surprise since they were already har-
nessing big data, and now would have access to a powerful technology to process 
and harness it intelligently (cf. Reichert 2014). For example, thanks to DL it is pos-
sible to automatically tag images uploaded by users on social media-platforms, or 
to analyse consumer behaviour to generate individualized ads, or make person-
alized recommendations. Of course, there are many other application areas for 
which DL/ANN technology is currently used: e.g. to process the sensory data of 
self-driving cars, to analyse data for stock market predictions, or for optimised 
machine translations, etc. In general, DL algorithms are a universal instrument 
for pattern-recognition and prediction tasks, an effective tool to manage uncer-
tainty and fuzziness in data content (Goodfellow/Bengio/Courville 2016).

However, it took a while until modern machine learning algorithms were able 
to unfold their potential. Some of the technological essentials of DL were already 
developed in the 1940s and 1950s (cf. Sudmann 2016). Already back then, the basic 
idea of this AI paradigm was to develop a computer system that should be able 
to learn by observation and experience to solve specific problems or fulfil certain 
learning tasks, without having concrete rules or theories guiding the process 

2 �  Over a period of just seven years, the accuracy in classifying objects in the dataset rose from 
71.8% to 97.3%. Not least due to his high value, 2017 was the last year of this famous competition. 
Cf.  Gershgorn (2017) for the details.
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(Mitchell 1997). This is the basic approach of every existing machine learning sys-
tem, as opposed to so-called symbolic, rule-based forms of AI systems whose in-
telligent behaviour typically is more or less hand-coded in advance (Boden 2014). 
Even though there are many ML approaches out there, it recently turned out that 
DL methods are the most effective ones, at least with regard to key areas of AI 
research like natural language processing and computer vision.

Very broadly speaking, one of the key characteristics of DL is that it is a class 
of techniques that are loosely inspired by the structure and learning processes of 
biological neural networks (Alpaydin 2016). As with other machine learning tasks, 
DL algorithms learn by analysing thousands, if not millions of training data on 
the basis of thousands or even millions of iterations up until the very moment the 
system is able to predict unseen data correctly. Yet what distinguishes DL from 
other machine learning approaches is the hierarchical distribution of its learning 
process. DL technology simulates networks typically consisting of millions of ar-
tificial neurons that are organized on different layers—an input, an output and a 
f lexible number of intermediate hidden layers (Trask et al. 2015). If a network is 
called deep, it has at least two or more intermediate layers that process the infor-
mation through the network. On the lowest level of layers, the network analyses 
very simple forms of input (for example, lines and edges, in case of visual data) 
and forwards this information to the next level of layers, which processes more 
complicated forms (for example, parts of the object like a face or legs) and again 
forwards this information to the next highest level, all the way up to the final lay-
er, the output layer, which than can predict if a certain unknown input correctly 
matches with a certain output (does the image show a certain object or not?).  

2. The Media-politics of Deep Learning

It is also not very surprising that the current AI boom quickly started to attract the 
attention of the humanities and social sciences, whereas before 2016 many disci-
plines outside the hard sciences more or less ignored machine learning technolo-
gies like DL/ANN. Of course, there has been a long tradition of an inter- and trans-
disciplinary debate concerning the potentials and limits of AI (cf. Weizenbaum 
1976, Searle 1980), yet those discussions typically did not address the technology of 
ANN in any great detail. There are some important exceptions to highlight in this 
respect, especially the discourses of philosophy of mind as well as cognitive psy-
chology, which very early developed an interest in both the symbolic and connec-
tionist forms of AI (cf. Horgan/Tienson 1996, Haugeland 1997).  Furthermore, even 
in the field of media studies, one can find a few cases where scholars have been 
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discussing ANN technology.3 One example is the introduction of Computer als Me-
dium (1994), an anthology co-edited by Friedrich Kittler, Georg Christoph Tholen, 
and Norbert Bolz. Interestingly enough, the text (written by Bolz only) somehow 
captures the epistemic relevance of the connectionist paradigm of AI, yet does so 
without exploring the details of its media-theoretical or -historical implications. 

In the last two years or so (more or less after the success of DeepMind’s Alpha-
Go), the situation has changed significantly. More and more books and articles are 
published, for instance in the humanities that tackle the topic of AI in general and 
DL technology in particular (Sudmann 2016, Pasquinelli 2017, Finn 2017, McKenzie 
2017, Engemann/Sudmann 2018). For example, Pasquinelli (2017) recently wrote a 
short essay on ANN from a historical and philosophical perspective, arguing (with 
reference to Eco and Peirce) that the technology can only manage inductive rea-
soning, whereas it is incapable of what Peirce calls abductive reasoning. Further-
more, there are authors like Nick Bostrom (2014), Ed Finn (2017), or Luciano Floridi 
(2017) who are already very much engaged in the political and ethical discussion 
of current AI technologies. For example, Nick Bostrom’s book Superintelligence: 
Paths, Dangers, Strategies (2014) attracted much public attention, partly because of 
its alarmist thesis that the technological development of a super machine intelli-
gence is mankind’s greatest threat, which was later echoed by a twitter post from 
Elon Musk. Yet, not everyone concerned with the political and ethical aspects of 
AI shares these apocalyptical views. Luciano Floridi, for instance, is convinced 
that humankind is able to handle an AI-driven society as long as we instantiate a 

“system of design, control, transparency and accountability overseen by humans” 
(2017: online).

Yet, what is still widely missing in the intellectual debate is a discussion of 
AI/DL from a decidedly media-political perspective. But what does such a focus 
involve, and why do we need it in the first place?  To begin with, there are—of 
course—many different ways to think about the media-political dimension of AI 
in general and DL in particular. For example, one possible approach would be to 
claim that “media politics” as an analytical agenda is concerned with the media-
tion of politics and/or the historical relationship of media and politics (cf. Dahl-
berg/Phelan 2011). Based on such an account, one could ask, for instance, how AI/ 
DL technology inscribes itself in relations of media and politics, or how it partic-
ipates in the mediation of politics. In both cases, we might assume that a) media/
mediation and politics are basically distinct concepts, and that b) possible analyt-
ical perspectives are very much shaped and guided by our basic understanding 
of these terms in the first place (including to perceive AI technology itself as a 
medium).

3 �  Of course, there are some more publications from a media studies perspective that deal with AI 
technology in general, for example: Dotzler 2006.
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Yet another possible approach would be to claim that media have an inherently 
political dimension (and, similarly, one could claim that nothing political exists 
outside a medium or certain media). Still, the question remains if this is true for 
every concept of media or medium or just particular ones. But this is a rather the-
oretical discussion, since most concepts of media politics are more or less based 
on a traditional understanding of media as mass or popular media (cf. Zaller 1999, 
Dahlberg/Phelan 2011).4

In the context of this essay, my understanding of a media-political account, 
however, is a broader and in a certain light more basic one. Such a theoretical per-
spective, as I like to conceptualize it, is not so much concerned with the represen-
tations or visible interfaces of AI, but more interested in the political implications 
and effects of the medial infrastructure and entities that generate and shape the 
technology (also regardless of particular ‘use cases’).5 In other words, what I am 
interested in are—what I like to call—the infra-medial conditions of modern AI tech-
nology and their political dimension.6 For me, every entity involved in the process 
of generating and shaping AI technology can generally be perceived as a medi-
ator (cf. Latour 2005). And generally, every mediator of technology also matters 
in political terms. However, not every mediator can be equally conceptualized as 
a medium, at least not if one applies a more narrow understanding of the term, 
for example, to regard media as entities or dispositifs that enable communication 
or that store, process, or transmit information.7 For this very reason, it generally 
makes sense to differentiate between the concepts of mediator(s) and medium/
media. 

Yet while I argue that we need such a distinction, I am nevertheless quite scep-
tical about using a stabile concept of the term “medium” or “media” (even though 
it would make the task of differentiating both terms much easier). In my mind, in 

4 �  Accordingly, one possible approach would be to examine the politics of representation of dif fer-
ent AI technologies in popular media like film and television.

5 �  For a similar account, using the term “media infrastructures” as a critical concept, cf. Parks/ Sta-
rosielski (2015).

6 �  Such a perspective is not directly concerned with a specific theoretical framework. Generally, this 
focus is compatible with many analytical approaches like media archaeology, historical episte-
mology, or actor-network theory. The prefix “infra” highlights to look at media (operating) on a 
level that is generally invisible (for example on the level of code).

7 � This is a dif ferent account of how media can be conceptualized with reference to Latour’s dif-
ferentiation between “mediators” and “intermediaries”. For Latour, an “intermediary [..] is what 
transports meaning or force without transformations” opposed to “mediators” that “transform, 
translate, distort, and modify the meaning or the elements they are opposed to carry” (2005: 39). 
Intermediaries function in a certain sense as black boxes,  since their input allows you to predict 
the respective output (without having knowledge of the object’s internal operations). In opposi-
tion to that, in case of mediators, despite the specific nature of a certain input, it is never easy to 
predict the respective output (ibid., cf. also Thielmann 2013).
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order to make sense of our empirical world’s entities (including the immaterial 
world of our thoughts), the terms media and/or medium are more productive in 
analytical terms if one regards them as f lexible epistemological-heuristic rather 
than fixed categories.8 Accordingly, media theory, as I advocate it, can be under-
stood as the general task to explore in what different ways the world is perceivable 
as a medium or as media (with certain characteristics, functions, inscriptions) 
rather than simply acknowledging that everything out there in the world depends 
on media or a medium in some ontologically stabile sense (as a precondition of 
entities to be visible, to be perceivable, or to have a certain form etc.). Hence, even 
though I opt for a concept of media politics that examines the constitutive role of 
mediators (and of specific media), I still advocate a rather open analytical focus that 
leaves room for very different perspectives.

The latter position seems also to be an instructive approach with regard to the 
political dimension of media politics. For example, we can quite easily claim that 
almost everything about AI is political, especially if one believes that AI/DL tech-
nology affects every aspect of our social and cultural existence. At the same time, 
the political challenges that AI and DL technology hold for us are very different 
in nature (the existential threat of AI-driven autonomous weapon systems, AI’s 
inf luence on the future of work, etc.), which is why we cannot simply refer to a 
master account of political theory suitable for each and every problem. To provide 
another example: When designing autonomous weapon systems, there is obvi-
ously a strong political interest involved in keeping hidden the mediators of the 
production of these technologies, as well as their functioning. On the other hand, 
with regard to the question of how AI affects the future of work, for example, it 
may be more important to make all mediators involved in this process as transpar-
ent and accessible as possible.

Such a plea does not mean that “anything goes” in terms of how we should 
address the politics of AI/DL.  Instead, I argue that one should—first of all—try to 
explore how contemporary AI technologies emerge as political phenomena (before 
we apply a certain political theory to AI). This focus entails many relevant aspects, 
including the analysis of ways in which computer scientists themselves conceptu-
alize AI technology as a political subject.

In this context, one should also keep mind that the subjects of machine learn-
ing in general and ANN/DL in particular are, again, still an unknown territory 
for most scholars working in the humanities or social sciences, even if they have 
already studied AI. What this basically means is that it might take a while until 
disciplines like media or cultural studies are really able to evaluate the relevant 

8 �  There are perhaps many approaches to justify such a concept of media-thinking. Obviously, we 
can again refer to Latour’s category of “mediators”. A similar theoretical reference in this context 
is also Vogl’s term of “becoming-media” (2008).  
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political and/or ethical aspects of DL’s technologies and infrastructures. Obvious-
ly, this problem is also a central factor in discussing AI/DL as a black box and in 
evaluating projects like OpenAI at some point. For many scholars in the field, it 
is one of media studies’ central tasks to focus on processes of knowledge transla-
tion or transformation and to analyse, from a kind of meta-perspective, how the 
knowledge of one discipline is used, adapted, and reconfigured by another disci-
pline (cf. for example Bergermann/Hanke 2017: 127). But how can media studies 
provide relevant insights into the black box problem of AI/DL if even computer 
or data scientists have profound trouble dealing with it? Obviously, media stud-
ies has nothing or little to contribute towards opening this black box in technical 
terms, yet it can perhaps shed light on different aspects: for example, exploring 
the problem’s complex network of socio-cultural conditions, implications, and 
effects. Furthermore, media studies can—of course—critically investigate how 
data scientists treat AI and its black box problem as a political concern. But in 
order to do so, let’s recapitulate what it means—or better—what it could mean to 
perceive certain entities of our empirical worlds as black boxes.

3. Deep Learning: A Black Box that Cannot be Opened?

There are some debates going on about the exact origins of the term black box. 
Philipp von Hilgers has explored the history of the concept and traced it back to 
the history of World War II, more precisely to the technology of the magnetron 
(Hilgers 2009). Since then, the concept has been applied and specified in very 
different contexts with opposed meanings. On the one hand, it can refer to the 
data-monitoring systems in planes or cars; on the other hand, it encompasses sys-
tems whose inner operations are opaque or inaccessible and thus only observable 
by their inputs and outputs (cf.  Pasquale 2015: 3). One early definition of the term 
black box has been provided by Norbert Wiener, in a footnote of the preface added 
to the 1961 edition of his famous book Cybernetics (1948): “I shall understand by a 
black box a piece of apparatus [...] which performs a definite operation [...] but 
for which we do no necessarily have any information of the structure by which 
this operation is performed” (p. xi).9 Last but not least, as Latour explains, one 
has to consider that the operations of science and technology always have a black 
boxing effect: “When a machine runs efficiently, when a matter of fact is settled, 
one need focus only on its inputs and outputs and not on its internal complexity. 
Thus, paradoxically, the more science and technology succeed, the more opaque 
and obscure they become” (Latour 1999: 99). Prima facie, this also seems to be true 

9 �  Towards this definition, cf. W. Ross Ashby’s 1956 book An Introduction to Cybernetics.
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for DL systems. And yet, as opposed to other forms of technology, the case of DL 
technology seems to be different. 

Typically, independent of the black boxing effect just mentioned, many, if not 
most operations of technology used in practice are in one way or the other acces-
sible to human understanding and explanation. In contrast, DL algorithms seem 
to be a black box that cannot be opened. At least this is what several experts cur-
rently identify as one of AI’s biggest problems. But is it actually true that DL is a 
fundamental opaque technology and if so, to what degree? And even if this is the 
case, can’t we simply accept ANN to be an opaque technology as long as it works 
smoothly? The latter question may appear less complicated to answer than the first 
one. In fact, there already seems to be a large consensus among many scientists, 
politicians, and leading IT companies to develop a responsible or ethical AI, and 
making the technology more accountable is one essential part of this endeavor. 

This broad consensus is, of course, no surprise. It’s one thing if an AI/DL sys-
tem comes up with a disappointing movie recommendation, but if we use intelli-
gent machines for more serious matters concerning questions of life or death, the 
story is a completely different one. As Tommi Jaakkola, computer scientist at MIT, 
recently pointed out: “Whether it’s an investment decision, a medical decision, 
or maybe a military decision, you don’t want to just rely on a ‘black box’ method” 
(Knight 2017).

For this reason, it might not be enough knowing that the predictions of your 
AI/ DL system are sufficiently accurate. Furthermore, you want to understand 
why the system comes up with a certain prediction. Both aspects seem highly rel-
evant to secure trust in an AI-driven decision. Yet, to grasp the meaning of AI’s 
prediction models seems to be rather challenging. To illustrate this last point: Re-
cently, researchers at the Icahn School of Medicine at Mount Sinai developed an 
AI program called “Deep Patient”. The system is able to identify different forms 
of diseases and even early indications of psychiatric disorders like schizophrenia 
astonishingly well, yet they still do not have a clue how this is possible. Of course, 
Deep Patient can be of great help for doctors, but they need the system to provide 
a rationale for its predictions, so that they have a solid reference for the medical 
treatment of their patients. “We can build these models,” as Joel Dudley, the direc-
tor of biomedical informatics at the Icahn School of Medicine, explains, “but we 
don’t know how they work” (Knight 2017).

In the following, I discuss in how far this assumption, which regularly appears 
in current AI discourses, is somehow misleading and in need of clarification. First, 
one should keep in mind that the math behind current DL technology is rather 
straight forward (cf. Goodfellow/Bengio/Courville 2016). Ultimately, it is a mat-
ter of statistics, albeit an advanced form of statistics. This aspect is important to 
highlight since we can observe a general tendency towards mystifying DL that is 
counterproductive and needs to be contained. Secondly, many experts stress that 
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ANN are in fact an accessible technology, especially if one compares them with bi-
ological neural networks. For example, Roland Memisevic, chief scientist of the 
Toronto-Berlin-based DL company TwentyBN, points out that “DL algorithms are 
at least way more accessible than the human brain, where the neuronal activity 
patterns as well as the transformations effected by learning are, even today, still 
very much opaque. In contrast, if one looks at an ANN model, you can record, ob-
serve, measure everything, down to the smallest detail. For example, it is easy to 
find out which features have falsely resulted in a dog being labelled as a cat, be-
cause certain ear shapes might again and again lead to certain misclassifications” 
(Memisevic 2018,  my own translation). However, what indeed is difficult to under-
stand is the interplay of the artificial neurons, as Memisevic agrees, “since having 
such a great number of neurons that are active in parallel, one is confronted with 
emergent phenomena, whereby the whole encompasses more than the sum of its 
parts” (ibid.).

Thus, while it is certainly true that computer scientists have to deal with what 
is commonly labelled the interpretability problem of DL, it is not as fundamental 
as it is often described in the current discourse (cf. Knight 2017). And, not sur-
prisingly, computer scientists inside and outside the tech industry are currently 
very busy trying to come to terms with this interpretability problem. In fact, re-
searchers have already developed a number of approaches to better understand 
and reverse-engineer DL’s prediction models.

4. Strategies of Explainable AI (XAI)

One example to make not only ANN but machine learning technologies in general 
more accessible is the program Local Interpretable Model-Agnostic Explanations 
(LIME), developed by Marco Tulio Riberio, Sameer Singh, and Carlos Guestrin. 
The authors describe it as “a technique to explain the predictions of any machine 
learning classifier, and evaluate its usefulness in various tasks related to trust” 
(Riberio/Singh/Guestrin 2016). The basic idea behind LIME is to change different 
forms of inputs (e.g. texts or images) to the AI system in such a way that one can 
observe if and how these variations of the input have an impact on the output. A 
recent article in the journal Science explains how LIME works in practice, with ref-
erence to an ANN that is fed with movie reviews:

[A neural network] ingests the words of movie reviews and flags those that are po- 
sitive. Ribeiro’s program, called Local Interpretable Model-Agnostic Explanations 
(LIME), would take a review flagged as positive and create subtle variations by de-
leting or replacing words. Those variants would then be run through the black box 
to see whether it still considered them to be positive. On the basis of thousands of 
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tests, LIME can identify the words—or parts of an image or molecular structure, or 
any other kind of data—most important in the AI’s original judgment. The tests 
might reveal that the word ‘horrible’ was vital to a panning or that ‘Daniel Day Le-
wis’ led to a positive review. (Voosen 2017)

As one already can deduce from this short description, it seems to be an exagger-
ation to claim that this model indeed provides an explanation in any profound 
sense. Basically, it is an ‘experimental system’ that simply highlights those ele-
ments that play an important role in the system’s decision-making process, with-
out actually revealing the reasoning implicit in the prediction model. Without 
access to the latter, however, it is difficult for XAI models to fulfill the great prom-
ises of a democratic AI: To provide full accessibility, transparency and, control.

Another interesting tool that—in a way—helped to make visible how ANNs 
work, is a now famous program called “DeepDream”, introduced by engineers and 
scientists at Google in 2015. DeepDream is a special DL-based image recognition 
algorithm, yet it operates a little bit differently than a typical CNN. First, the algo-
rithm is trained with millions of images that show a particular object (for example, 
a cat) so that, at some point, the NN is able to predict or classify those objects (for 
example, cats) in images which it hasn’t been trained for. After the initial training, 
the network can operate in reverse. Instead of adjusting the weights of a networks 
as would be the standard procedure with the back prop algorithm, the weights 
remain unchanged, and only the input (the original image of a cat) is minimally 
adjusted. This technique has very interesting results if you apply it to images that 
do not contain any cats but are labelled as if they would. In this case, the software 
begins to modify and enhance certain patterns of images so that they start to look 
more and more like a cat, yet not similar to any particular existing one in our em-
pirical world, but like a cat the way a neural network has learned to perceive, if not 
to say: dream it. As a result of this process, the system produces images that have 
a surreal and grotesque quality: for example, a photograph of a pizza can entail 
many little dog faces or you can also turn the Mona Lisa into a LSD-like halluci-
natory nightmare.10 The generated images reveal at least two interesting aspects: 
On the one hand, they show that DL is not an entirely mysterious technology in 
so far as the algorithm enhances familiar visual features. On the other hand, the 
images illustrate how differently the algorithm works in comparison to human 
perception, foregrounding, in other words, that it might focus on aspects of an 
image to which we usually, as humans, do not pay attention (cf. Knight 2017). But 
does DeepDream also contribute to the democratization of AI? There are certainly 

10 �  For a critical perspective on DeepDream from a media-theoretical and psychoanalytical per-
spective, cf. Apprich (2017). The following website shows some examples for the use of the Deep-
Dream algorithm: https://deepdreamgenerator.com/#gallery
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good reasons to be sceptical here, yet at least DeepDream offers an aesthetic ap-
proach to illustrate the functioning of artificial neural networks and in doing so 
enabling people to ref lect, for instance, on the opacity of DL technologies. And 
DeepDream has perhaps also inspired a number of artists who have been using 
DL techniques in their work for some time. For example, the Parisian artist collec-
tive “Obvious” has explicitly declared that they want to democratize AI with their 
art. The group recently has made headlines by selling, for a considerable sum, a 
portrait at the auction house Christies which they had produced using a so-called 
GAN algorithm.11 

A third potential approach to expose the working mechanisms of a DL system 
is the so-called “Pointing and Justification (PJ-X)” model developed at the Univer-
sity of California, Berkeley, and the Max Planck Institute for Informatics (see Park 
et al. [2016]). The model is able to justify its prediction or classification tasks by 
highlighting and documenting the evidence for the algorithmic decision using an 
attention mechanism combined with a natural language explanation. A key ele-
ment of the system is that it is trained with two different data sets. The first one 
is meant to determine what an image shows, while the second one has the func-
tion to reveal why something (i.e., a certain human activity or object) appears in a 
particular image. Thus, the idea is to correlate images that show objects or human 
activities not only with their description (by labelling them), but also with their 
respective explanation. For the latter purpose, each image of the training data 
is associated with three questions as well as with ten answers for each of them.  
On this basis, the system can answer questions like “Is the person in the image 
f lying?” And the answer might be: “No, because the person’s feet are still standing 
on the ground” (cf. Gershgorn 2016). Again, this model—like all of the above—is 
still far away from being able to explain its own internal operations or those of 
different machine (or of another ANN, if you will). Perhaps, this specific capabil-
ity would require that machines develop some kind of self-consciousness, or even 
a meta-consciousness. Before this happens (if this is ever going to happen), DL 
technology needs to understand reasoning, planning, causal relationships, and so 
on. For the moment, the technology of DL or ANN only provides correlations, but 
no profound causal explanations. The latter would, however, be necessary in view 
of the claims to democratize AI, if one takes into account, for example, that laws 
and other forms of regulations and organization definitely require causal expla-
nations. However, as long as DL models cannot adaeuqately address problems of 
causality, it is misleading or simply an exaggeration to speak of these approaches 
as forms of XAI.

11 �  At the same time Obvious was criticized for their project because they did nothing but use a 
foreign algorithm to generate this and other of their portraits.
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5. The Politics of OpenAI

As I indicated earlier, providing models of an explainable and—more generally—a 
responsible AI has some obvious motivations. First and foremost, those who cur-
rently develop DL systems have a strong economic interest to counter the social 
fears and scepticism related to a profoundly opaque AI technology. Nonetheless, 
many scientists and industrial actors underscore the political and ethical impor-
tance of developing an explainable AI beyond the commercial aspects connect-
ed to the interpretability problem described above. One of the most visible and 
powerful actors among those highlighting this agenda is OpenAI that started as a 

“non-profit research company” (self-description)12, also specialized on DL technol-
ogy. Here is how the company outlined its mission goal, shortly after it has been 
founded in October 2015:

Our goal is to advance digital intelligence in the way that is most likely to benefit 
humanity as a whole, unconstrained by a need to generate financial return. Since 
our research is free from financial obligations, we can better focus on a positive 
human impact.

We believe AI should be an extension of individual human wills and, in the spirit 
of liberty, as broadly and evenly distributed as possible. The outcome of this ven-
ture is uncertain and the work is dif ficult, but we believe the goal and the structure 
are right. We hope this is what matters most to the best in the field. (“Introducing 
OpenAI”)

To make sure that OpenAI is “unconstrained by a need to generate financial re-
turn,” the founders of the company, among them, most prominently, Elon Musk 
and Sam Altman, invested more than US$1 billion in this venture. Interestingly 
enough, this initial launch posting does not explicitly or directly refer to what Elon 
Musk has named one of his key motivation for his initial investment in OpenAI, 
namely, that he regards (general) AI to be humanity’s biggest existential threat.13 
This apocalyptic view has been around since the very beginning of AI research and 
even existed before. In fact, as media scholar Bernhard Dotzler already pointed 
at the end of the 1980s, you can find most well-established projections of the fu-
ture of AI already in the work of Alan Turing (cf. Dotzler 1989). And yet, since very 

12 �  It is worth noting and also telling that OpenAI is now a “capped-profit“ company (cf. Coldewey 
2019: online).

13 �  In February 2018, Musk announced that he is leaving the board of OpenAI due to a potential 
conflict of interest with his (future) work at Tesla (Vincent 2018).
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recently, the development of AI has given us little reason to expect any dystopian 
‘Terminator’ reality to be just around the corner.  

For the first time in the history of mankind, the current situation might indeed 
be a different one vis-à-vis the undeniable fast progress of current DL technology. 
At least this is what many experts beyond Musk believe to be the case. OpenAI’s 
agenda acknowledges this new situation, but in a more nuanced, less dramatic 
manner:

AI systems today have impressive but narrow capabilities. It seems that we’ll keep 
whittling away at their constraints, and in the extreme case they will reach human 
performance on virtually every intellectual task. It’s hard to fathom how much hu-
man-level AI could benefit society, and it’s equally hard to imagine how much it 
could damage society if built or used incorrectly. (“About OpenAI”)

Indeed, no one is able to foresee the future of AI or can evaluate whether it will 
more likely have a positive or negative effect on society and culture. We might also 
tell ourselves that technology is never inherently good or bad, hence what matters 
only is its specific use. This argument, however, has always been a rather problem-
atic one, since, in fact, it makes a big difference if we deal with nuclear technology 
or, say, wind power. Furthermore, even though it is rather a truism that the future 
is uncertain, we should also not forget that we can never be sure at which concrete 
historical point we might take the wrong path towards harmful applications of AI. 
It is particularly this latter argument that seems to correspond with how OpenAI 
is linking its current agenda to the problem of an unforeseeable future: 

Because of AI’s surprising history, it’s hard to predict when human-level AI might 
come within reach. When it does, it’ll be important to have a leading research 
institution which can prioritize a good outcome for all over its own self-interest. 
(“About OpenAI”)

What is interesting about this passage is the implicit assumption that the whole 
question concerning the drastic negative or positive effects of AI is still a rather 
speculative matter and not so much one that concerns the current state of tech-
nology (“when the human-level AI might come within reach”). While OpenAI is 
right about avoiding any speculative discussion, it seems important to realize 
that DL already has both positive and problematic implications. The technology 
can do many astonishing good things, as it already has become a very powerful and 
also dangerous surveillance technology that expands the possibilities not only to 
(semi-automatically) observe the world (after being trained to do so), but to be able 
to make sense of it. 
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Very recently, it turned out that ANN/DL are not only able to identify objects, 
people, landscapes, and animals (again, after being trained to do so), but that they 
have started to understand quite complex actions and gestures. In other words: 
DL systems have begun to understand what could be called a basic form of com-
mon-sense knowledge of the world. In order to achieve this, the ANN has been 
trained, not with photos, but with hundreds of thousands of short video-clips 
(showing certain activities and hand gestures). Hence, the specificity of media, i.e. 
here the difference between still and moving images as a mediator of DL technol-
ogy, is an essential factor for developing advanced forms of AI.

Ed Finn has recently argued that today’s algorithmic culture is more than 
ever driven by the “the desire to make the world effectively calculable” (2017: 26). 
Without specifically distinguishing them from learning algorithms, he regards 
algorithms in general as “cultural machines” (54) whose operations are very much 
determined by an “ideology of universal computation” (23). Indeed, one could ar-
gue that especially modern DL technology fuels a phantasmatic version of instru-
mental reason, precisely because it reawakens the old dream Leibnizian dream of 
a mathesis universalis, capable of perfectly understanding every aspect of our world. 
But even more, the great promise of DL is not only to make machines understand 
the world, but to make it predictable in ever so many ways: how the stock market 
develops, what people want to buy, if a person is going to die or not, and so on. 
Already at this particular moment in history, we can regard DL as the very technol-
ogy that is capable of parsing complexities that humans aren’t able to cognitively 
process. The algorithmic power of DL lies in its potential to identify patterns by 
learning from the past to evaluate the present in order to master an uncertain 
future. And all of this happens in an ever-faster way. For example, DeepMind just 
presented a new version of its Go-program “AlphaGo Zero” that was able to learn 
the ancient board game in only three days from scratch (without implementing 
any rules how the game works or how it might be played successfully) and man-
aged to win against the older system of 2015/16 (that beat the human world cham-
pion Lee Sedol) by 100 to 0 (Perez 2017). 

The rapid speed of innovations in the field of DL should also remind us to be 
careful about quickly jumping to conclusions about what AI technology is or is not 
able to achieve. Hence, we should not only stop speculating about a distant future 
of AI, but we should also be careful about our sceptical views on what AI systems 
are capable of (or not). In general, we should acknowledge that there is still a lot of 
work for us to do if we are trying to come to terms with the current development of 
AI and machine learning technology. Maybe companies like OpenAI will succeed 
in making AI technology more accessible. But how exactly do they justify their 
central claim of democratizing AI? If we take another look at the company’s offi-
cial website, we will realize that it provides very little information: “We publish at 
top machine learning conferences, open-source software tools for accelerating AI 
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research, and release blog posts to communicate our research” (“About OpenAI”). 
This is basically all the company has to say about its agenda of democratizing AI, at 
least if we just consider the website’s official mission statement. One thing that is 
very remarkable about this passage is the fact that there is nothing special about it. 
Facebook, Microsoft, and many other IT companies basically have the same agen-
da (cf. Boyd 2017).

Of course, one could argue that OpenAI at least started the current wave of 
developing a responsible and safe AI. The more important question, however, is: 
How can OpenAI legitimate its brand image and former status as a non-profit (and 
now cropped-profit) research company when it essentially does what all other big 
players in the AI game are doing—i.e. improving existing technology and/or find-
ing the right path to develop an artificial general intelligence (AGI)? Concerning 
this matter, and very similar to the situation at DeepMind, OpenAI’s research is 
focused on strategies of reinforcement learning in connection with simulations 
(like games) instead of using the common approach of supervised learning that 
depends on correctly labelled data from the empirical world (cf. Rodriguez 2017). 
Within the specific limits of their approach, both OpenAI’s and DeepMind’s agen-
da have been quite successful. Yet, as of now, simulations are still not a suitable 
substitute for empirical learning data. If this turns out to be a permanent prob-
lem, it will have tremendous implications for how we conceive the epistemological 
status of simulations (in many theories and histories of digital and visual culture), 
but this remains to be seen. The reason why I have highlighted this point is a dif-
ferent one: As we just saw, there are many facets to the black box problem of DL. 
It is not my aim to get into every detail of how leading IT companies are currently 
trying to develop highly efficient AGI systems. Instead, what we can learn by tak-
ing a closer look at those different research agendas is the simple fact that DL is 
not a homogeneous approach, but an umbrella term for very different approaches 
to AI research and design.

Furthermore, referring to the heterogeneity of DL is not only important in 
terms of how we address the black box problem of AI, but also for how we can de-
velop a critical perspective on intelligent machines. To provide just one example: 
A few years ago, Alexander Galloway wrote a very interesting article in which he 
politicized the black box by arguing that it is no longer a cipher like the magnetron 
technology during the Second World War, but instead has become a function that 
is more or less completely defined by its inputs and outputs (cf. Galloway 2011: 273). 
By using the term, he does not exclusively mean technical devices but refers to all 
networks and infrastructures of humans, objects, etc. that may interact with each 
other, yet thereby only articulating their external functions. Obviously, Gallo-
way’s concept of the black box shares some similarities with how the term is used 
in the actor-network theory, though with an important difference: According 
to Galloway, the elements of a network that constitute a black box are no longer 
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able to reveal anything about themselves. In other words: He believes that those 
networks have become a black box that cannot be opened (this is also how Hilgers 
defines a black box—as system whose inner processes remain constantly inacces-
sible; cf. Hilgers 2009). Opposed to that, for example, Michel Callon has argued 
that any black box whose actor-network operations do not adequately model the 
working of a system not only can be, but must be cracked open, thereby producing 
a “swarm of new actors” (Callon 1986). At first glance, it seems that that Galloway’s 
concept of black box could be useful to describe the infrastructures and techno-
logical networks mediated by modern DL/ANN algorithms. But this is not as easy 
as it might seem in the first place. Galloway’s model is based on the existence of 
given inputs and outputs. Yet, ANN technology does not always operate with both 
inputs and outputs available. For example, in case of what is called unsupervised 
machine learning, the algorithm is trained without given outputs. Hence, as this 
simple example shows, if we want to understand the nuances of a DL/ML infra-
structure as a black box, Galloway’s intervention might be of limited use. At the 
same time—and this is the aspect where the actor-network theory comes into play 
again—we cannot simply assume that the black box problem as a political (or eth-
ical) issue only concerns the algorithm itself. Instead, the question encompasses 
many different mediators and media: legal aspects, institutional procedures, en-
vironmental issues, existing political as well as legal regulations, and so on.14

These aspects are also important to consider if we think about how DL pro-
grams exhibit racial or gender biases. There was great turmoil when Microsoft’s 
chatbot “Tay” was trained by Twitter users to learn racist, sexist, as well as an-
ti-Semitic statements (Vincent 2016). This scandal has been very insightful, since 
it demonstrates how many of the operations of learning algorithms actually de-
pend on the data and—even more importantly—on the people who label the data, 
at least in the case of supervised learning tasks. In other words: It is not or least 
not su much the algorithms that produce prejudices or political problematic out-
come, but in fact the human actors who design and generate the learning data, 
among them the hundreds or thousands of crowd-workers hired and organized 
through platforms like Amazon Mechanical Turk or CrowdFlower. Thus, if we 
want to talk about a bias problem of AI, we should also address the general struc-
tures of prejudices and ideology that still inform our society and thus the experts 
and workers who design the AI systems. Furthermore, this example clearly shows 

14 �  In order to shed light on problems of opacity concernin the broad spectrum of mediators, Bur-
rell’s (2016) account of black boxing might be of use, with he breaks into three levels: “(1) opacity 
as intentional corporate or state secrecy, (2) opacity as technical illiteracy, and (3) an opacity 
that arises from the characteristics of machine learning algorithms and the scale required to 
apply them usefully.”
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why it matters to take a closer look at the way certain forms of media act as key 
mediators of modern AI technology.

Without doubt, it is rather short-sighted that the discussion on AI as a black 
box so far has focused almost exclusively on the technological aspects in the nar-
rower sense. This also concerns the critique of a “democratic AI”. For example, phi-
losopher Nick Bostrom recently questioned the whole logic of making AI safer by 
making it more transparent: “If you have a button that could do bad things to the 
world, you don’t want to give it to everyone” (quoted after: Metz 2016). Prima facie, 
this argument may sound convincing, but at the same time, it seems a little bit 
odd. If we think about nuclear weapons, for example, one can easily observe how 
complicated it is to keep a possibly “dangerous button” just for yourself. (We might 
also point to recent discussions here about the US president’s right to decide if he 
uses nuclear weapons as a first strike or not). I do not want to argue that the con-
cept of a balance of deterrence during the Cold War actually had a peace-securing 
effect, nor do I want to put the specific technology of nuclear weapons on the same 
level as AI. I just want to illustrate why the whole practice and discourse of a re-
sponsible or transparent AI may be more complicated than Bostrom’s statement 
suggests. Neither is it true that the only alternative to the idea of a transparent 
AI would be to keep all the relevant knowledge about AI secret. At least, the latter 
strategy cannot be an option for OpenAI, since it would destroy the company’s 
very identity. 

Furthermore, it is important to highlight that as much as the black box prob-
lem does not only concern the technology itself, we also have to acknowledge that 
any attempt to democratize AI cannot just be reduced to activities of open-sourc-
ing the tools and knowledge around its technology (cf. for a further critical view 
on AI  as a black box beyond issues of transparency and accountability: Matzner 
2017). It is not a dystopian position to argue that we already live in a post-priva-
cy age where people have very little control over the processes of data collection, 
storage, processing, and transmission related to their personal lives and activi-
ties. The revelations of Edward Snowden have already confirmed the worst con-
spiracy theories about surveillance to be true (Sprenger 2015). The problem here 
is not only that companies or secret services, or governments in general, collect 
and analyse private data against our will. All too often, many people simply do not 
care enough about the data that they generate and circulate while being online 
or using this or that application. And even if they individually try to protect their 
private information, there is no guarantee that their friends, family, or colleagues 
will do the same.15 These aspects have been the subject of cultural critique long 
before the current AI boom took off. We should therefore not simply discuss how 

15 �  For example, as it has been revealed during the Cambridge Analytica scandal, the company 
used a back door in the Facebook API from c. 2012-2015 where a Facebook friend’s choice to opt 

https://doi.org/10.14361/9783839447192-014 - am 14.02.2026, 06:11:34. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.14361/9783839447192-014
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-nc-nd/4.0/


Andreas Sudmann240

to democratize AI but continue our efforts to secure democratic standards for our 
data-driven world in general. To achieve this goal, linking the political analysis of 
AI with a broader discussion about datafication is nothing more than a first step, 
but arguably a very important one. 

Currently, it is hard to think of any institution or law, globally or locally, that can 
protect us from the dangers of AI as well as the misuse of big data. Neither do we 
have any profound reason to believe that specifically companies like Open-AI, Face-
book, or Google will achieve this goal. At the same time, it is perhaps short-sighted 
to think of these tech companies as the enemies of a democratic digital culture just 
because they are the hegemonic forces that control both the data as well as the intel-
ligent algorithms capable of making sense of it. Obviously, there are dangers of AI 
that are more urgent, for example, if non-democratic states use AI or DL technology 
to oppress political opposition or perhaps terrorists using AI for cyberattacks. This 
threat is not an instance of a big data or AI paranoia: As experts have recently demon-
strated, by only having access to a so-called API, you are able to reverse-engineer ma-
chine learning algorithms with close to 100% accuracy. Hackers are able to steal AI 
technology from IT companies like IBM or Microsoft for whatever their specific goals 
might be (for the technical details, see Claburn 2016). Of course, having a truly open 
AI might solve this particular problem in the first place. But then again, one has to 
ask how we can make sure that an open AI is not used for harmful purposes. 

As of now, OpenAI seems less concerned with any concrete political vision of 
AI and more keen on participating in the competitive race towards developing an 
artificial general intelligence. Hence, it is quite seductive to believe OpenAI’s po-
litical or ethical agenda is basically a PR stunt and nothing else. But instead of 
simply questioning if OpenAI’s concrete practices matches their agenda or not, 
it might be more productive for a media-political account to discuss the politi-
cal implications and effects of a transparent or responsible AI in the context of a 
broader focus: How the technology of learning algorithms reshapes the conditions 
of an instrumental rationality so deeply connected with every aspect of our digital 
culture and society. And this important project just has started.
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