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Abstract: Real-time and accurate multi-class sentiment classification serves as a tool to gauge public user expe-
riences and provide a decision-making basis for timely analysis. In the field of  sentiment classification, there is 
an urgent need for an accurate and efficient multi-class sentiment classification method. With the aim to over-
come the drawbacks of  the existing methods, we propose a novel, unsupervised multi-class sentiment classifi-
cation method called Gaussian mixture model of  multi-class sentiment classification (GMSC). Based on the 
Gaussian mixture model (GMM), the GMSC consists of  the following essential phases: first, combining a dic-
tionary with microblog texts to calculate and construct the feature matrix of  sentiment for each sample; second, 
introducing a dimension reduction method to avoid the influence of  a sparse feature matrix on the results; third, 
modeling the multi-class sentiment classification procedure based on GMM; and lastly, computing the probabil-
ity distribution of  different categories of  sentiment by using GMM to partition sentiments in microblogs into distinct components and 
classify them via a Gaussian process regression. The results indicate the GMSC approach’s accuracy is better and manual tagging time is 
reduced when compared to semi-supervised and unsupervised sentiment classification methods within the same parameters. 
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1.0 Introduction 
 
With the rapid development of  social media, people are 
increasingly using platforms such as Sina Microblog and 
Twitter to share their views about and experiences with a 
particular product, policy, or event. Considering the eco-
nomic value of  user-generated content (Ghose and Ipei-
rotis 2009; Goh, Heng and Lin 2013), there is a growing 
trend of  using user reviews to promote a product (Goh, 
Heng and Lin 2013). Moreover, reviews, comments, 
tweets, microblogs, and other user-generated content ex-
press the user’s sentiment or attitude about a product, 
which decision makers can reference to improve the de- 
sign and quality of  products. Therefore, user-generated  
content is considered an important source of  information  

in sentiment analysis applications for decision making.  
Meanwhile, due to the growing interest in determining the 
exact sentiment within a text, sentiment classification has 
become an active area of  research (Dai et al. 2012). 

User-generated content poses different challenges due 
to the unstructured nature of  online texts. Currently, the 
methodologies commonly used in sentiment classification 
can be categorized into supervised, semi-supervised 
(Sindhwani and Melville 2008; Zhou, Chen and Wang 
2010) and unsupervised (Peng and Shih 2010). The first 
two methods have the disadvantage of  requiring manual 
labeling, which may increase the time cost, especially in 
terms of  big data analyses (Cambria et al. 2013). Thus, in 
big data research contexts, unsupervised sentiment classi-
fication methodology is popular. However, it still faces 

https://doi.org/10.5771/0943-7444-2019-1-15 - am 13.01.2026, 03:08:17. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-2019-1-15
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


Knowl. Org. 46(2019)No.1 

L. Xu and Q. Jiangnan. Unsupervised Multi-class Sentiment Classification Approach 
16

several challenges: 1) weak generalization of  the classifier 
(Lin, He and Everson 2010); 2) simple categorization of  
sentiment (Liu, Bi and Fan 2017a and 2017b); and, 3) high 
time complexity.  

First, the issue of  low accuracy arises due to weak gen-
eralization capabilities and a crude pre-tagging process. 
Most existing methods employ different superimposed 
ways to expand the training set of  pre-labeled samples, 
thereby reducing the classification ability of  unknown data 
for an overall model. The second issue is the limited classes 
of  sentiment type. Most of  the aforementioned methods 
only consider a sentiment as positive or negative without 
full consideration of  sentiment diversity and multi-class 
classification of  a specific sentiment. Some scholars (Liu, 
Bi and Fan 2017a and 2017b) have pointed out the exces-
sive simplicity of  classifying online texts as displaying only 
positive or negative sentiments while multi-class senti-
ments (e.g., happy, good, sad, anger, fear, disgust, surprise) 
can provide more information to companies whose rele-
vant department can use them to modify their advertise-
ments, product design, and so on, which leads to more ef-
fective decisions. The third challenge is decreasing the 
complexity of  the sentiment classification methodology by 
optimizing the parameters. Many classification tasks lead 
to a long run time, which decreases the efficiency of  ac-
quiring real-time information. 

To fill these research gaps, this paper proposes a novel 
unsupervised multi-class sentiment classification approach 
based on the Gaussian mixture model (GMM) called 
Gaussian mixture model of  multi-class sentiment classifi-
cation (GMSC). Because GMM is a generative and unsu-
pervised classification methodology, which differs from 
general sentiment classification approaches, such as naïve 
Bayesian and support vector machine, it can take advantage 
of  an unlabeled dataset and suits multi-class classification 
issues. GMM is also a non-parametric probabilistic method, 
i.e., it does not need any parameters set in advance; mean-
while, an algorithm can optimize the parameters. Moreover, 
varied historical data can be used to obtain the parameters 
of  an adaptive training model (Qiao et al. 2015) for which 
different categories of  datasets have better flexibility. 
Therefore, GMM can solve the issues of  weak generaliza-
tion ability, high time complexity, etc., and it suits multi-
class sentiment classification of  user-generated content. 

A novel modeling approach, GMSC consists of  the fol-
lowing essential phases: first, combining a dictionary with 
user-generated content to calculate and construct the fea-
ture matrix of  the sentiment for each sample. Second, in-
troducing a dimension reduction method to prevent the in-
fluence of  a sparse feature matrix on the results. Third, a 
modeling multi-class sentiment classification procedure 
based on GMM. Lastly, calculating the probability distri- 
bution for different categories of  sentiment by using GMM 

to partition sentiments into distinct components and clas-
sify them via a Gaussian process regression. The proposed 
method of  GMSC uses different categories of  training 
samples to obtain parameters for each Gaussian process of  
the model, which has a stronger generalization ability for 
data when combining a density peaks clustering (DPC) al-
gorithm (Rodriguez and Laio 2014) to initialize parameters 
and an estimation maximum (EM) algorithm to optimize 
parameters as a gradual iterative process. Therefore, its time 
complexity can be reduced. 

The paper is organized as follows: Section 2 presents 
approaches to sentiment classification in recent research. 
Section 3 describes the basic concepts and framework of  
the model. The proposed approach is detailed in Section 
4, while the experimental process and results analysis are 
presented in Section 5. Finally, Section 6 concludes the 
study and outlines avenues for future research. 
 
2.0 Related work 
 
Sentiment classification involves several steps. First is ex-
tracting sentiment features. A commonly used methodol-
ogy is the “bag of  words” model, which has the disad-
vantages of  a giant vector space dimension and a sparse 
matrix. As the first step of  this study, we chose several sen-
timent vectors based on the lexicon to construct the bag 
of  words model, which may decrease the giant vector 
space dimension. Fernández-Gavilanes et al. (2018) also 
used a lexicon to extract sentiment features and further 
construct an unsupervised sentiment classification model. 
Lin, He and Everson (2010) illustrated that the joint senti-
ment topic (JST) model is an unsupervised sentiment clas-
sification model, and it relies on a sentiment lexicon as a 
basis to extract features. And using a bag-of-words model 
based on a lexicon has another advantage; microblogs can 
be represented as different sentiment dimensions, which is 
more comprehensive. In the second step of  sentiment 
classification, some researchers reduce the feature dimen-
sions and then use the classification methodology. Each 
text can be classified as one main type of  sentiment. 

Sentiment classification methodologies can be catego-
rized into two types: semantic orientation and machine 
learning methodology. 
 
1)  Semantic orientation: This type of  method compares 

words in the sample with a sentiment lexicon to judge 
sentiment tendency (Hogenboom et al. 2014; Taboada 
et al. 2011; Wang et al. 2014). Wang et al. (2012) analyzed 
the sentiment tendency of  comments on the 2012 U.S. 
presidential election by using Twitter Firehose and ex-
pertly curated rules and keywords to get a full and accu-
rate picture of  the online political landscape. Agarwal et 
al. (2011) presented the results for sentiment analysis on 

https://doi.org/10.5771/0943-7444-2019-1-15 - am 13.01.2026, 03:08:17. https://www.inlibra.com/de/agb - Open Access - 

https://doi.org/10.5771/0943-7444-2019-1-15
https://www.inlibra.com/de/agb
https://www.inlibra.com/de/agb


Knowl. Org. 46(2019)No.1 

L. Xu and Q. Jiangnan. Unsupervised Multi-class Sentiment Classification Approach 
17

Twitter data by introducing POS-specific prior polarity 
features and exploring the use of  a tree kernel to pre-
clude the need for tedious feature engineering, while 
Jiang et al. (2011, 151) incorporated target-dependent 
features and also considered Tweets related to the one 
question by utilizing graph-based optimization, which 
can improve the accuracy of  target-dependent Twitter 
sentiment classification. The main drawback of  these 
approaches is the inability to deal with domain- and con-
text-specific orientations, the continuous appearance of  
new words (Melville, Gryc and Lawrence 2009), changes 
in expression patterns, and complicated language-pro- 
cessing problems (Sarvabhotla, Pingali and Varma 
2001). Even so, they can be used to pre-tag because of  
their simple operation.  

 
2)  Machine learning: This method requires constructing a 

machine-learning model (Serrano-Guerrero et al. 2015), 
typically by inputting training samples into a classifica-
tion model (Mai 2004a and 2004b; Café and Souza 2017; 
Albrechtsen and Pejtersen 2003), and entering the test 
sample produces results (Boiy and Moens 2009). These 
methodologies fall into three main types: supervised, 
semi-supervised, and unsupervised (Ouyang et al. 2014).  

 
1.  Supervised: This classification model involves manu-

ally pre-tagging training datasets (Kim, Howland and 
Park 2005; Tang, Tan and Cheng 2007). Pang and Lee 
(2004) were the first to employ three existing super-
vised learning methods (i.e., naive Bayes, maximum 
entropy and support vector machine) to classify 
movie reviews as positive or negative. Later on, Pang 
and Lee (2008) improved on accuracy through the 
use of  efficient techniques to find minimum graph 
cuts to classify texts into subjective or objective. Since 
the work of  Pang and Lee (2004 and 2008), various 
models and features have been proposed to improve 
classification. For example, Xu, Ding and Wang 
(2007) utilized naive Bayesian and maximum entropy 
methods to classify the sentiment of  Chinese news 
and reviews; they proved machine learning can 
achieve good results. Li and Huang (2010) combined 
stacking sentimental classification and finally over-
came the dependence dilemma of  classification 
methods in the field. Despite the method’s superior 
classification performance and popularity, it can 
hardly process a training dataset in a timely manner 
(Tang, Tan and Cheng 2007). 

2.  Semi-supervised: This method combines unlabeled 
data with labeled training data (often small-scaled) to 
improve the model (Silva et al. 2016; Serrano-Guer-
rero et al. 2015; Zhang, Xu and Wan 2012). Tan, 
Wang and Cheng (2008) integrated lexicon-based and 

corpus-based approaches by using an unsupervised 
technique to label examples for a supervised classi-
fier. However, the latter stage does not involve adopt-
ing any strategy to take full advantage of  unlabeled 
data. Other attempts to adopt a self-training strategy 
such as Li et al. (2011) investigated semi-supervised 
learning for imbalanced sentiment classification and 
generate different views from random feature sub-
spaces. Wan (2011) applied a co-training method to 
semi-supervised learning with a labeled English cor-
pus and an unlabeled Chinese corpus for Chinese 
sentiment classification. Sindhwani and Melville 
(2008) proposed a semi-supervised sentiment predic-
tion algorithm that utilizes lexical prior knowledge in 
conjunction with unlabeled examples based on a bi-
partite graph representation of  the labeled and unla-
beled. Zhang and He (2013) applied a variant of  a 
self-training algorithm on two partitions split from a 
test dataset and combined the classification results 
into a pseudo-labeled training set and an unlabeled 
test set; then they trained an initial classifier on the 
pseudo-labeled training set and adopted a standard 
self-learning cycle to obtain the overall classification 
results. Although this method requires just a small 
number of  labeled samples to save on manpower and 
material resources (He and Zhou 2011; Li et al. 2010), 
its generalization ability for unknown datasets is re-
duced due to the training corpus’ expansion through 
different methods. 

3.  Unsupervised: This method automatically performs 
sentiment classification through model construction 
or mutual information calculation of  a seed word, 
which does not require labeled instances to derive a 
sentiment classifier (Smailović et al. 2014; Fang, 
Dutta and Datta 2014). Turney (2002) pioneered 
predicting the sentiment orientation of  a text via the 
average sentiment orientation of  the extracted 
phrases that contain adjectives or adverbs. The sen-
timent orientation of  a phrase is estimated using 
point-wise mutual information. Kennedy and Ink-
pen (2006) used an enhanced term-counting method 
to determine the sentiment orientation of  a cus-
tomer review by counting positive and negative 
terms and taking into account contextual valence 
shifters. Zagibalov and Carroll (2008, 1073) first pro-
posed the seed word of  automatic selection and sta-
tistical method to classify the sentiment of  Chinese 
texts. The experimental results demonstrate the ac-
curacy is close to a supervised classification method. 
Zhai, Xu and Jia (2010) explored an unsupervised 
sentiment classification method in the case of  Chi-
nese sentiments, using unlabeled data to identify and 
remove noise words to improve accuracy. Wan 
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(2008) identified sentiment polarity of  Chinese re-
views by making full use of  bilingual knowledge in 
an unsupervised way. The unsupervised method 
proposed by Dai et al. (2012) involves manually cat-
egorizing texts as positive or negative and combining 
it with a semi-supervised method to construct the 
sentiment classifier. Lin, He and Everson (2010) pre-
sented a comparative study of  the latent sentiment 
model (LSM), the joint sentiment topic (JST) model, 
and the reverse-JST model. The results suggest the 
JST model is more appropriate than reverse-JST for 
sentiment classification. Although this method does 
not need manual tagging (Dasgupta and Ng 2009), 
one disadvantage is that the selection process of  the 
seed word is difficult, so this may negatively affect 
performance. Another drawback is its high time 
complexity, which is not ideal for real-time infor-
mation acquisition. 

 
The aforementioned methods are summarized in Table 1. 
 
Generally, supervised sentiment classification may have 
the highest classification accuracy, but it requires manually 
labeling data, which may increase time cost and decrease 
generalization ability. Although semi-supervised sentiment 
classification utilizes less manually labeled data to train the 
classification model, it also has the same problems as a su-
pervised model. On the other hand, unsupervised senti-
ment classification solves the problem of  manual labeling 
and saves on time cost, which is especially suitable for big 
data analysis. Moreover, it may provide more accurate and 
effective analyses to support the decisions of  govern-
ments, companies, and consumers. However, the current 
research still has some limitations: 1) weak generalization 
(Lin, He and Everson 2010); 2) simple categorization—the 

current research mainly focuses on positive and negative 
sentiment classification; thus, multi-class sentiment classi-
fication is necessary (Liu, Bi and Fan 2017a and 2017b); 
and, 3) high time complexity. 

Current research has categorized sentiment classifica-
tion methodology as supervised, semi-supervised, and un-
supervised from a labeled dataset perspective and com-
pared their performance but have not analyzed their dif-
ferences. In terms of  methodology, generative, and dis-
criminative are regarded as different perspectives. With a 
generative approach, we model the joint distribution be-
tween variable x and label y as Pሺx, yሻ ൌ Pሺx|yሻPሺyሻ. This 
can be done by learning the class prior probabilities Pሺyሻ 
and the class-conditional densities Pሺx|yሻ  separately. In 
contrast, within a discriminative approach, a parametric 
model for the posterior probabilities is constructed as 
Pሺx, yሻ ൌ Pሺy|xሻ, and the values of  the parameters from 
a set of  labeled training dataset are inferred. The genera-
tive approach focuses on the different probability distribu-
tions of  each class, while the discriminative approach fo-
cuses on how to separate data from different classes.  

Although the discriminative approach results in high clas-
sification performance, it lacks flexible modeling tools and 
adding prior knowledge is difficult. Therefore, it cannot re-
flect the characteristics of  the training data itself  and loses 
information contained in the sample distribution p(x). The 
relationship is not as clear as in the generative approach. The 
problem-solving process is like a “black box.” When labeled 
training dataset is plentiful, the discriminative methodology 
results in excellent generalization. However, manual labeling 
increases time cost, and, especially in the context of  big data 
analysis, it would be rather expensive.  

Consequently, there is increasing interest in the gener- 
ative approach as it can take advantage of  an unlabeled da- 
taset (Suzuki, Fujino and Isozaki 2007; Bernardo et al. 

Sentiment Classification 
Method Semantic  

Orientation 
Machine Learning 
Supervised Semi-supervised Unsupervised 

Label No Yes A little No 
Feature (1) Simple, easy to 

realize 
(2) Poor applicability 

(1) High accuracy 
(2) Time-consuming 

(1) Saves tagging time 
(2) Weak generalization 
ability, etc. 

(1) No manual tagging 
(2) Difficult seed word selection, high 
complexity etc. 

Typical  
literature 

Jiang et al. (2011) 
Wang et al. (2012) 

Pang and Lee (2004) 
Xu, Ding and Wang 
(2007) 

Li and Huang (2010) 

Zhang and He (2013) 
Li et al. (2011) 
Wan (2011) 

Sindhwani and Melville 
(2008) 

Wan (2008) 
Dai et al. (2012)  
Lin, He and Everson (2010) 
Zhai, Xu and Jia (2010) 

Turney (2002) 
Kennedy and Inkpen (2006) 

Zagibalov and Carroll (2008) 

Table 1. Summary of  sentiment classification methods (references in bold show the selected comparison methodology). 
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2007). When dealing with multi-classification problems, 
the training efficiency of  the discriminative approach is of-
ten lower than that of  the generative approach. Many suc-
cessful discriminative classification models have been orig-
inally proposed for two types of  classification problems. 
When dealing with multiple types, it is usually necessary to 
convert one-class C problem into a two-class C problem 
and then merge the results (Rifkin and Klautau 2004). 

Because the generative approach can use an unlabeled 
dataset and classify the sentiment of  user-generated con-
tent into multiple types, it suits multi-class sentiment clas-
sification of  user-generated content. GMM, as a generative 
approach, involves K Gaussian distribution. Each Gauss-
ian distribution is called a Gaussian process, which repre-
sent different sentiment classifiers and the probability den-
sity function of  GMM. We use GMM to construct the 
multi-class sentiment classification model GMSC. 

Considering that GMSC does not involve tagging sam-
ples and a sentiment lexicon is only used to obtain the fea-
ture matrix, we selected semi-supervised and unsupervised 
methods to compare them to GMSC. We did not choose a 
supervised sentiment classification methodology, because 
manual labeling has a high time cost, especially in the con-
text of  big data, and the time cost is difficult to measure. 
Zhang and He (2013) found that the proposed methodol-
ogy obtained better results compared to other semi-super-
vised methods. They proposed a typical semi-supervised 
methodology. Wan (2008) put forward the unsupervised 
sentiment classification method without tagging samples; 
the methodology involves matching words with the senti-
ment lexicon. Dai et al. (2012) improved the accuracy of  
the unsupervised methodology from multi-angle. Lin, He 
and Everson (2010) constructed a simultaneous consider-
ation of  the topic and sentiment for the unsupervised 
method, which has broader scope of  application. 
 
3.0 Overview and concepts 
 
This section introduces the framework and principle of  
the proposed approach and several important concepts. 
 
3.1 Overview 
 
Figure 1 presents the framework of  the proposed method 
and its two stages: 1) extracting features and dimension re-
duction using PCA methodology; and, 2) identifying multi-
class sentiment of  user-generated content based on a DPC 
unsupervised clustering algorithm and GMM methodology. 
 
3.2 Concepts definition 
 
This section provides brief  overviews of  relevant con-
cepts. D, regarded as a known object database that stores 

a large number of  user-generated content, is represented 
by D ൌ ሼ𝐷ଵ, 𝐷ଶ, … 𝐷௜ … 𝐷௡ሽ. The number of  user-gener-
ated content is defined as |D|.  

The sentiment of  user-generated content is defined as 
follows:  
 
Definition 1 (feature calculation of  sentiment): m represents 
the number of  multi-class sentiments in the lexicon; user-
generated content 𝐷௜  contains p sentiment of  the lexicon. 
According to the characteristics of  the lexicon, the intensity 
and polarity are combined to compute a feature value of  each 
sentiment; 𝐸𝑉௡௠ equals the sum of  intensity and polarity of  
sentiment, which denotes the feature value of  sentiment m 
of  user-generated content 𝐷௡ in the equation as follows:  
 

ቊ
𝐸𝑉௡௠ ൌ ∑ 𝛼 ൈ 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦௜ᇲ ൅ 𝛽 ൈ 𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦௜ᇲ

௪
௜ᇲ

𝛼 ൅ 𝛽 ൌ 1       ,       𝛼、β ∈ ሾ0,1ሿ
        (1) 

 
Where α、β denote adjustment coefficients, different val-
ues reflect the influence degree of  intensity and polarity 
on 𝐸𝑉௡௠ ; 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦௜ᇲ  denotes intensity value of  senti-
ment word 𝑖ᇱ , and 𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦௜ᇲ  denotes polarity value of  
sentiment word 𝑖ᇱ in user-generated content. The way to 
calculate the feature 𝐸𝑉௡௠ in equation (1) is based on the 
lexicon value of  intensity and polarity.  
 
Definition 2 (sentiment vector representation): The fea-
ture matrix of  sentiment obtained by definition one can be 
derived as follows: 
 

𝐸𝑉௡ ௠  ൌ    

⎣
⎢
⎢
⎢
⎢
⎡

𝐸𝑉ଵ ଵ  𝐸𝑉ଵ ଶ  …  𝐸𝑉ଵ ௠ିଵ  𝐸𝑉ଵ ௠
𝐸𝑉ଶ ଵ  𝐸𝑉ଶ ଶ  …  𝐸𝑉ଶ ௠ିଵ  𝐸𝑉ଶ ௠

⋮                                                 ⋮
𝐸𝑉௜ ଵ  𝐸𝑉௜ ଶ  …  𝐸𝑉௜ ௠ିଵ  𝐸𝑉௜ ௠
⋮                                                 ⋮

𝐸𝑉௡ ଵ  𝐸𝑉௡ ଶ  …  𝐸𝑉௡ ௠ିଵ  𝐸𝑉௡ ௠⎦
⎥
⎥
⎥
⎥
⎤

             (2) 

 

Definition 3 (dimension reduction of  sentiment feature 
matrix): We use a dimension reduction algorithm to reduce 
the dimension of  𝐸𝑉௡௠ from m to t. The low-dimensional 
sentiment feature matrix 𝐸𝑉௡௧ is as follows: 
 

𝐸𝑉௡ ௠ ൌ

⎣
⎢
⎢
⎢
⎢
⎡

𝐸𝑉ଵ ଵ  𝐸𝑉ଵ ଶ  …  𝐸𝑉ଵ ௠ିଵ  𝐸𝑉ଵ ௠
𝐸𝑉ଶ ଵ  𝐸𝑉ଶ ଶ  …  𝐸𝑉ଶ ௠ିଵ  𝐸𝑉ଶ ௠

⋮                                                 ⋮
𝐸𝑉௜ ଵ  𝐸𝑉௜ ଶ  …  𝐸𝑉௜ ௠ିଵ  𝐸𝑉௜ ௠
⋮                                                 ⋮

𝐸𝑉௡ ଵ  𝐸𝑉௡ ଶ  …  𝐸𝑉௡ ௠ିଵ  𝐸𝑉௡ ௠⎦
⎥
⎥
⎥
⎥
⎤

⇒ 

𝑬𝑽𝒏𝐭 ൌ

⎣
⎢
⎢
⎢
⎢
⎡

𝐸𝑉ଵ ଵ  𝐸𝑉ଵ ଶ  …  𝐸𝑉ଵ ௧
𝐸𝑉ଶ ଵ  𝐸𝑉ଶ ଶ  …  𝐸𝑉ଶ ௧

⋮                              ⋮
𝐸𝑉௜ ଵ  𝐸𝑉௜ ଶ  …  𝐸𝑉௜ ௧
⋮                              ⋮

𝐸𝑉௡ ଵ  𝐸𝑉௡ ଶ  …  𝐸𝑉௡ ௧⎦
⎥
⎥
⎥
⎥
⎤

                            (3) 
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Definition 4 (Gaussian process regression): For training 
dataset D ൌ ሼሺ𝑥௜, 𝑦௜ሻሽ௜ୀଵ

ே ൌ ሺ𝑋, 𝑌ሻ, where 𝑥௜ ∈ 𝑅ௗ，X ൌ
ሾ𝑥ଵ, 𝑥ଶ, ⋯ 𝑥௡ሿ denotes the feature matrix of  d ൈ n dimen-
sion, and 𝑦௜ ∈ 𝑅  is the output result. A given set X can 
form a set of  random variables ሼfሺ𝑥ଵሻ, fሺ𝑥ଶሻ, ⋯ fሺ𝑥ேሻሽ, 
which satisfies a joint Gaussian distribution (Sung 2004), 
so the mean mሺxሻ and covariance function kሺx, 𝑥ᇱሻ can 
denote the Gaussian process as follows:  
 

ቐ
fሺxሻ~Gሺmሺxሻ, kሺx, 𝑥ᇱሻሻ

𝑚ሺ𝑥ሻ ൌ 𝐸ሾ𝑓ሺ𝑥ሻሿ
𝑘ሺ𝑥, 𝑥ᇱሻ ൌ 𝐸ሺሺ𝑓ሺ𝑥ሻ െ 𝑚ሺ𝑥ሻሻ െ ሺ𝑓ሺ𝑥ᇱሻ െ 𝑚ሺ𝑥ᇱሻሻሻ

 (4) 

 
We choose a standard exponential covariance function as 
in the following: 
 

 

Figure1. Overall process of  the proposed approach. 
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൞
cov൫fሺxሻ, fሺ𝑥ᇱሻ൯ ൌ kሺx, 𝑥ᇱሻ ൌ 𝜃଴

ଶ exp ቀെ
ሺ௫ି௫ᇲሻమ

ଶఏభ
మ ቁ ൅ 𝜎ଶ𝛿௜௝

i ൌ j, 𝛿௜௝ ൌ 1
𝑖 ് 𝑗, 𝛿௜௝ ൌ 0

   (5) 

 
where 𝜃଴ , 𝜃ଵdenote weight and size respectively; 𝛿௜௝ is the 
Dirac function. 
 
Definition 5 (Gaussian mixture model of  sentiment): Each 
sentiment can be denoted as a function of  GMM, that is, 
the linear combination of  multiple GMMs compose the 
dataset. In Eq. (4) the dataset x is the linear combination 
of  the independent GMM of  all components G ൌ ሼ𝐺ଵ, 𝐺ଶ

，⋯ , 𝐺௄ሽ, and 𝛼ଵ, 𝛼ଶ, ⋯ , 𝛼௞  refer to the weight of  all 
variables. Therefore, the probability density function of  x 
can be represented as: 
 

൞

pሺx|θሻ ൌ ∑ 𝛼௝𝐺௝ሺ𝑥|𝜇௝, ∑௝ሻ௄
௝ୀଵ

∑ 𝛼௝
௄
௝ୀଵ ൌ 1

𝜃 ൌ ൛𝛼௝, 𝜇௝, ∑௝ൟ,    𝑗 ൌ 1,2, ⋯ 𝐾

                                (6) 

 
where 𝐺௝ሺ∙ሻ denotes the probability density function of  
Gaussian mixture model; 𝛼௝ is the weight for the Gaussian 
process j. 
 
4.0 The proposed approach 
 
The GMM algorithm precisely quantifies things via the 
Gaussian probability density function (normal distribution 
curve). Gaussian process regression is used to describe the 
distribution of  probability space. That is, each category is 
represented by a Gaussian process, and the weighted com-
bination of  all Gaussian processes constitute GMM. The 
GMM algorithm is primarily used in object detection, tra-
jectory prediction, speaker recognition, image recognition, 
text classification, and other contexts to efficiently and au-
tomatically classify an object.  

Given that low standardization, a prevalence of  new 
words, and dynamically changing expressions characterize 
language used in user-generated content, this leads to data 
processing challenges. The GMM model is dependent on 
each sample for sentiment classification, and the gradual 
iterative estimation maximum (EM) algorithm is intro-
duced to obtain optimal parameters, which increases the 
generalization ability and reduces time complexity. Thus, 
in this paper, we consider the GMM algorithm as the basis 
of  an unsupervised multi-class sentiment classification 
method. Meanwhile, as to the rigorous initial value selec-
tion problem of  GMM, the DPC algorithm is introduced. 
In general, the method consists of  three components: 1) 
GMM: the core of  the method to perform unsupervised 
multi-class sentiment classification; 2) EM: this algorithm 

solves the selection problem of  the initial value of  GMM 
and obtains optimal parameters; and, 3) DPC: this algo-
rithm solves the initial value of  the selection problem of  
EM, regarding it as an initial algorithm to obtain clustering 
numbers of  the EM algorithm. 
 
4.1 GMM algorithm 
 
4.1.1 GMM definition 
 
GMM is commonly used in describing the model of  mix-
ture density function distribution. Several weighted Gauss-
ian probability density functions are added to describe the 
distribution of  the feature vector in probability space. That 
is, GMM is composed of  K Gaussian distribution, and 
each Gaussian distribution is called a Gaussian process, 
which represents different sentiment classifiers and the 
probability density function of  GMM. The latter can be 
denoted as follows: 
 

൞

pሺx୬|θሻ ൌ ∑ 𝛼௝𝐺௝ሺ𝑥௡|𝜇௝, ∑௝ሻ௄
௝ୀଵ

∑ 𝛼௝
௄
௝ୀଵ ൌ 1

𝜃 ൌ ൛𝛼௝, 𝜇௝, ∑௝ൟ,    𝑗 ൌ 1,2, ⋯ 𝐾

                              (7) 

 
where, 𝐺௝ሺሺ𝑥௡|𝜇௝, ∑௝ሻ denotes the Gaussian probability 
density function of  sentiment vector x௡ to sentiment j. K 
is the numbers of  sentiment, 𝛼௝ denotes the weight of  the 
sentiment j, and 𝜇௝, ∑௝ refer to the mean and covariance 
of  sentiment j, respectively. 

The Gaussian probability density function is defined by 
the following: 
 

൞

𝐺௝ሺ𝑥௜|𝜇, ∑ሻ ൌ
ଵ

ඥሺଶగሻ೏|∑|
exp ሼെ

ଵ

ଶ
ሺ𝑥௜ െ 𝜇ሻ்∑ିଵሺ𝑥௜ െ 𝜇ሻሽ

𝜇 ൌ ሾ𝐸ሺ𝑥ଵሻ, 𝐸ሺ𝑥ଶሻ, ⋯ 𝐸ሺ𝑥ௗሻ்

∑ ൌ ሺ𝐶௜௝ሻௗൈௗ, 𝐶௜௝ ൌ 𝐶𝑂𝑉ሺ𝑥௜, 𝑥௝ሻ

   (8) 

 
The GMM corresponding likelihood function can be rep-
resented as: 
 
PሺX|θሻ ൌ ∏௜ୀଵ

ே 𝑝ሺ𝑥௜|𝜃ሻ                                                (9) 

 
Therefore, the key step in the construction process is to 
obtain a 𝛉 value of  the model. To do so, we maximize the 
probability of  the sentiment training model by using Eq. 
(9) to obtain an optimal value of  𝛉 for the analysis of  sen-
timent classification. The detailed process solution is de-
scribed in the appendix.  

The graphical model of  GMM is shown in Figure 2, 
wherein each component of  the Gaussian process is rep-
resented by the parameters of  mean and covariance. The 
classification process is an ellipsoid distribution of  mean- 
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centered, and geometric properties is determined by co-
variance. 
 
4.1.2 GMM principle 
 
The basic idea of  GMM involves three steps: first, con-
struct the model using the probability density function; 
second, use the EM algorithm to obtain the optimal solu-
tion of  corresponding parameters, according to the nor-
mal distribution of  the conditional distribution to obtain 
the K Gaussian process function; lastly, calculate the sen-
timent category value of  the test sample. 

The GMM classification model is based on the senti-
ment sample to compute the probability distribution of  
GMM, using a model to obtain the K Gaussian process 
and then combine definition four of  the Gaussian process 
to classify testing samples. The process of  unsupervised 
multi-class sentiment classification based on GMM can be 
derived as follows: 
 
𝐷௧௥௔௜௡ ൌ ሺ𝑋, 𝑌ሻ, 𝐷௧௘௦௧ ൌ ሺ𝑋ᇱ, 𝑌ᇱሻ  represent the training 
and testing dataset respectively, where X denotes the senti-
ment feature matrix of  training dataset, 𝑌 is the sentiment 
classification result of  training dataset, and 𝑋ᇱ, 𝑌ᇱ are sim-
ilar to  𝑋, 𝑌 . The joint probability density function of  
ሾY, 𝑌ᇱ்ሿ complies with the following GMM model:  
 

⎩
⎨

⎧
p௒௒ᇲሺ𝑌, 𝑌ᇱሻ ൌ ∑ 𝛼௜𝐺ሺ𝑌, 𝑌ᇱ|𝜇௜, ∑௜ሻ

௄
௜ୀଵ

𝜇௜ ൌ ሾ𝜇௜௒, 𝜇௜௒’ሿ

∑௜ ൌ ൤
∑௜௒ ∑௜௒௒ᇲ

∑௜௒ᇲ௒ ∑௜௒ᇲ
൨

                     (10) 

 
where ∑ 𝛼௜ ൌ 1௄

௜ୀଵ , the joint probability density function 
is: 
 
𝑝௒௒ᇲሺ𝑌, 𝑌ᇱሻ ൌ ∑ 𝛼௜𝐺ሺ𝑌ᇱ|𝑌, 𝑓௜

∧ሺ𝑌ሻ, 𝜎௜
ଶ௞

௜ୀଵ )                 (11) 

 
and: 
 

ቊ
𝑓௜

∧ሺ𝑌ሻ ൌ 𝐸ൣ𝑌‘ห𝑌൧ ൌ 𝜇௜௒ᇲ ൅ ∑௜௒ᇲ∑௜௒௒
ିଵ ሺ𝑦 െ 𝜇௜௒ሻ

𝜎௜
ଶ ൌ 𝑉𝑎𝑟ሾ𝑌ᇱ|𝑌ሿ ൌ ∑௜௒ᇲ െ ∑௜௒ᇲ௒∑௜௒௒

ିଵ ∑௜௒௒ᇲ
       (12) 

 
The marginal density function of Y can be formulated as: 
 

𝑝௬ሺ𝑦ሻ ൌ ׬ ሺ𝑌, 𝑌ᇱሻ 𝑑𝑦 ൌ ∑ 𝛼௜𝐺ሺ𝑌, 𝜇௜௒, ∑௜௒ሻ௄
௜ୀଵ௣ೊೊᇲ

    (13) 

 
The conditional density function as: 
 
𝑝௒ᇲ|௒ ൌ ∑ 𝜙௜ሺ𝑌ሻ𝐺ሺ𝑌, 𝑓௜

∧ሺ𝑌ሻ, 𝜎௜
ଶሻ௄

௜ୀଵ                           (14) 

 
where weight can be defined as the following: 
 

𝜙௜ሺ𝑌ሻ ൌ
ఈ೔ீሺ௒,ఓ೔ೊ,∑೔ೊሻ

∑ ఈ೔ீሺ௒,ఓ೔ೊ,∑೔ೊሻ಼
೔సభ

                                       (15) 

 
The sentiment category value of  𝑌’ is obtained as follows
： 
 

𝑌‘ ൌ f ∧ሺ𝑌ሻ ൌ Eሾ𝑌ᇱ|X, Y, 𝑋ᇱሿ ൌ ∑ 𝜙௜ሺ𝑌ሻ𝑓^ሺ𝑌ሻ௄
௜ୀଵ      (16) 

 

Figure 2. The graphical model of  GMM. 
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4.2 GMM initialization process 
 
An efficient classification model construction of  GMM 
depends on the accurate initial value of θ. The EM algo-
rithm is commonly used in parameter estimation through 
gradual iteration to improve the value of  parameter θ. As 
iteration process increases, the match rate between the es-
timation parameter θ  and training sentiment sample 𝑥௜ 
until it fulfils the formula PሺX|𝜃௞ାଵሻ ൐ 𝑃ሺ𝑋|𝜃௞ሻ  each 
time, where k denotes the number of  the iteration.  

Although the log-likelihood of  the observed data keeps 
increasing by combining the EM algorithm of  the GMSC 
approach at each iteration, the main drawback is slow con-
vergence. Therefore, to overcome this issue and reduce the 
influence on the final result of  the GMSC approach, we 
consider how to select good initial parameters as follows: 
assuming that the parameter 𝛉 of  the EM algorithm in 
Section 4.2 is already known, then the initialization for the 
EM algorithm is necessary. At present, the commonly used 
method combines K-means (Jing et al. 2007; Roy and 
Sharma 2010) and the EM algorithm, using the center 
value calculated by the K-means algorithm (Jing et al. 
2005) as an initial input parameter of  the EM mean to de-
termine a rough classification of  the initial sample; how-
ever, the K-means algorithm needs the cluster number. 

The density peaks clustering (DPC) algorithm is a den-
sity-based clustering algorithm and an unsupervised cluster-
ing algorithm without the input of  cluster number (Rodri-

guez and Alessandro 2014). Its main purpose is to deter-
mine the center of  dense clusters and the number of  clus-
ters based on the central decision graph, where K is deter-
mined by the first K high density points. Then, the sample 
points of  the non-cluster center are divided into the cluster 
where the nearest peak density sample is located. Finally, the 
clustering of  the sample data is completed. Therefore, the 
number of  clustering can be regarded as the initialization 
parameter for the EM algorithm, and the optimal iteration 
parameters of  the EM algorithm can be regarded as initiali-
zation parameters for the GMSC method. Two algorithms 
are brought together to increase the convergence speed of  
the EM algorithm, thereby improving the accuracy of  the 
GMSC method and reduce the time complexity of  our 
model.  
 
4.3 GMSC method 
 
The GMSC method can be expressed by the following 
pseudo-code in Figure 3: 
 
5.0 Experimental evaluation 
 
5.1 Dataset description and evaluation metrics 
 
We collected user-generated content from Sina Microblog, a 
Chinese social media site that is like a hybrid of  Twitter and 
Facebook. Characterized by weak information (lack of  in-

 

Figure 3. Pseudo-code of  GMSC methodology. 
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formation) and strong sentiment, it has become an im-
portant channel for the public to express their emotions, at-
titudes, and ideas in the context of  web 2.0 as a We Media 
(A carrier people use to post about events). Widely used in 
China since August 2009, Sina Microblog grew to 411 mil-
lion active users a month as of  March 2018 according to the 
company’s Q1 earning report in 2018. It can provide a vari-
ety of  data for multi-class sentiment classification. 

As the study requires a detailed classification of  senti-
ment, it is necessary to choose a dataset with a variety of  
sentiments, so we made use of  all of  the published Sina 
Microblog content concerning the “Japan 311 earthquake” 
(more than forty thousand samples in total). We removed 
invalid comments that would interfere with the data anal-
ysis, such as retweeted comments. In other words, we use 
non-repeatable microblogs as research samples. After-
ward, 4,000 samples of  eight categories of  sentiment were 
selected randomly, including 2,000 training samples and 
2,000 testing samples. Table 2 offers a brief  summary of  
the sentiment dataset, while Table 3 includes examples of  
microblogs.  

A supervised sentiment classification methodology (such 
as naïve Bayes) needs labeled samples, and the number of  
labeled training samples decides the methodology’s classifi-
cation efficiency, which may decrease its generalization abil-
ity. Therefore, we choose semi-supervised and unsupervised 
methodologies to compare to the proposed GMSC meth-
odology. Other studies (Zhang and He 2013; Dai et al. 2012; 
Wan 2008; Lin, He and Everson 2010) have used different 
datasets to compare the methodologies. We use the same 
training and test samples from Sina Microblog, the biggest 
social network in China, to compare the experimental re-
sults. 

To compare the performance of  the proposed method-
ology, manually labeling is needed, we, therefore, asked five 
college students to label multi-class sentiment types of  Sina 

Microblog samples, and the labeled results are based on the 
majority judgment. We trained them to identify multi-class 
sentiment beforehand. 

Prior research (Inoue and Narihisa 2000; Ishibuchi and 
Nii 1998; Leng and Wang 2008) used accuracy as an index 
to measure the generalization ability of  method. We used 
recall, precision, F-measure, and specific sample discrimina-
tion conditions to measure generalization ability compre-
hensively. These indexes are defined as in the general senti-
ment classification to evaluate performance. The evaluation 
metrics are described in reference (Patil and Sherekar 2013); 
we, therefore, omitted here. 
 
5.2 Experimental settings 
 
Data normalization processing for the obtained dataset in-
cludes: first, extracting comments from dataset samples 
(we collected data using a web crawler); second, NLPIR 
segmentation and denoising. After the data normalization 
process, standardized samples are stored as .txt files. We 
selected Lin Hongfei’s (Xu, Lin and Zhao 2008) sentiment 
ontology library as the experimental lexicon to calculate 
the feature value of  a sentiment. The sentiment lexicon 
was used to calculate the semantic orientation values of  
the microblogs; then the vector space representation 
model and feature calculation formula are used to con-
struct the feature matrix of  each sample in the form of  a 
vector. The lexicon divides sentiment into seven categories 
and twenty-one subcategories as shown in Table 4. 

We should note here that the recall of  Lin Hongfei’s 
ontology, popular in China and proposed by Dalian Uni-
versity of  Technology (Xu, Kin and Zhao 2008), is about 
64.3%. It identifies several major sentiment types: happy, 
good, anger, sad, fear, disgust, and surprise, which is also 
consistent with the Chinese tradition of  seven emotions 
and six sensory pleasures. As many published academic pa- 

Category No Happy Good Angry Sad Fear Disgust Surprise 

Quantity 100 300 250 280 320 300 310 140 

Table 2. The summary of  dataset (the type of  multi-class sentiment is based on Lin 
Hongfei’s ontology lexicon). 

Time Microblog Text 

2011-04-28 08:56 其实我知道会有日本地震、其实我知道今年 8 月富士山会

喷发岩浆。其实我知道的、所以我才感到害怕。 

Table 3. Information of  microblog text (translation: “Actually, I know there will be an 
earthquake in Japan. In fact, I know Mt. Fuji will erupt in August this year. Actually, I 
know, so I am scared.”) 
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pers have used Lin Hongfei’s ontology lexicon in China, it 
holds a certain authority in the Chinese academic field. 

The lexicon and Eqs. (1) and (2) are used to obtain the 
feature value and construct the feature matrix of  a senti-
ment. The coefficient setting in the experiment is  α ൌ
0.9, β ൌ 0.1 . The result is the 4000 ൈ 21  multi-class 
emotion feature matrix and the 3900 ൈ 21 polarity emo-
tion feature matrix. In this paper, the feature matrix of  
sentiment 𝐸𝑉௡ ௠ is a sparse matrix; thus, we chose the di-
mension reduction method of  principal component anal-
ysis (PCA) to reduce the error of  a sparse matrix on ex-
perimental accuracy. It involves using less comprehensive 
variables to replace the original variables. The reduction 
results largely determine the performance of  the subse-
quent algorithm, which is the prerequisite to construct a 
classification model (Hogenboom et al. 2015; Zhou, He 
and Wang 2008). The new feature matrix is formed to con-
struct an unsupervised sentiment classification model. 

We randomly selected half  of  the samples in each cate-
gory as training samples and the remaining half  became 
test samples. In the following experiment, we repeated the 
data selection process ten times. The following results are 
the average of  ten classifications for different methodolo-
gies.  

By using the DPC algorithm to obtain the clustering 
number for the EM algorithm, the GMM model is initial-
ized by K to obtain an optimal parameter solution 
of 𝛼௞, 𝜇௞, ∑௞ as a means to construct a model of  the Sina 
Microblog training samples: 
 

pሺx|θሻ ൌ 𝛼ଵ𝐺ଵሺ𝑥|𝜇ଵ, ∑ଵሻ ൅ 𝛼ଶ𝐺ଶሺ𝑥|𝜇ଶ, ∑ଶሻ ൅

 𝛼ଷ𝐺ଷሺ𝑥|𝜇ଷ, ∑ଷሻ ൅ 𝛼ସ𝐺ସሺ𝑥|𝜇ସ, ∑ସሻ ൅

                     𝛼ହ𝐺ହሺ𝑥|𝜇ହ, ∑ହሻ ൅𝛼଺𝐺଺ሺ𝑥|𝜇଺, ∑଺ ൅

𝛼଻𝐺଻ሺ𝑥|𝜇଻, ∑଻ሻ ൅ 𝛼଼𝐺଼ሺ𝑥|𝜇଼, ∑଼ሻ                              (27) 

pሺx|θሻ ൌ 𝛼ଵ𝐺ଵሺ𝑥|𝜇ଵ, ∑ଵሻ ൅ 𝛼ଶ𝐺ଶሺ𝑥|𝜇ଶ, ∑ଶሻ             (28) 

 
Formula (27) above is the GMSC model of  multi-class 
sentiments, and formula (28) is the GMSC model of  po-
larity sentiments. We used the training samples to obtain 
the initial parameters of  𝛼௞′, 𝜇௞′, ∑௞ᇱ using the above for-
mula (27) and (28) without labeled samples. Because an un-
supervised DPC clustering methodology can provide an 
initial multi-class sentiment classification of  the training 
samples. After that, 𝛼௞′, 𝜇௞′, ∑௞ᇱ are considered to be the 
input to the test classification model. By bringing the test-
ing feature matrix 𝐷௧௘௦௧  into eight components of  
𝛼௜𝐺௜ሺ𝑥|𝜇௜, ∑௜ሻ respectively, microblog texts belong to the 
category with the highest value of  𝛼௜𝐺௜ሺ𝑥|𝜇௜, ∑௜ሻ. This 
process completes the unsupervised multi-class sentiment 
classification and outputs GMSC results. 
 
5.3 Results and discussion 
 
Experimental verification mainly includes the following 
four parts: 
 
1)  Effect of  the cumulative contribution rate on the 

GMSC approach. For accurate results in terms of  di-
mension reduction, different cumulative contribution 
rates are selected to obtain an F-measure of  classifica-
tion with a different number of  samples, which is 
shown in Figure 4. Gሺrሻ represents accordance with the 
original features. A larger G(r) value means more fea-
tures can be selected with a higher fitting value. In Fig-
ure 4, with G(r) increasing to 99%, the F-measure 
achieves the highest point with 2,000 samples. In sum, 
the following experiments select G(r)=99% for dimen-
sion reduction of  the feature matrix. 

Num Category Subcategory NumMm Category Subcategory Num Category Subcategory

1 Happy (PA) 8 Angry (NA) 15  (NG) 

2  (PE) 9 Sad (NB) 16 Disgust (NE) 

3 Good (PD) 10  (NJ) 17  (ND) 

4  (PH) 11  (NH) 18  (NN) 

5  (PG) 12  (PF) 19  (NK) 

6  (PB) 13 Fear (NI) 20  (NL) 

7  (PK) 14  (NC) 21 Surprise (PC) 

Table 4. Sentiment category of  Lin Hongfei (Xu, Lin and Zhao 2008) sentiment ontology library. 
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2)  Gradual optimization process of  the GMSC approach. 
To verify the gradual optimization of  the GMSC ap-
proach is effective with multi-class classification, the 
precision and recall results before and after optimiza-
tion are shown in Figure 5 and 6, respectively. Table 5 
summarizes the overall results. 

 
As seen in Figures 5 and 6, the recall of  a non-sentiment 
class is generally high while precision is relatively low. The 
reason may be attributed to misclassifying microblog text 
as a non-sentiment class. In other words, the methodology 
is failing to identify a certain sentiment. The initialization 
method is the only difference between the GMSC (DPC 

initializes the EM parameter) and K-means+GMM (K-
means initialize the EM parameter) methodology. We can 
see that the GMSC approach performs better than K-
means+GMM.  

Precision, recall, and F-measure average values of  the 
GMSC methodology have been improved in comparison 
to the previous method as shown in Table 5. The K-means 
algorithm performs simple clustering by inputting certain 
K values without iteration processing to obtain an optimal 
parameter, which leads to the infective results, while the 
GMSC approach combines DPC and EM to obtain opti-
mal parameters and construct a different model based on 
historical sentiment samples for higher precision. The re- 

 

Figure 4. Effect of  G(r) on F-measure. 

 

Figure 5. Recall of  different methods (number represents sentiment type). 

 

Figure 6. Precision of  different methods (number represents sentiment type). 
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sults suggest the proposed methodology is better than the 
original methodology. Combining DPC and GMM re-
sulted in higher precision, recall, and F-measure values. 
 
3)  Generalization ability of  sentiment classification 

method. Figure 7 offers a conclusion and Table 6 shows 
the multi-class sentiment classification results for each 
categories as follows: 

 
As shown in Figure 7, three evaluation indexes exhibit the 
same trend, except for a difference in Wan’s (2008) method-
ology wherein recall is significantly higher than precision. 
Fitting three parameters show that the residual parameters 
have a coincide rate with each other. Therefore, the ability 
of  the method to classify sentiments as positive and negative 
does not make a difference. 

As seen in Table 6, multi-class sentiment classification 
results are extracted for successive comparison with one 
other, which can comprehensively prove the high general-
ization ability of  the GMSC approach. The semi-super-
vised methodology of  Zhang and He (2013) has a higher 
classification accuracy of  non-emotion than other meth-
odologies, which can be attributed to the partially labeled 
samples of  semi-supervised methods. Generally, the semi-
supervised methodology has a higher classification preci-
sion than unsupervised, except for GMSC. We think the 
fitting model of  training data influenced the classification 
accuracy of  the unsupervised methodologies of  Dai et al. 
(2012), Wan (2008), and Lin, He and Everson (2010). 
Overall, we can conclude that our approach is effective. 
The generalization ability of  the GMSC approach has been 
improved more so than other methods. 
 

Method Recall Precision F-measure
K-means(dimension reduction) 53.4% 54.1% 53.8% 

GMM(dimension reduction) 60.2% 57.8% 59% 

K-means+GMM 73.8% 72.3% 73% 

GMSC 76% 76.4% 76.2% 

Table 5. Comparison experiment results. 
Note: Average results of  ten times. 

 

Figure 7. Summary of  different methods. 

 No Happy Good Anger Sad Fear Disgust Surprise 
Zhang 82.5% 71.4% 72.8% 74.3% 73.1% 71.0% 73.3% 72.0% 

Dai 64.8% 72.1% 73.5% 74.3% 73.5% 75.1% 75.3% 76.3% 

Wan 55.3% 49.8% 45.3% 57.2% 58.7% 53.9% 54.9% 54.5% 

Lin 52.9% 67.2% 63.3% 65.4% 61.3% 65.7% 63.9% 63.5% 

GMSC 68.2% 78.9% 78.4% 74.9% 74.9% 77.4% 78.6% 79.7% 

Table 6. Precision comparison of  different method in detail. 
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4) Time complexity of  the comparison method. To verify 
whether the GMSC approach has a relatively low time 
complexity, Table 7 compares the advantages and dis-
advantages, time complexity, and other characteristics 
of  each sentiment classification method.  

 
Table 7 shows Zhang and He’s (2013) method has the 
highest time complexity, and its precision is higher than 
GMSC. Wan’s (2008) method has the lowest time complex-
ity with the lowest accuracy. Dai et al. (2012) combines a 
maximum entropy algorithm and coordination training to 
enlarge the number of  training samples; although the time 
complexity is not high, the generalization ability for un-
known data is lower. Lin, He and Everson’s (2010) method 
takes the number of  topics m and sentiments n into ac-
count; it holds that when m and n are large enough, the 
time complexity is higher than that of  the GMSC ap-
proach. Overall, the time complexity of  GMSC is low 
when compared to an unsupervised method with high ac-
curacy. 

Evaluation index recall, precision, and F-measure values 
have improved when compared to semi-supervised 
(Zhang and He’s method) and unsupervised methods 
(Wan’s methods, Dai et al.’s method, Lin, He and Everson’s 
method). The generalization ability of  GMSC methodol-
ogy is improved and time complexity is reduced. 

By analyzing the results, we find that the feature matrix 
is extracted to solve the rough tagging of  sentiments. The 
extracted feature matrix can fully reflect the sentiment and 
lay a foundation for a high accuracy model construction. 
The PCA method is used to solve the computation prob-
lem of  a sparse matrix. Classification model construction 
based on each sentiment categories of  microblogs can re-
alize high fitting degree of  samples. The GMSC method 
performs better with unknown microblog text and 
achieves high accuracy of  multi-class sentiment classifica-
tion, because each sentiment is represented by a Gaussian 
Process, which can distinguish the difference between sen-
timents more easily. The model parameters are initialized 
by an unsupervised clustering DPC algorithm and opti- 

mized by EM gradual iteration, thereby leading to a lower 
time complexity of  the proposed GMSC methodology. 
Meanwhile, the generative approach focuses on the differ-
ent probability distributions of  each class; therefore, the 
GMSC methodology has higher extensibility and suffi-
ciency of  multi-class sentiment, especially in the context 
of  big data research. 
 
6.0 Conclusion 
 
To deal with the limitations of  current research, we pro-
pose a novel generative and unsupervised classification 
methodology of  multi-class sentiment based on GMM 
called GMSC. The experiments on a sentiment dataset il-
lustrate its effectiveness. By computing the probability dis-
tribution of  different types of  sentiment with GMM, user-
generated content can be divided into distinct Gaussian 
components, which further realize effective and accurate 
multi-class sentiment classification. This methodology 
takes advantage of  a generative approach that does not 
need any parameters set-up nor a labeled training dataset. 
The sentiment value can be obtained by the probability 
distribution characteristics of  samples, which further ad-
dresses the limitations of  the existing approaches and im-
proves accuracy.  

Our research has several theoretical implications. First, 
the DPC algorithm initializes the GMM algorithm, so the 
model parameters can be obtained according to different 
historical sentiment samples of  user-generated content, 
which are divided into different Gaussian processes, thus 
enhancing the generalization ability of  each category of  
sentiment. Second, the EM algorithm is combined with 
the GMM algorithm to obtain the optimal parameter for 
the GMSC methodology through progressive iteration, 
update, and self-adaptation, so the GMSC approach has 
low time complexity and high sentiment classification ac-
curacy. And our research divides user-generated content 
into different Gaussian processes to obtain high multi-
class sentiment classification accuracy, which addresses the 
limitation of  having only positive and negative sentiment 

 Zhang Dai Wan Lin GMSC 
Tanging Yes No No No No 

Advantages Precision High Precision High Simple 
Operation 

Topic and Sentiment 
Classification 

Generalization 
ability High 
Relative low time 
complexity 

Disadvantages Generalization 
ability low 

Generalization 
ability Low 

Precision 
Low 

Time 
complexity High 

Global optimal 
acquisition difficulty 

Time Complexity O（N^3） O(NP|A|) O(N) O(log(m*n)*N) O(N^2) 

Table 7. Comprehensive comparison of  methods (N denotes the number of  samples, P is iteration, and A is the size of  the event set). 
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classifications. Third, we analyze the proposed unsuper-
vised sentiment classification methodology from a gener-
ative perspective, which can provide the mechanism to il-
lustrate why the GMSC methodology is completely unsu-
pervised and suits our research problem.  

Although the GMSC approach solves the limitation of  
existing semi-supervised and unsupervised methods, it 
does have some drawbacks: The computation complexity 
of  the model is increased as the dataset becomes larger, 
thereby resulting in convergence rate instability. As the 
proposed methodology only considers the characteristics 
of  the microblog text without taking into account the fea-
tures of  the user who posted it.  

Future studies have numerous avenues to explore. One 
would be to further optimize the EM algorithm to obtain 
the global optimal parameter solution and improve the sta-
bility of  its convergence rate and then further improve the 
accuracy of  the proposed method. Second, according to 
the characteristics of  the sentiment samples, more re-
search about relevant features with in-depth data, dataset 
analysis from different cultural backgrounds and sources, 
and mining relationships between users posting comments 
are needed, so as to construct a graph model to improve 
sentiment classification by utilizing the relationship be-
tween comments. 
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Appendix 
 
The process of  EM algorithm: 
 
The optimal parameter can be obtained through gradual 
iteration; furthermore, the maximum PሺX|θሻ can be de-
rived as the following:  
 
𝜃∗ ൌ arg max 𝑃ሺ𝑋|θሻ                                                (17) 

 
To facilitate solving  𝜃∗,  arg max logPሺX|θሻ  is used to 
substitute PሺX|θሻ.  As to difficulty in directly solv-
ing PሺX|θሻ, the indirect parameter solution after defor-
mation of  Eq. (7) can be derived as:  
 
Jሺθ, 𝜃ᇱሻ ൌ ∑ 𝑝ሺ𝑥, 𝑖|𝜃ሻ log 𝑝ሺ𝑥, 𝑖|𝜃ᇱሻ௄

௜ୀଵ                      (18) 

 
Where 𝜃‘ ൌ ሼ𝛼௜

ᇱ，𝜇௜
ᇱ，∑௜

ᇱሽ represents another set of  pa-
rameters in the model construction process, 𝑝ሺ𝑥, 𝑖|𝜃ሻ de-
notes the probability density of  sentiment sample 𝑥 be-
longing to sentiment category 𝑖 on the condition of  pa-
rameter 𝜃. The following is the calculation result using Eq. 
(16):  
 
Jሺθ, 𝜃ᇱሻ െ Jሺθ, θሻ ൌ ∑ 𝑝ሺ𝑥, 𝑖|𝜃ሻሼlog 𝑝ሺ𝑥, 𝑖|𝜃ᇱሻ െ௞

௜ୀଵ

log 𝑝ሺ𝑥, 𝑖|𝜃ሻሽ ൌ ∑ 𝑝ሺ𝑥, 𝑖|𝜃ሻ𝑙𝑜𝑔
௣ቀ𝑥, 𝑖ቚ𝜃ᇱቁ

௣൫𝑥, 𝑖ห𝜃൯
௞
௜ୀଵ              (19) 

 
Function fሺxሻ ൌ log x, tangent equation is φሺxሻ ൌ x െ 1 
at point ൫x, fሺxሻ൯|௫ୀଵ, and fሺxሻ ൑ φሺxሻ, according to the 
formula above, we can further obtain the following equa-
tion:  
 

Jሺθ, 𝜃ᇱሻ െ Jሺθ, θሻ ൑ ∑ 𝑝ሺ𝑥, 𝑖|𝜃ሻ ቈ
௣ቀ𝑥, 𝑖ቚ𝜃ᇱቁ

௣൫𝑥, 𝑖ห𝜃൯
െ 1቉ ൌ௞

௜ୀଵ

∑ ሼ𝑝ሺ𝑥, 𝑖|𝜃ᇱሻ െ 𝑝ሺ𝑥, 𝑖|𝜃ሻሽ௞
௜ୀଵ                                            (20) 

 
That is: 
 
Jሺθ, 𝜃ᇱሻ െ Jሺθ, θሻ ൑ pሺx, θᇱሻ െ pሺx, θሻ                       (21) 

By analyzing Eq. (19), we can see that Jሺθ, 𝜃ᇱሻ and pሺx, θᇱሻ 
have the same monotonicity; therefore, the differential of  
pሺx, θሻ at θ is as follows:  
 
∇ఏpሺx, θሻ ൌ ∇ఏ ∑ ൫∇ఏ𝑝ሺ𝑥, 𝑖|𝜃ሻ൯ ൌ௄

௜ୀଵ ∑ 𝑝௞
௜ୀଵ

ሺ𝑥, 𝑖|𝜃ሻሺ∇ఏ log 𝑝ሺ𝑥, 𝜃ሻሻ                                             (22) 

 
Eqs. (11) and (15) are combined: 
 
∇ఏ𝑝ሺ𝑥, 𝜃ሻ ൌ ∇ఏ𝐽ሺ𝜃, 𝜃ᇱሻ|ఏୀఏᇲ                                     (23) 

 
When θ ൌ 𝜃ᇱ , Jሺθ, 𝜃ᇱሻ and pሺx, θሻ will reach to the ex-
treme value at θ simultaneously. Combined with Eq. (19), 
the two parameters not only have the same monotonicity 
but also the same extreme point. So we can obtain the new 
value of 𝜃ᇱ by maximum Jሺθ, 𝜃ᇱሻ through iterative conver-
gence. Eq. (9) has been taken into Eq. (18) to derive the 
formula:  
 

ቊ
Jሺθ, 𝜃ᇱሻ ൌ ∑ ∑ ∅௡ሺ𝑖ሻ𝑙𝑜𝑔𝛼௜

ᇱ𝐺′ሺ𝑥௡|𝜇௫,௜
ᇱ , ∑௫,௜

ᇱ ሻ௄
௜ୀଵ

ே
௡ୀଵ

∅௡ሺ𝑖ሻ ൌ 𝑝ሺ𝑥௡, 𝑖|𝜃ሻ ൌ 𝑝ሺ𝑥௡|𝜃ሻ𝑝ሺ𝑖|𝑥௡, 𝜃ሻ
  (24) 

 
As to Eq. (22), when the partial derivative equals zero, the 
corresponding value of  estimation parameter  𝜃’  of  pa-
rameter solution process can be divided into two 
steps: E െ step (Expectation Calculation) and M െ step 
(Maximum Calculation) as follows:  
 
1) E െ step: Probability of  sentiment sample 𝑥௜ belong-

ing to multi-class sentiment i can be calculated as:  
 

pሺi|𝑥௡, θሻ ൌ
ఈ೔௣ሺ௫೙|௜,ఏሻ

௣ሺ௫೙|ఏሻ
ൌ

ఈ೔ீሺ௫೙|ఓೣ,೔,∑ೣ,೔ሻ

∑ ఈೖீሺ௫೙|ఓೣ,ೖ,∑ೣ,ೖሻ಼
ೖసభ

           (25) 

 
2) M െ step: Iteration formula of  GMM parameters is 

obtained with the expectation maximization algorithm: 
 

⎩
⎪
⎨

⎪
⎧ 𝛼௜

ᇱ ൌ
ଵ

்
∑ 𝑝ሺ𝑖|𝑥௡, 𝜃ሻே

௡ୀଵ

𝜇௜
ᇱ ൌ

∑ ௣ሺ௜|௫೙,ఏሻ௫೙
ಿ
೙సభ

∑ ௣ሺ௜|௫೙,ఏሻಿ
೙సభ

∑௜
ᇱ ൌ

∑ ௣ሺ௜|௫೙,ఏሻ௫೙
మಿ

೙సభ

∑ ௣ሺ௜|௫೙,ఏሻಿ
೙సభ

െ 𝜇௜
ᇱଶ

                                      (26) 

 
The weight is estimated for GMM when the parameters 
under the unknown condition in E െ step. M െ step op-
timizes and determines the parameters of  GMM based on 
the estimated weight by E െ step. The two steps will be 
terminated until there are small fluctuations and an ap-
proximate extreme value.
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