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1. Teil: Einfithrung

A. Ausgangslage

~Wir neigen dazu, die Auswirkungen einer Technologie kurzfristig zu iiber-
schdtzen und lang fristig zu unterschitzen.!

Im Jahr 1997 stellte das US National Highway System Consortium acht
Fahrzeuge vor, die automatisiert in geringem Abstand hintereinander fah-
ren konnten (sog. Platooning).? Es dauerte bis zum Jahr 2005, bis auf
der zweiten DARPA (Defense Advanced Research Project) Grand Challen-
ge der VW Tuareg Stanley als erstes Fahrzeug autonom ein Rennen auf
einem Kurs mit verschiedenen Problemstellungen in der Wiiste von Nevada
gewinnen konnte. Dieses Ereignis markiert den Beginn des Hypes um
selbstfahrende Fahrzeuge.> Wiahrend der anfanglichen Begeisterung fiir au-
tonome Systeme und Schliisseltechnologien wie Kiinstliche Intelligenz (KI)
gingen in den Folgejahren nicht wenige Branchenvertreter davon aus, dass
der Durchbruch zum vollstindig autonomen Fahren nur noch eine Frage
von wenigen Jahren sei.* Auch wenn die Prognosen im Jahr 2023 weitaus

1 ,Amara’s Law* (“Gesetz von Amara”), nach Roy Amara, Mitbegriinder des Institute for
Future in Palo Alto, im Jahr 2006: ,We tend to overestimate the effect of a technology in
the short run and underestimate the effect in the long run’, vgl. Ratcliffe (Hrsg.), Oxford
Essential Quotations (Online Version), 2017.

2 Thorpe/Jochem/Pomerleau, IEEE Conference on Intelligent Transportation Systems,
Proceedings, ITSC 1997, S. 496 (497 ff.).

3 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 1.1 Rn. 4.

4 Etwa John Zimmer, Mitgriinder und Préasident von Lyft, einem der grofiten Fahrdienst-
leister der USA, im Jahr 2016: ,within five years a fully autonomous fleet of cars will
provide the majority of Lyft rides across the country®, Zimmer, John Zimmer, Medium
v. 18.9.2016, https://medium.com/@johnzimmer/the-third-transportation-revolution
-27860f05fa91#.6msd20ja6; aber auch nahezu alle grofien Automobilhersteller gingen
Mitte der 2010er Jahre davon aus, dass autonome Fahrzeuge nur noch wenige Jahre
entfernt seien, bspw: General Motors, 2016: autonome Fahrzeuge in 2018; Renault-Nis-
san, 2016: Autonome Fahrzeug in stddtischer Umgebung bis 2025; Daimler und BMW,
2017: nahezu vollautonom in den frithen 2020er Jahren; Fiat-Crysler, 2016: autonome
Fahrzeuge bis 2021; Tesla, 2016: von Los Angeles bis New York ohne menschliches
Eingreifen bis 2017, Ubersicht in Faggella, The Self-Driving Car Timeline — Predictions
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1. Teil: Einfiihrung

zuriickhaltender ausfallen,” befindet sich die digitale Mobilitdtsrevolution
nun im vollem Gange.

Die ersten hoch- und vollautomatisierten Fahrzeuge fiir den Massen-
markt sind serienreif.® In verschiedenen Pilotprojekten wird auch autono-
mes, fahrerloses Fahren erprobt.” Nicht zuletzt hat der deutsche Gesetzge-
ber mit den Anpassungen des StrafSenverkehrsgesetzes in den Jahren 20178
und 2021° den Weg fiir die Zulassung von Fahrzeugen mit hoch- bzw. voll-
automatisierten sowie autonomen Fahrfunktionen geebnet. Auch die EU
hat mit der im Juli 2022 in Kraft getretenen Verordnung zur allgemeinen
Fahrzeugsicherheit einen Rechtsrahmen fiir die Zulassung automatisierter
und sogar vollstindig fahrerloser Fahrzeuge in der EU geschaffen.!® Damit

from the Top 11 Global Automakers, emerj v. 14.3.2020, https://emerj.com/ai-adoption
-timelines/self-driving-car-timeline-themselves-top-11-automakers/.

5 Manche Autoren stellen die technische Realisierbarkeit insgesamt in Frage, Haist,
Autonomes Fahren: Eine kritische Beurteilung der technischen Realisierbarkeit, 2016;
Dahlmann, Autonome Autos in der Stadt werden vielleicht nie Realitdt, Business
Insider v. 20.12.2022, https://www.businessinsider.de/gruenderszene/automotiv
e-mobility/autonome-autos-in-der-stadt-werden-vielleicht-nie-realitaet-a/; eine
Studie im Auftrag des ADAC kommt zu dem Ergebnis, dass vollstindig autonomes
Fahren in Deutschland nicht vor dem Jahr 2040 die Marktreife erreichen wird,
Altenburg/Kienzler/Auf der Mauer, Einfithrung von Automatisierungsfunktionen in
der Pkw-Flotte, 2018, S.15ff,; eine Studie im Auftrag des VDE geht von 2045 und
spéter aus, Dorr u. a., Logistik, Energie und Mobilitdt 2030, 2020, S. 36 ft.; vgl. auch
Theile, Autonom in Dekaden, FAZ (online) v. 5.1.2023, https://zeitung.faz.net/faz/unt
ernehmen/2023-01-05/cba807f49390d06f58a382451e3c62ea/?GEPC=s5.

6 Hubik, A-Klasse, EQB oder CLA Coupé — Daimler riistet Massenmodelle fiir hochau-
tomatisiertes Fahren auf, Handelsblatt (online) v. 21.1.2022, https://www.handelsblatt.
com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet-masse
nmodelle-fuer-hochautomatisiertes-fahren-auf/27992528 html?tm=login.

7 Beispielhaft Bundesministerium fur Digitales und Verkehr, Digitale Testfelder, v.
15.7.2020, https://bmdv.bund.de/SharedDocs/DE/Artikel/DG/digitales-testfel
d-auto bahn.html; Wilkens, Autonomes Fahren: 13 Pilotprojekte haben Potenzial
fir den echten Straflenverkehr, heise online v. 1.8.2022, https://www.heise.de/new
s/Auto nomes-Fahren-13-Pilotprojekte-haben-Potenzial-fuer-den-echten-Strassenver-
kehr-7195539.html.

8 Achtes Gesetz zur Anderung des Straflenverkehrsgesetzes vom 16.6.2017, BGBL. 1,
S.1648.

9 Gesetz zur Anderung des Stralenverkehrsgesetzes und des Pflichtversicherungsgeset-
zes — Gesetz zum autonomen Fahren v. 12.7.2021, BGBI. I, S. 3108.

10 VO (EU) 2019/2144 des Europiischen Parlaments und des Rates vom 27.11.2019
tber die Typgenehmigung von Kraftfahrzeugen und Kraftfahrzeuganhiangern so-
wie von Systemen, Bauteilen und selbststindigen technischen Einheiten fiir die-
se Fahrzeuge im Hinblick auf ihre allgemeine Sicherheit und den Schutz der
Fahrzeuginsassen und von ungeschiitzten Verkehrsteilnehmern, zur Anderung der
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A. Ausgangslage

koénnen Hersteller Fahrzeuge auf den Markt bringen, die zumindest in
bestimmten Situationen ohne stindige Uberwachung durch einen mensch-
lichen Fahrer oder sogar vollstandig fahrerlos durch eine Software gesteuert
werden.

Dariiber hinaus sind die Potenziale des autonomen Fahrens immens.!
An erster Stelle ist hier der Sicherheitsgewinn zu nennen, den selbstfah-
rende Fahrzeuge gegeniiber konventionellen Fahrzeugen hitten. Ein soft-
waregesteuertes Fahrzeug ermiidet nicht, zeigt keine alkohol- oder dro-
genbedingten Ausfallerscheinungen und kann mit gleichbleibend hoher
Aufmerksamkeit das Verkehrsgeschehen iiberwachen sowie vorausschau-
end und prizise auf Risiken reagieren. Auch wenn durch softwarebasierte
Entscheidungen im Straflenverkehr auch neue Risiken hinzukommen, be-
steht weitgehende Einigkeit dariiber, dass die Automatisierung und Auto-
nomisierung den Straflenverkehr insgesamt sicherer machen werden."? So
sind derzeit 88 % aller Unfalle auf menschliches Fehlverhalten zuriickzu-
fithren.® Neben dem Sicherheitsaspekt des autonomen Fahrens gibt es eine
ganze Reihe weiterer Hoffnungen, die in die Technologie gesetzt werden.
So sollen selbstfahrende Taxis und Shuttles den Straflenverkehr giinstiger
machen, die Zahl der zugelassenen Fahrzeugen reduzieren und insgesamt
den Verkehr entlasten.!* Im Idealfall kénnen selbstfahrende Fahrzeuge das
Stadtbild nachhaltig verbessern, wenn es gelingt, den frei werdenden Park-
raum fiir 6ffentliche Zwecke zu nutzen.® Auch individuell kénnte der Pas-
sagier eines selbstfahrenden Fahrzeugs, der nicht mehr mit Fahraufgaben
betraut ist, die hinzugewonnene Zeit anderweitig nutzen.!® Selbstfahrende

VO (EU) 2018/858 des Europidischen Parlaments und des Rates und zur Auf-
hebung der VO (EG) Nr.78/2009, (EG) Nr.79/2009 und (EG) Nr.661/2009
des Europidischen Parlaments und des Rates sowie der VO (EG) Nr.631/2009,
(EU) Nr.406/2010, (EU) Nr.672/2010, (EU) Nr.1003/2010, (EU) Nr.1005/2010,
(EU) Nr.1008/2010, (EU) Nr.1009/2010, (EU) Nr.19/2011, (EU) Nr.109/201l,
(EU) Nr.458/2011, (EU) Nr.65/2012, (EU) Nr.130/2012, (EU) Nr.347/2012, (EU)
Nr. 351/2012, (EU) Nr.1230/2012 und (EU) 2015/166 der Kommission (ABI. 2019,
Nr. L 325, S.1).

11 Bundesministerium fiir Verkehr und digitale Infrastruktur, Strategie automatisiertes
und vernetztes Fahren, 2015, S. 6 ff.

12 Winkle, in: Maurer/Gerdes/Lenz, Autonomes Fahren, 2015, S. 351 (366).

13 Statistisches Bundesamt, Verkehrsunfalle 2021, S. 50.

14 Deloitte, Urbane Mobilitat und autonomes Fahren im Jahr 2035, 2019, S. 12 ff,, 21 ff.

15 Heinrichs, in: Maurer u. a., Autonomes Fahren, 2015, S. 219 (220 ff.).

16 Pander, CES 2021: Neue Technik fiirs Auto - bitte ablenken lassen!, SPIEGEL (on-
line) v. 11.1.2021, https://www.spiegel.de/auto/ces-2021-neue-technik-fuers-auto-bitte
-ablenken-lassen-a-fda7fff1-0951-4705-b6af-dd226d447d23.
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1. Teil: Einfiihrung

Fahrzeuge haben das Potenzial, die Art und Weise, wie wir uns im Straf8en-
verkehr fortbewegen, grundsitzlich zu verandern.

Allerdings wirft das autonome Fahren auch eine Vielzahl rechtlicher,
ethischer und gesellschaftlicher Fragen auf. Insbesondere die Frage der
Haftung bei Unfillen mit selbstfahrenden Fahrzeugen ist von zentraler
Bedeutung. Diese Arbeit widmet sich der eingehenden Untersuchung der
auflervertraglichen Haftungsproblematik, die mit dem Betrieb selbstfahren-
der Fahrzeuge einhergeht. Ziel ist es, ein umfassendes Verstdndnis der
rechtlichen Herausforderungen zu entwickeln und Ldsungsansitze aufzu-
zeigen, um die Haftungsfrage angemessen zu regeln.

Der Gesetzgeber hat mit der Einfithrung von Fahrzeugen mit hoch-
bzw. vollautomatisierten Fahrfunktionen sowie von Fahrzeugen mit auto-
nomen Fahrfunktionen zwar den Weg fiir den Betrieb selbstfahrender
Fahrzeuge im Straflenverkehr geebnet, das bestehende Haftungsrecht je-
doch unangetastet gelassen. Es stellt sich die Frage, ob die bestehenden Haf-
tungsregelungen angesichts der technologischen Herausforderungen noch
angemessen sind. Die Moglichkeit, Fahrzeuge selbststindig und fahrerlos
am Straflenverkehr teilnehmen zu lassen, wirft Fragen nach der rechtlichen
Verantwortlichkeit bei Unféllen mit selbstfahrenden Fahrzeugen auf. Ist es
gerechtfertigt, den Halter fiir Unfille haftbar zu machen, wenn er keine
Kontrolle iiber das Fahrzeug ausiiben kann? Oder sollte stattdessen der
Hersteller umfassend haften? Dariiber hinaus stellen sich ethisch-morali-
sche Probleme, z.B. wie das richtige Verhalten selbstfahrender Fahrzeuge in
sogenannten Dilemma-Situationen programmiert werden kann. Auch hier
stellt sich die Frage, ob das Haftungsrecht in der Lage ist, bei derartigen
Fragestellungen zu angemessenen Losungen zu kommen.

Im Schrifttum hat sich bislang kein Konsens dariiber herausgebildet,
ob das Haftungsregime fiir Halter und Hersteller unangetastet bleiben,"”
graduell angepasst!® oder vollstandig revolutioniert’® werden sollte, um die
rechtlichen Verantwortlichkeiten fiir die Gefahren des autonomen Fahrens
angemessen zu verteilen. Zuletzt hat der deutsche Gesetzgeber mit dem

17 Zuletzt etwa Sedlmaier/Krzic Bogataj, NJW 2022, S.2953 (2976).

18 Bspw. Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021,
S.204 ff.

19 So etwa der Ansatz autonomen Systemen eine eigenen Rechtspersonlichkeit (ePer-
son) zuzubilligen, der spétestens durch die Entschliefung des Europdischen Parla-
ments vom 16.2.2017 mit Empfehlungen an die Kommission zu zivilrechtlichen Rege-
lungen im Bereich Robotik (2015/2103(INL)), Allg. Grds. Nr. 59 lit.f.,, in den Fokus
der Debatte geriickt wurde.
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B. Ziel der Untersuchung

am 28.7.21 in Kraft getretenen Gesetz zum autonomen Fahren neue Rege-
lungen geschaffen,?’ die insbesondere unter Haftungsgesichtspunkten noch
nicht abschlieflend erdrtert worden sind. Auch das EU-Parlament und
die EU-Kommission haben sich in den Jahren 2021 und 2022 zu Fragen
der Regulierung und Haftung von KI-Systemen und Software im Allgemei-
nen geduflert und verschiedene Richtlinien- und Verordnungsvorschlige
vorgelegt, die auch die Haftung fiir selbstfahrende Fahrzeuge beriithren
konnten.?! Die Diskussion ist also im vollen Gange und entwickelt sich
stdndig weiter.

Ziel dieser Arbeit ist es daher, das Recht de lege lata vor dem Hinter-
grund der Moglichkeiten und Grenzen des autonomen Fahrens zu unter-
suchen und bestehende Liicken aufzuzeigen. Sie soll aber auch die derzeit
im Schrifttum und im Zuge der Gesetzgebung diskutierten Ansétze zur An-
passung des Haftungsrechts ordnen und auf ihre Tauglichkeit iiberpriifen.
Schliefilich soll ein fundierter eigener Vorschlag dazu unterbreitet werden,
welche Anpassungen im Bereich der Haftung fiir selbstfahrende Fahrzeuge
erforderlich sind.

Insgesamt soll damit nicht nur ein umfassendes Verstindnis der Haf-
tungsprobleme vermittelt werden, sondern auch ein Beitrag zur Bewdlti-
gung der Herausforderungen des autonomen Fahrens geleistet, eine Grund-
lage fiir weitere Diskussionen geschaffen und damit ein Beitrag zur Weiter-
entwicklung des Rechtsrahmens geleistet werden.

B. Ziel der Untersuchung
Ziel dieser Arbeit ist es, das geltende aulervertragliche Haftungsrecht vor

dem Hintergrund der technischen Mdoglichkeiten und Herausforderungen
des autonomen Fahrens zu untersuchen. Dabei soll analysiert werden, in-

20 Gesetz zur Anderung des Stralenverkehrsgesetzes und des Pflichtversicherungsgeset-
zes — Gesetz zum autonomen Fahren v. 12.7.2021, BGBI. I, S. 3108.

21 Vorschlag fiir eine Verordnung des Europidischen Parlaments und des Rates zur
Festlegung harmonisierter Vorschriften fiir kiinstliche Intelligenz (Gesetz tiber kiinst-
liche Intelligenz) und zur Anderung bestimmter Rechtsakte der Union vom 21.4.2021,
COM(2021) 206 final; Vorschlag fiir eine Richtlinie des Europdischen Parlaments
und des Rates zur Anpassung der Vorschriften iiber aulervertragliche zivilrechtli-
che Haftung an kiinstliche Intelligenz (Richtlinie iiber KI-Haftung) vom 28.9.2022,
COM(2022) 496 final; Vorschlag fiir eine Richtlinie des Europdischen Parlaments
und des Rates tiber die Haftung fiir fehlerhafte Produkte vom 28.9.2022, COM(2022)
495 final.
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1. Teil: Einfiihrung

wieweit Halter und Hersteller nach geltendem Recht fiir das Risiko von
Verkehrsunfillen haftbar sind und ob die bestehende Risikoverteilung an-
gemessen ist. Bisherige Arbeiten haben die Haftungsfrage beim autonomen
Fahren bereits aus verschiedenen Perspektiven beleuchtet.?? Im Rahmen
dieser Arbeiten konnten jedoch bestimmte haftungsrechtliche Teilaspekte
noch nicht abschlieflend gekldrt werden, oder es wurden Ldsungsansatze
prisentiert, die einer kritischen Uberpriifung bediirfen. In dieser Arbeit
sollen zudem erstmals auch die haftungsrechtlichen Konsequenzen aus
dem Gesetz zur Anderung des Straflenverkehrsgesetzes und des Pflichtver-
sicherungsgesetzes — Gesetz zum autonomen Fahren vom 12.7.2021 unter-
sucht werden.?* Ebenso werden erstmals die europarechtlichen Gesetzge-
bungsbestrebungen zur Neuregelung der Haftung fiir digitale Produkte
sowie zur Regulierung von KI berticksichtigt und deren mogliche Auswir-
kungen auf die Haftung fiir selbstfahrende Fahrzeuge untersucht.

Soweit die Untersuchung ergibt, dass das geltende Recht Regelungsdefi-
zite aufweist, wird diskutiert, ob die bereits in der Literatur diskutierten
Ansitze zur Anpassung des bestehenden Haftungsrechts zielfithrend sind.
Am Ende der Arbeit soll ein eigener Vorschlag stehen, der geeignet ist,
etwaige ungerechtfertigte Haftungsliicken zu schlieflen und die Haftungsri-
siken angemessen auf die beteiligten Akteure zu verteilen.

Die Arbeit konzentriert sich dabei ausschlieflich auf die aufervertrag-
liche Haftung des Halters und des Herstellers. Im Einzelnen werden da-
her insbesondere die Haftung des Halters nach §7 Abs.1 StVG, und den
§§ 823 ff. BGB sowie die Haftung des Herstellers nach § 1 Abs. 1 ProdHaftG
sowie §§ 823 ff. BGB untersucht. Auf die Haftung des Fahrzeugfiihrers wird
dagegen nicht naher eingegangen, da der Fokus der Arbeit auf der Neuord-
nung der Verantwortlichkeiten zwischen Halter und Hersteller liegt. Im
Rahmen der Analyse des Rechts wird insbesondere auf die Regelungen des
Achten Gesetzes zur Anderung des Strafenverkehrsgesetzes vom 16.6.2017%4

22 Auszugsweise hierzu verdffentlichte Monografien: Hey, Haftung des Herstellers auto-
nomer Fahrzeuge, 2019; Hinze, Haftungsrisiken des automatisierten und autonomen
Fahrens, 2021; Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021; Xylander,
Die Verantwortlichkeit des Herstellers automatisierter PKW nach Deliktsrecht sowie
dem Produkthaftungsgesetz, 2021; Rosenberger, Die auflervertragliche Haftung fiir
automatisierte Fahrzeuge, 2022.

23 Gesetz zur Anderung des Strafienverkehrsgesetzes und des Pflichtversicherungsgeset-
zes — Gesetz zum autonomen Fahren v. 12.7.2021, BGBL. 1, S. 3108.

24 Achtes Gesetz zur Anderung des Strafenverkehrsgesetzes vom 16.6.2017, BGBI. I,
S.1648.
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B. Ziel der Untersuchung

und des kiirzlich in Kraft getretenen Gesetzes zum autonomen Fahren
vom 12.7.2021 eingegangen. Zudem werden die auf europdischer Ebene
diskutierten Gesetzesvorhaben des KI-VO-E,? des KI-HaftRL-E?® sowie
des ProdHaftRL-E?’ daraufhin untersucht, ob sie geeignet sind, die Haftung
fiir selbstfahrende Fahrzeuge addquat zu regeln.

Obwohl auch die Haftung weiterer Akteure wie Provider oder Plattfor-
men relevant ist,?® ist es jedoch nicht Ziel dieser Arbeit, die Haftung
aller moglichen rechtlichen Verantwortlichen zu kldren. Vielmehr soll
das Verhiltnis von Halter und Hersteller vor dem Hintergrund der Tech-
nologie des autonomen Fahrens untersucht werden. Verfassungs-,2° Zulas-
sungs-,3 Versicherungs-3' und Datenschutzrecht’? werden zwar gestreift,
den Schwerpunkt bilden jedoch die erstgenannten Rechtsgebiete. Neben
dem deutschen Recht wird auch der bestehende européische Rechtsrahmen
einbezogen, soweit sich hieraus haftungsrechtliche Implikationen fiir das
deutsche Recht ergeben. Regelungen anderer Rechtsordnungen werden al-
lenfalls beispielhaft erwédhnt, ohne jedoch rechtsvergleichend untersucht zu
werden.

25 Vorschlag fiir eine Verordnung des Europdischen Parlaments und des Rates zur Fest-
legung harmonisierter Vorschriften fiir kiinstliche Intelligenz (Gesetz tiber kiinstliche
Intelligenz), COM(2021) 206 final.

26 Vorschlag fiir eine Richtlinie des Européischen Parlaments und des Rates zur Anpas-
sung der Vorschriften tiber auflervertragliche zivilrechtliche Haftung an kiinstliche
Intelligenz (Richtlinie tiber KI-Haftung), COM(2022) 496 final.

27 Vorschlag fiir eine Richtlinie des Europdischen Parlaments und des Rates iiber die
Haftung fur fehlerhafte Produkte, COM(2022) 495 final.

28 Hierzu Schuster, in: Hilgendorf/Beck, Autonome Systeme und neue Mobilitét, 2017,
S.991t; Kian/Tettenborn, in: Hilgendorf/Hoétitzsch/Lutz, Rechtliche Aspekte auto-
matisierter Fahrzeuge, 2015, S. 101 ff.

29 Ausfiihrlich Stender-Vorwachs/Steege, in: Oppermann/Stender-Vorwachs, Autono-
mes Fahren, 2020, Kap. 3.6.1; Roffnagel/Hornung (Hrsg), Grundrechtsschutz im
Smart Car, 2019.

30 Malzhacker, in: Chibanguza/Kufl/Steege, Kiinstliche Intelligenz, 2022, § 3 J.; Arzt/
Ruth-Schuhmacher, NZV 2017, S. 57 ff.; Solmecke/Jockisch, MMR 2016, S. 359 ff.

31 Eichelberger, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.3;
Notthoff, r+s 2019, S. 496 ff.; Christoph, RAW 2018, S.103 ff.; Armbriister, in: Gless/
Seelmann, Intelligente Agenten und das Recht, 2016, S. 205 ff.

32 Hofmann, ZD 2023, S.18ff.; Arzt u. a., MMR 2022, S.593 ff.; Steinrétter, ZD 2021,
S.513 ff.; Spiecker genannt Déhmann, GRUR 2019, S. 341 {f.; Wendt, ZD-Aktuell 2018,
S. 06034; Kunnert, CR 2016, S. 509 ff.
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1. Teil: Einfiihrung
C. Gang der Untersuchung

Die Arbeit ist in fiinf Teile gegliedert. Im Erdffnungsteil erfolgt eine thema-
tische Einfithrung und die Zielsetzung der Untersuchung wird definiert.

Im zweiten Teil werden die begrifflichen Grundlagen gelegt. Es wird
geklart, wie selbstfahrende Fahrzeuge definitorisch zu erfassen sind und
wodurch sie sich technisch auszeichnen. Dariiber hinaus wird dargestellt,
welche haftungsrechtlich relevanten Gefahren vom autonomen Fahren aus-
gehen.

Im dritten Teil der Arbeit wird die Haftung fiir Halter und Hersteller
de lege lata unter Beriicksichtigung der Rechtsprechung untersucht. Dabei
werden zundchst die Halterhaftung nach § 7 Abs. 1 StVG, sodann die Her-
stellerhaftung nach dem ProdHaftG und schlieSlich die Produzentenhat-
tung nach § 823 Abs.1 BGB in den Blick genommen. Auch die Haftung
der Beteiligten nach weiteren in Betracht kommenden Rechtsnormen wird
erortert. Der zweite Teil schliefit mit Feststellungen zur Rechtsdurchset-
zung, zum Regress und zur Bedeutung von Haftpflichtversicherungen im
Haftungsgefiige.

Im vierten Teil der Arbeit wird untersucht, welche Schlussfolgerungen
aus den gewonnenen Erkenntnissen zu ziehen sind. Zunichst werden Li-
cken im bestehenden Haftungssystem fiir selbstfahrende Fahrzeuge identi-
fiziert. Anschlieflend wird untersucht, ob die in Literatur und in laufenden
Gesetzgebungsprozessen diskutierten Ansétze zur Anpassung des geltenden
Haftungsrechts geeignet sind, die festgestellten Probleme zu beseitigen.
Zum Abschluss des dritten Teils wird ein eigener Vorschlag zur Anpassung
des geltenden Rechtsrahmens unterbreitet.

Die Dissertation findet ihren Abschluss in einer resiimierenden Schluss-
betrachtung sowie einem Ausblick, der den fiinften Teil bildet.
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2. Teil: Selbstfahrende Fahrzeuge

Ausgangspunkt dieser Arbeit sind selbstfahrende Fahrzeuge. Daher ist es
zundchst notwendig, die damit verbundenen Begriffe terminologisch zu er-
fassen. Anschlieflend werden die technischen Grundlagen sowie die rechtli-
chen Rahmenbedingungen erldutert und auf die Potenziale und Risiken des
autonomen Fahrens eingegangen.

A. Begriffsdefinitionen

In der juristischen Debatte tiber die Haftung im Zusammenhang mit selbst-
fahrenden Fahrzeugen besteht die Notwendigkeit klarer Begriffsdefinitio-
nen. Im Folgenden sollen deshalb zunichst die grundlegenden Begrifflich-
keiten fiir die Untersuchung in dieser Arbeit definiert werden.

I. Notwendigkeit von klaren Begriffsdefinitionen

Hiufig wird in Schrifttum und in der Offentlichkeit der Begriff ,,autonomes
Fahrzeug® verwendet, um Fahrzeuge, die Fahraufgaben (teilweise) selbst-
stindig iibernehmen konnen, allgemein zu beschreiben. Das Wort Autono-
mie kommt aus dem Griechischen und kann mit ,Selbstgesetzlichkeit®
iibersetzt werden. Im allgemeinen Sprachgebrauch hat sich als Ubersetzung
jedoch Unabhéngigkeit bzw. Selbststandigkeit durchgesetzt.>* Ein autono-
mes Fahrzeug ist also im Gegensatz zu einem konventionellen Fahrzeug
ein Fahrzeug, das selbststindig fahren kann und nicht auf einen Fahrer an-
gewiesen ist. Eine solche allgemeine Definition hilft jedoch nicht zu bestim-
men, welche qualitativen Anforderungen an die Autonomie zu stellen sind.
Gilt also ein Fahrzeug bereits als autonom, wenn es selbststandig auf der
Autobahn die Spur halten und den Abstand zum vorausfahrenden Fahrzeug
regeln kann, so dass der Fahrer sogar den Fufl vom Gas und die Hénde
vom Lenkrad nehmen kénnte? Wann ist also ein ausreichender Grad an

33 Brockhaus Enzyklopadie Online, Stand 1.6.2023, http://brockhaus.de/ecs/enzy/
article/autonomie-allgemein.
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2. Teil: Selbstfahrende Fahrzeuge

Autonomie erreicht, um von einem selbstfahrenden Fahrzeug sprechen zu
kénnen?

Zum autonomen Fahren als vergleichsweise jungem und interdiszipli-
ndrem Forschungsfeld gibt es eine uniiberschaubare Vielzahl von Publika-
tionen, deren Zahl exponentiell wéchst.3* Dementsprechend ist es nicht
verwunderlich, dass ein Grofiteil der Terminologie weder disziplindr noch
interdisziplindr einheitlich verwendet wird, zumal das autonome Fahren
eine Reihe weiterer Forschungsfelder, wie Robotik oder KI, beriihrt, in
denen ebenfalls Unklarheit {iber die Bedeutung zentraler Begriffe besteht.3

Hinzu kommt, dass sich auch im allgemeinen und medialen Sprachge-
brauch undifferenzierte Begrifflichkeiten etabliert haben.’¢ So wird auto-
matisiertes Fahren haufig begrifflich mit autonomem Fahren gleichgesetzt.?
Fiir den durchschnittlichen Rezipienten mag dies zur Veranschaulichung
ausreichen. Schliefllich geniigt im Alltag in der Regel das Verstdndnis, dass
Fahrzeuge in bestimmten Fahrsituationen eigenstandig Fahraufgaben tiber-
nehmen kénnen. Technisch macht es aber einen signifikanten Unterschied,
ob ein Fahrzeug jede Verkehrssituation fahrerlos meistern kann oder nur
in eingeschriankten Anwendungsszenarien und wahrenddessen permanent
von einem Menschen iiberwacht werden muss.

Die Unschirfe der Definitionen liegt auch in der Verantwortung der
Hersteller und sie kann sogar reale Gefahren bergen. So kommt es immer
wieder zu Unféllen bei der Nutzung der frither als ,full-self-driving® be-

34 Die Zahl der Veréffentlichungen in diesem Forschungsfeld steigt exponentiell an, Fan
u. a., Key Ingredients of Self-Driving Cars, 2019, S. 1ff.

35 Giinther, Robotor und rechtliche Verantwortung, 2016, S. 17 ff.

36 Vgl. Wolfers, der gar von ,Begriffsverwirrung® spricht: ,Es ist die Rede von ,selbst-
fahrend; ,automatisiert; ,assistiert; ,autonom; ,fahrerlos; ,automatisch; ,hochautomati-
siert; vollautomatisiert; ,teil- und vollstindig autonom;, ,Level 2, 3, 4 oder 5% Wolfers,
RAW 2017, S.2 (3).

37 Exemplarisch: ,Es geht um die gesetzliche Regelung von Stufe 4 des autonomen
Fahrens ("vollautomatisiert")“ (...), Daun, Missing Link: Autonomes Fahren - ja,
wo fahren sie denn? (Teil 1), heise online v. 13.12.2021, https://www.heise.de/hinte
rgrund/ Missing-Link-Autonomes-Fahren-Deutschland-will-weltweit-fuehrend-sein-
Teil-1-498 6653.html?seite=all; vgl. auch Autonomes Fahren nach Level 3: VW und
Bosch schicken erste Fahrzeuge auf die Straf3e, 2023, https://t3n.de/news/autonom
es-fahren-level-3-vw-bosch-1544827/; Gropp/Schiifers, Vorfahrt fiir autonome Autos,
FAZ v. 11.2.2021, S.15, https://www.faz.net/aktuell/wirtschaft/vorfahrt-fuer-auto
nome-autos-17191322.html; Wiist, Autonome Sonntags-fahrer, Der SPIEGEL 13/2018
V. 24.3.2018, S. 118, https://www.spiegel.de/wissenschaft/autonome-sonntagsfahrer-a
-28c0326a-0002-0001-0000-000156458065.
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zeichneten Funktion von Tesla,* weil die Nutzer darauf vertrauten, dass sie
bei Verwendung dieses Fahrmodus nicht mehr auf das Verkehrsgeschehen
achten miissten.? Technisch gesehen handelte es sich bei der von Tesla be-
worbenen Steuerungsfunktion jedoch keineswegs um eine hoch- oder voll-
automatisierte oder gar autonome Fahrfunktion, sondern lediglich um ein
erweitertes Fahrerassistenzsystem, bei dessen Nutzung der Fahrer weiterhin
zur stindigen Uberwachung der Fahrzeugsteuerung verpflichtet ist.*> Das
LG Miinchen I untersagte daher die Werbung mit Aussagen wie ,Volles
Potential fiir autonomes Fahren“ oder die Verwendung der Bezeichnung
»Autopilot®, da der Eindruck erweckt werde, das Fahrzeug sei tatsdchlich
zum autonomen Fahren fahig, obwohl dies weder technisch noch recht-
lich moglich sei.*! In einem anderen Fall hat das LG Miinchen I einen
Sachmangel bejaht, wenn ein mit einer ,,Autopilotfunktion® beworbener
Tesla verkauft wird, dessen Software aber nicht einmal in der Lage ist,
kleine Schilder oder Hindernisse auf der Autobahn oder im Stadtverkehr zu
erkennen.*2

Zur ,Begriffsverwirrung?® trigt auch der Gesetzgeber selbst bei, der
im Gesetz zum autonomen Fahren aus dem Jahr 2021 erstmals Kraftfahr-
zeuge mit autonomen Fahrfunktionen begrifflich einfithrt, die aber termi-
nologisch in die Gruppe der vollautomatisierten Fahrzeuge fallen.** Da

38 Allen, There’s been a whopping 736 Tesla crashes involving Autopilot mode and
17 deaths since 2019, report finds, Business Insider v. 10.6.2023, https://www.busi
nessinsider.com/tesla-crashes-involving-autopilot-mode-soar-since-2019-report
-finds-2023-6; nachdem Tesla nach der Haufung derartiger Unfille auf die Bezeich-
nung verzichtete, wird mittlerweile wieder mit ,full-driving-capabilities geworben,
Hawkins, Tesla’s controversial ‘full self-driving’ version of Autopilot is back, The
Verge v. 28.2.2019, https://www.theverge.com/2019/2/28/18245370/tesla-autopilot-full
-self-driving-musk-2019.

39 Heilweil, Tesla needs to fix its deadly Autopilot problem, Vox v. 26.2.2020, https://w
ww.vox.com/recode/2020/2/26/21154502/tesla-autopilot-fatal-crashes; s.a. Wolfers,
RAW 2017, S. 2.

40 Die National Highway Traffic Safety Administration (NHTSA) stufte die Autopilot-
Funktion lediglich als teilweise automatisierte Fahrfunktion ein, was bedeutet, dass
der Fahrer weiterhin verpflichtet ist dauerhaft aufmerksam zu sein und das Fahrzeug
in jeder Fahrsituation selbst zu kontrollieren, NHTSA, Automatic vehicle control
systems — investigation of Tesla accident, 2017, S. 5.

41 LG Minchen I, Urt. v. 14.7.2020 - 33 O 14041/19, Rn. 63 (MMR 2020, 874).

42 LG Miinchen I, Urt. v. 17.6.2022 - 4 O 3834/19, Rn. 55 ff. (DAR 2022, 509).

43 Wolfers, RAW 2017, S.2 (3); Hartmann, PHi 2016, S.114 f; vgl. auch Kleemann/Arzt,
RAW 2021, S. 99 (100 f.).

44 Dieser Umstand wird erst in der Gesetzesbegriindung klargestellt: Gesetzesentwurf
der Bundesregierung, Entwurf eines Gesetzes zur Anderung des Strafenverkehrs-
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2. Teil: Selbstfahrende Fahrzeuge

gerade in Haftungsfragen ein einheitliches Verstindnis der verwendeten
Begriffe notwendig ist, bedarf es konsistenter Kriterien, anhand derer sich
einordnen ldsst, ab wann ein Fahrzeug als automatisiert, autonom oder
selbstfahrend im Sinne dieser Arbeit angesehen werden kann.

II. Taxonomie

An erster Stelle kann zundchst ein Blick auf bestehende Klassifizierungen
geworfen werden. Grundsitzlich ist allen Taxonomien gemeinsam, dass der
Grad der Automatisierung bzw. Autonomisierung eines Fahrzeugs dadurch
bestimmt wird, inwieweit der Fahrer bei der Langs- bzw. Querfithrung
des Fahrzeugs unterstiitzt bzw. ersetzt wird. Die Langsfiihrung umfasst das
Bremsen und Beschleunigen des Fahrzeugs, die Querfithrung dagegen das
Lenkverhalten.*> Je grofler der Anteil der Fahraufgaben ist, der vom Steue-
rungssystem tibernommen wird, desto hoher ist der Automatisierungsgrad.
In der internationalen Automobilindustrie hat sich das Stufenmodell der
SAE International vom Januar 2014 bewahrt,*¢ auf das sich inzwischen
auch viele Forschungsgruppen international verstandigt haben.#” Die SAE-
Taxonomie geht in ihrer Logik auf die Arbeiten des Runden Tisches ,, Au-
tomatisiertes Fahren“® zuriick, die sich wiederum auf ein Projektpapier
der Bundesanstalt fiir StrafSenwesen (BASt)*° beziehen.”® Es werden fiinf
Stufen: Stufe 0 ,Driver only*, Stufe 1, Assistiert", Stufe 2 ,Teilautomatisiert,
Stufe 3 ,hochautomatisiert® und Stufe 4 ,Vollautomatisiert” unterschieden.
Die Automatisierungsstufen dhneln denen der SAE in weiten Teilen, be-

gesetzes und des Pflichtversicherungsgesetzes — Gesetz zum autonomen Fahren v.
9.3.21, BT-Drs. 19/27439, S. 16.

45 Gasser u. a., Rechtsfolgen zunehmender Fahrzeugautomatisierung, 2012, S. 9.

46 Die SAE International ist eine gemeinniitzige, internationale Organisation fiir Tech-
nik und Wissenschaft, die sich unter anderem fiir die Schaffung von Normungen und
Standards in der Automobilindustrie einsetzt.

47 So z.B. auch das European Transport Research Advisory Council (ERTRAC), wel-
ches auf EU-Ebene Interessenvertreter zusammenbringt, um strategische Visionen im
Transportsektor zu entwerfen, ERTRAC Working Group ,,Connectivity and Automated
Driving®, Connected Automated Driving Roadmap, 2019, S.5; s.a. Winkle, in: Mau-
rer/Gerdes/Lenz, Autonomes Fahren, 2015, S. 351 (353).

48 Gesetzesentwurf der Bundesregierung zur Anderung des Straenverkehrsgesetzes v.
20.2.2017, BT-Drs. 18/11300, S. 12 f.; Runder Tisch Automatisiertes Fahren, Bericht zum
Forschungsbedarf, S.3 u. Anh. 5, S.1I5f.

49 Gasser u. a., Rechtsfolgen zunehmender Fahrzeugautomatisierung, 2012, S. 8 f.

50 Leonhardt, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 A. Rn. 11.
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ziehen sich aber auf die Aufgabenverteilung zwischen Steuerungssystem
und Fahrer. Je héher der Automatisierungsgrad, desto weniger Aufgaben
verbleiben beim Fahrer. Die Klassifizierungen der SAE sind wesentlich dif-
ferenzierter und damit aussagekriaftiger. Nach der Norm SAE J3016 werden
6 Stufen unterschieden, um den Automatisierungsgrad eines Fahrzeugs zu
beschreiben.”!

« Stufe 0: ,No Driving Automation®
Auf Stufe 0 hat der Fahrzeugfiihrer die alleinige Kontrolle iiber das
Fahrzeug. Allenfalls werden nicht kontinuierliche Assistenzsysteme
wie automatische Notbremssysteme oder Informations- und Warnsys-
teme eingesetzt.

« Stufe 1: ,Driver Assistance®
Auf der nachsten Stufe wird der Fahrer entweder bei der Quer- oder
Langsfilhrung des Fahrzeugs unterstiitzt, muss aber den Rest der
Fahraufgabe weiterhin selbst iibernehmen. Beispiele sind Abstandsre-
geltempomaten (sog. ,Adaptive Cruise Control“ oder ACC) oder Spur-
halteassistenten.

« Stufe 2: ,Partial Automation®
Erst ab Stufe 2 kann von einer Teilautomatisierung des Fahrzeugs
gesprochen werden. Auf dieser Stufe wird der Fahrer sowohl bei
der Léngs- als auch bei der Querfithrung unterstiitzt, muss aber die
restlichen Fahraufgaben weiterhin selbst iibernehmen und die Assis-
tenzsysteme dauerhaft iiberwachen und jederzeit eingreifen konnen.
Dies sind kombinierte Langs- und Querfithrungssysteme, z.B. ein Au-
tobahnassistent, der gleichzeitig Spur und Abstand halten kann, oder
teilautomatisierte Einparksysteme, bei denen der Fahrer nur noch den
Einparkvorgang iiberwachen muss.

« Stufe 3: ,,Conditional Driving Automation®
Ab Stufe 3 kann sich der Fahrer unter bestimmten Betriebsbedingun-
gen (sog. Operational Design Domain oder ODD) auch vom Verkehrs-
geschehen abwenden. Das Fahrzeug iibernimmt die komplette dyna-
mische Fahraufgabe (sog. Dynamic Driving Task oder DDT), muss
aber immer als Riickfallebene (sog. DDT Fallback) zur Verfiigung ste-

51 Vgl. fir die folgenden Ausfithrungen SAE International, Taxonomy and Definitions
for Terms Related to Driving Automation Systems for On-Road Motor Vehicles, 2018,
S.19; Leonhardt, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, §3 A.
Rn. 11ff.

39

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

2. Teil: Selbstfahrende Fahrzeuge

hen und die Steuerung bei Bedarf {ibernehmen. Hierzu zéhlt etwa der
2022 eingefiihrte Autobahnchauffeur von Daimler, der es dem Fahrer
ermoglicht, im Stau oder bei stockendem Verkehr auf der Autobahn
bis zu einer Geschwindigkeit von 60 km/h die Steuerung an das Fahr-
zeug abzugeben und sich anderen Dingen zuzuwenden.>?

« Stufe 4: ,High Driving Automation®

Ab Stufe 4 iibernimmt das Fahrzeug unter bestimmten Betriebsbe-
dingungen die kombinierte Lings- und Querfithrung. Das System
Gibernimmt dauerhaft die Fahrzeugsteuerung einschliefllich der Sys-
temiiberwachung. Der Fahrer kann sich vollstaindig vom Verkehrsge-
schehen abwenden. Es wird nicht erwartet, dass der Fahrer wahrend
dieser Zeit bereit ist, die Fahrzeugsteuerung zu iibernehmen. Sofern
das Fahrzeug seine eigenen Systemgrenzen erkennt, kann es sich
selbststandig in einen risikominimierenden Zustand versetzen (sog.
Minimal Risk Condition oder MRC). Beispiele hierfiir sind das fahrer-
lose Valet Parking, bei dem das Fahrzeug selbststdndig und fahrerlos
einen Parkplatz in einem Parkhaus sucht und bei Bedarf wieder aus-
parkt und an zu einem definierten Haltepunkt fahrt.>® Als weitere
Beispiele konnen fahrerlose Personen- und Giitertransportsysteme ge-
nannt werden.>*

« Stufe 5: ,Full Driving Automation®

In der letzten Stufe {ibernimmt das Steuerungssystem in allen Ver-
kehrssituationen die Fahraufgabe. Ein solches Fahrzeug benotigt kei-
nen Fahrer mehr. Selbst auf Lenkrad und Gaspedal kann verzichtet
werden.>

Daneben gibt es noch weitere Klassifizierungen, die sich jedoch nicht
wesentlich von denen der SAE unterscheiden.® Dariiber hinaus haben
auch die Hersteller Klassifizierungen gefunden, um verschiedene Automa-

52

53

54
55

56

40

Hubik, A-Klasse, EQB oder CLA Coupé - Daimler riistet Massenmodelle fiir hochau-
tomatisiertes Fahren auf, Handelsblatt (online) v. 21.1.2022, https://www.handelsblatt
.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-cou pe-daimler-ruestet-mas-
senmodelle-fuer-hochautomatisiertes-fahren-auf/27992528. html?tm=login.
Leonhardt, in: Chibanguza/Kuf}/Steege, Kiinstliche Intelligenz, 2022, § 3 A. Rn. 38;
Wachenfeld u. a., in: Maurer u. a., Autonomes Fahren, 2015, S.10 (14 ff.).

Leonhardt, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 A. Rn. 38.
Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. L1 Rn. 21.

Ebenda, Rn. 20.
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tisierungsgrade voneinander abzugrenzen.”” Aufgrund der geringen Bedeu-
tung dieser Taxonomien, insbesondere fiir die rechtliche Beurteilung von
Haftungsfragen, wird hierauf jedoch nicht weiter eingegangen.>8

II1. Begriftsverwendung im StVG

Im Jahr 2017 hat der deutsche Gesetzgeber zundchst in den §§1la bis 1d
StVG den rechtlichen Rahmen fiir sog. ,Fahrzeuge mit hoch- und vollauto-
matisierten Fahrfunktionen geschaffen.®® Im Jahr 2021 folgte das Gesetz
zum autonomen Fahren, das auch die Zulassung von sog. ,Fahrzeugen mit
autonomen Fahrfunktionen“ nach §1d StVG ermdglicht.®® Der deutsche
Gesetzgeber greift also hinsichtlich der Fahrzeuge mit hoch- und vollauto-
matisierten Fahrfunktionen die Klassifizierung der BASt auf, schafft jedoch
mit den ,Fahrzeugen mit autonomen Fahrfunktionen® eine neue Kategorie,
die weder BASt noch SAE vorsehen. Zudem wird in § la StVG definitorisch
nicht zwischen hoch- und vollautomatisierten Fahrfunktionen differen-
ziert, sondern fiir beide Stufen eine gemeinsame Funktionsbeschreibung
gegeben.®! Da der Gesetzgeber in §1b StVG Kklarstellt, dass fiir Fahrzeuge
mit hoch- und vollautomatisierten Fahrfunktionen stets ein Fahrzeugfiihrer
als Riickfallebene zur Verfiigung stehen muss, ist nicht einmal klar, ob die
Stufe 4 der SAE-Taxonomie begrifflich @iberhaupt umfasst ist.

Fahrzeuge mit autonomen Fahrfunktionen entsprechen somit den hoch-
automatisierten Fahrzeugen der Stufe 4 nach SAE-Kriterien. Sie sind daher
keineswegs als autonome Fahrzeuge in diesem Sinne anzusehen, da der
Betriebsbereich solcher Fahrzeuge weiterhin begrenzt ist.? Das ,Gesetz
zum autonomen Fahren® fithrt insofern nicht das autonome Fahren auf
deutschen Straflen ein, zumindest sofern man die Definitionen der géngi-
gen Taxonomien zugrunde legt. Die eigenwillige Verwendung der Begriffe

57 Ebenda, Rn.22.

58 Sofern im Folgenden Fahrzeugstufen ohne weiteren Kontext benannt werden, ist
deshalb auch davon auszugehen, dass auf die Taxonomie der SAE, Bezug genommen
wird, da diese auch international die geldufigste und anerkannteste Klassifizierung
darstellt.

59 Achtes Gesetz zur Anderung des Straflenverkehrs vom 16.6.2017, BGBI. L, S. 1648.

60 Gesetz zur Anderung des Straflenverkehrsgesetzes und des Pflichtversicherungsgeset-
zes — Gesetz zum autonomen Fahren v. 12.7.2021, BGBL 1, S. 3108.

61 Vgl. auch Wagner, Das neue Mobilitétsrecht, 2021, S. 20 f.

62 Kleemann/Arzt, RAW 2021, S. 99 (100).
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hoch- und vollautomatisiert sowie autonom wurde daher in der Literatur
mit einiger Verwunderung und Kritik zur Kenntnis genommen.®® Insofern
sind die gesetzlichen Begrifflichkeiten zur Abgrenzung der verschiedenen
Stufen der Fahrzeugautomatisierung nur bedingt geeignet.

IV. Begriffsdefinitionen im Rahmen dieser Arbeit

Da in dieser Arbeit nur die Haftungsfrage untersucht werden soll, die sich
stellt, wenn Fahrzeuge Schdden verursachen, die bestimmungsgemaf nicht
mehr von einem Menschen gesteuert werden, kommt es auf die in §la
und 1d StVG verwendeten Begrifflichkeiten nur bedingt an. Entscheidend
ist vielmehr, ob in technischer Hinsicht ein gewisser Grad an Autonomie
erreicht ist. Die Taxonomie der SAE erscheint daher zur Klassifizierung der
jeweiligen Automatisierungsstufe wesentlich besser geeignet.

Insofern bleiben Fahrzeuge der Stufe 2 im Rahmen der nachfolgenden
Untersuchung unberiicksichtigt. Zweifelsohne kénnen auch diese bis zu
einem gewissen Grad einen Grofiteil der Fahraufgaben eigenstindig tiber-
nehmen; jedoch erfordert die bestimmungsgemifle Verwendung solcher
Funktionen die stindige Uberwachung des Systems durch einen Menschen.
Solange der Mensch die Verantwortung fiir das Handeln der Software
behilt, entsteht auch kein besonderes Autonomierisiko,’* das neuartige
Haftungsprobleme auslost.®> Der Fahrer bleibt in derartigen Fahrzeugen
fiir die Fahrzeugsteuerung verantwortlich. Nur unter der Pramisse, dass
ein Mensch im Falle eines Verkehrsunfalls als unmittelbar Verantwortli-
cher nicht in Betracht kommt, ldsst sich die Frage beantworten, inwieweit
das bestehende Haftungsrecht in der Lage ist, die entstehende Verantwor-
tungsliicke zu schlieffen, welche selbstfahrende Fahrzeuge hervorrufen.
Die Schwelle wird dabei ab den Stufen 3 (hochautomatisiert) und 4
(vollautomatisiert) der SAE-Taxonomie uberschritten. Ab hier wird die
Uberwachungsaufgabe wihrend der Ausfithrung der automatisierten bzw.
autonomen Fahrfunktion vom System {ibernommen und die eigenen Limi-

63 Hilgendorf, JZ 2021, S.444 (445); Steege, SVR 2021, S.128 (130); Kleemann/Arzt,
RAW 2021, S.99 (100); Wagner, Das neue Mobilitatsrecht, 2021, S.20 f.; Bodungen,
SVR 2022, S.1 (2); allgemein zu den Begrifflichkeiten Hartmann, PHi 2016, S.114
(114£).

64 Zum Begriff des Autonomierisikos siehe 2. Teil: E. II. 4.

65 Etwa Teslas Autopilot, der eine andauernde Uberwachung durch den Fahrzeugfiihrer
erfordert, Wolfers, RAW 2017, S. 2.
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tierungen miissen vom System erkannt werden. Wiahrend der Ausfithrung
solcher Stufe-3/4-Funktionen fahrt ein Fahrzeug also eigenstindig, ohne
menschliche Uberwachung. Insofern werden in dieser Arbeit Fahrzeuge
der Stufe 3 und 4 untersucht, solange hoch- bzw. vollautomatisierte oder
autonome Fahrfunktionen bestimmungsgemafl verwendet werden, fiir den
Fahrzeugfiihrer kein Anlass zur Ubernahme der Fahraufgabe bestand und
dadurch ein Schaden verursacht wird. Ab Stufe 5 (autonome Fahrzeuge) er-
folgt jede Fahrt zwangsldufig fahrerlos, so dass hier nicht auf den situativen
Kontext abzustellen ist.

Um fiir die verschiedenen hier untersuchten Fahrzeugtypen abgrenzbare
Begriffe zu verwenden, die gleichzeitig — soweit mdglich — mit den gesetzli-
chen Definitionen iibereinstimmen, werden folgende Begriffe verwendet:

o+ Oberbegriff fiir Fahrzeuge nach §§ la ff. StVG und §§ 1d ff. StVG bzw. der
SAE-Stufen 3 und 4: ,automatisierte Fahrzeuge®

o Fahrzeuge der SAE-Stufe 5: ,,autonome Fahrzeuge®

 Oberbegriff fiir 1. und 2.: ,,selbstfahrende Fahrzeuge®

Um das Phdanomen selbstfahrender Fahrzeuge allgemein zu beschreiben,
wird der Begriff ,autonomes Fahren“ verwendet. Erst wenn es darauf an-
kommt, die einzelnen Stufen der Fahrzeugautomatisierung im gesetzlichen
Sinne voneinander abzugrenzen, werden diese als Fahrzeuge mit ,hoch-
bzw. vollautomatisierten Fahrfunktionen®, oder Fahrzeuge mit ,,autonomen
Fahrfunktionen“ i.S.d. § 1a bzw. § 1d StVG bezeichnet.

B. Technische Voraussetzungen fiir das autonome Fahren

Nachdem geklért ist, ab wann von einem selbstfahrenden bzw. von einem
automatisierten oder autonomen Fahrzeug gesprochen werden kann, soll
nun erldutert werden, wie die Fahrzeugautonomie technisch zu verstehen
ist. Die Klassifizierungen der SAE oder der BASt geben lediglich einen
Uberblick iiber den Umfang der eingesetzten (teil-)autonomen Fahrfunk-
tionen. Die Taxonomien treffen jedoch keine Aussagen dariiber, wie die
technischen Anforderungen umgesetzt werden, und vor allem auch nicht,
welche konkreten Konsequenzen sich hieraus ergeben. Ein Verstandnis
der technischen Voraussetzungen, welche die Autonomie eines Fahrzeugs
ermoglichen, ist jedoch fiir die Bestimmung der haftungsrechtlichen Impli-
kationen unerldsslich.
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2. Teil: Selbstfahrende Fahrzeuge
L. Systemisches Verstdndnis von selbstfahrenden Fahrzeugen

Um die besonderen haftungsrechtlichen Herausforderungen im Zusam-
menhang mit selbstfahrenden Fahrzeugen zu erfassen, ist zundchst ein
Blick auf deren technische Besonderheiten erforderlich. Konventionelle
Fahrzeuge bestehen aus vielen Einzelteilen, die zusammengenommen das
Fahrzeug bilden. Es handelt sich gleichwohl um eine korperlich abgrenzba-
re Sache.

Bei selbstfahrenden Fahrzeugen steht dagegen nicht allein das physisch
vorhandene Fahrzeug im Vordergrund, sondern die Software, die das auto-
nome Fahren erst ermdglicht. Zwar sind auch Fahrwerk, Motor, Karosserie
oder Innenraum fiir den Betrieb unerldsslich, das Herzstiick eines selbst-
fahrenden Fahrzeugs ist jedoch das Zusammenspiel von Software, Sensorik
und Aktorik.

Durch die Verkniipfung von Hard- und Software - insbesondere durch
den Einsatz von KI-Systemen und die Mdoglichkeit der Fahrzeugvernetzung
- ist das autonome Fahrzeug nicht mehr nur ein physisches Objekt, son-
dern ein eigenstandiges, physisch und virtuell existierendes System, das sich
bei Bedarf flexibel an verdnderte Umweltbedingungen anpassen kann. Da
selbstfahrende Fahrzeuge - je nach Automatisierungsgrad — auch in der
Lage sind, mit anderen Verkehrsteilnehmern und der Verkehrsinfrastruktur
zu kommunizieren und zu kooperieren sowie kontinuierlich Daten mit
dem Hersteller auszutauschen, ist nicht mehr klar, wo die Systemgrenzen
solcher Fahrzeuge verlaufen. Gerade bei der Vernetzung vieler unterschied-
licher Akteure sind Verantwortlichkeiten schwer zuzuordnen und Kausali-
taten kaum zu bestimmen.®® Nicht wenige Autoren verwenden daher auch
in diesem Zusammenhang den Begriff ,autonome Systeme®, um selbstfah-
rende Fahrzeuge, aber auch andere selbststindig agierende Softwaresyste-
me zu beschreiben.®

Ebenso umstritten wie die Definition von automatisierten und autono-
men Fahrzeugen ist der Begriff des autonomen Systems. Weder wird

66 Hilgendorf, in: BMUV/Rostalski, Kiinstliche Intelligenz, 2022, S.71 (75); Sommer,
Haftung fiir autonome Systeme, 2020, S. 45 f.

67 So etwa: Borges, NJW 2018, S.977ft.; Wagner, AcP 2017, S.707ff.; Schirmer, JZ
2019, S.7111f.; Bohringer, RAW 2019, S.13 ff.; Kluge/Miiller, in: Taeger, Smart World
— Smart Law?, 2016, S.989 ff.; Griitzmacher, CR 2016, S. 695 ff.; Horner/Kaulartz,
CR 2016, S.7ff.; Zech, Entscheidungen digitaler autonomer Systeme, 2020; Thdine,
Autonome Systeme und deliktische Haftung, 2020; Kirn/Miiller-Hengstenberg, Recht-
liche Risiken autonomer und vernetzter Systeme, 2016.
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eine einheitliche Terminologie verwendet,%® noch sind sich Praxis und
Forschung tiber einheitliche Abgrenzungskriterien einig.®

Fir die Zwecke dieser Arbeit wird jedoch der Oberbegriff autonome
Systeme verwendet, um informationstechnische Systeme zu beschreiben,
die in der Lage sind, die reale Welt zu beeinflussen, indem sie eigenstindig
Entscheidungen treffen, ihr Verhalten planen, Vorhersagen treffen oder
Handlungen ausfithren, ohne dass sie von Menschen iiberwacht werden
miissen.”® Ein autonomes System kann rein virtuell existieren, man spricht
dann z.B. von (intelligenten) Softwareagenten,”! oder es kann mit realen
(physischen) Objekten verbunden sein. Solche verkorperten Systeme sind
in der Lage, sich mit Hilfe von Sensoren, Steuerelementen und/oder Akto-

68 So existieren eine Vielzahl von Bezeichnungen, die sich teilweise iiberschneiden, um
virtuelle wie verkorperte Systeme zu beschreiben, die einen gewissen Autonomiegrad
besitzen: ,autonom agierende Systeme® (Schulz, Verantwortlichkeit bei autonom
agierenden Systemen, 2015); Hanisch, in: Hilgendorf/Beck, Robotik im Kontext von
Recht und Moral, 2014, S.27; ,autonome® bzw. ,digitale Softwareagenten® (Teubner,
AcP 2018, S.155; Grapentin, Vertragsschluss und vertragliches Verschulden beim
Einsatz von Kiinstlicher Intelligenz und Softwareagenten, 2018; Kirn/Miiller-Hengs-
tenberg (2015) 29 KI 59); ,Roboter” (Europdisches Parlament 2014-2019, P8_TA-
PROV(2017)0051, Zivilrechtliche Regelungen im Bereich Robotik, Entschlieflung des
Europiischen Parlaments v. 16.2.2017 mit Empfehlungen an die Kommission zu zivil-
rechtlichen Regelungen im Bereich Robotik (2015/2103(INL)); Beck, JR 2009, S. 225;
~autonome Systeme“ (Thone, Autonome Systeme und deliktische Haftung, 2020);
Spindler, in: Hilgendorf/Beck, Robotik im Kontext von Recht und Moral, 2014, S. 63.;
Kluge/Miiller, in: Taeger, Smart World - Smart Law?, 2016, S. 989; Zech, in: Gless/
Seelmann, Intelligente Agenten und das Recht, 2016, S.163); ,embodied Robots*
(Guinther, in: Gruber/Bung/Ziemann, Autonome Automaten, 2015, S.155); ,autono-
me Automaten® (Gruber/Bung/Ziemann (Hrsg.), Autonome Automaten, 2015); ,(auto-
nome) cyber-physische Systeme“ (Reichwald/Pfisterer, CR 2016, S. 208); Taeger, NJW
2016, S. 3764 (3764)).

69 Vgl. etwa zu Softwareagenten: ,It has not yet been possible to agree on a generally ac-
cepted, comprehensive, definition of an intelligent Agent”, Brenner/Zarnekow/Wittig,
Intelligent Software Agents, 1998, S.19; zu Definitionsschwierigkeiten in der Robo-
tik: Giinther, Robotor und rechtliche Verantwortung, 2016, S.17 ff.; im rechtswissen-
schaftlichen Diskurs: Borges, NJW 2018, S. 977 (978); Thine, Autonome Systeme und
deliktische Haftung, 2020, S. 5.

70 Russell/Norvig, Artificial Intelligence, 2021, S.42; Kirn/Miiller-Hengstenberg, Recht-
liche Risiken autonomer und vernetzter Systeme, 2016, S.102; Théne, Autonome
Systeme und deliktische Haftung, 2020, S. 6.

71 Brenner/Zarnekow/Wittig, Intelligent Software Agents, 1998, S.19; Christaller/Weh-
ner, in: Christaller/Wehner, Autonome Maschinen, 2003, S. 9 (18); Jennings/Woold-
ridge, in: Jennings/Wooldridge, Agent Technology, 1998, S. 3 (4).
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2. Teil: Selbstfahrende Fahrzeuge

ren’? in der physischen Welt zu bewegen oder diese zu verindern. Dies
umfasst den Bereich der Robotik’ bzw. der cyberphysischen Systeme.”* Je
nach technischer Ausstattung kdnnen automatisierte und vor allem autono-
me Fahrzeuge also ebenfalls als cyberphysische Systeme bezeichnet werden.
Die Verkniipfung von Hard- und Software ermdglicht es ihnen, autonom
am Straflenverkehr teilzunehmen, Routen zu planen, diese bei verdnderter
Verkehrssituation anzupassen, eine freie Parkliicke zu suchen, bei Hinder-
nissen auszuweichen, auf das Fahrverhalten anderer Verkehrsteilnehmer zu
reagieren, mit anderen vernetzten Fahrzeugen, Infrastruktursystemen oder
anderen Verkehrsteilnehmern zu kommunizieren etc. Je hoher der Grad
der Autonomie solcher Fahrzeuge ist, desto weniger Eingriffe durch den
Fahrer, den Nutzer, den Betreiber oder den Hersteller sind wahrend der
Fahrt erforderlich.

Je stirker also Parameter wie Adaptivitit, Reaktivitét, Interaktionsfahig-
keit, Kontextsensitivitdt, Lernfahigkeit und Mobilitit bei einem System
ausgepragt sind, desto autonomer ist es im technischen Sinne.” Technische
Autonomie ist also nur bedingt mit dem Verstindnis von menschlicher
Autonomie vergleichbar.”® Vielmehr handelt es sich um eine graduelle Ei-
genschaft, die bestimmt, inwieweit ein System innerhalb eines bestimmten
Aufgabenbereichs ohne dufiere Steuerung sein Ziel erreichen kann.””

72 Sensoren nehmen die Informationen ihrer Umgebung auf und verarbeiten diese
als elektrische Signale, Aktoren (auch Aktuatoren) hingegen fithren aufgrund von
elektrischen Signalen physische Zustandsidnderungen herbei, Konertz/Schonhof, Das
technische Phanomen ,Kiinstliche Intelligenz im allgemeinen Zivilrecht, 2020, S. 74;
Russell/Norvig, Artificial Intelligence, 2021, S. 36.

73 Einen Definitionsversuch unternimmt Giinther, Robotor und rechtliche Verantwor-
tung, 2016, S. 17 ff,; s.a. Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht,
2016, S. 163 (168); Stiemerling, CR 2015, S. 762 (765).

74 Geisberger/Broy (Hrsg.), agendaCPS, 2012; Becker, in: Liggieri/Miiller, Mensch-Ma-
schine-Interaktion, 2019, S. 247.

75 Dies sind die Voraussetzungen die Schulz fiir autonom agierende Systeme bestimmt,
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 47; mit dhnli-
chen Charakteristika: Brenner/Zarnekow/Wittig, Intelligent Software Agents, 1998,
S. 23; John, Haftung fiir K1, 2007, S. 19.

76 ,Innerhalb menschlicher Autonomie wird fiir gewShnlich unterschieden zwischen
personaler Autonomie, moralischer Autonomie und politischer Autonomie. Diese
drei Formen setzen ein normativ gehaltvolles, d. h. Achtung, Respekt und Riicksicht
verlangendes >Selbst« voraus.; Gottschalk-Mazouz, in: Liggieri/Miiller, Mensch-Ma-
schine-Interaktion, 2019, S. 238.; s.a. Schulz, Verantwortlichkeit bei autonom agieren-
den Systemen, 2015, S. 50 ff.

77 Vgl. etwa die Taxonomien von Ball/Callaghan, 8th International Conference on In-
telligent Environments 2012, S. 114 (115); Sheridan/Verplank, Human and Computer

46

- am 27.01.2026, 08:37:33.


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

B. Technische Voraussetzungen fiir das autonome Fahren

Entscheidend ist dabei auch die Kenntnis, welche der kontrollierende
Akteur iiber die inneren Zustinde des Systems besitzen kann. Je weniger
er iiber die Gesetzmafligkeiten und Bedingungen wissen kann, nach denen
ein System handelt, desto autonomer ist es.”8 So kann es ein Merkmal
von autonomen Systemen sein, dass algorithmische Entscheidungen nicht
einem klassischen Wenn-Dann-Schema folgen. Dies wiirde bedeuteten,
dass, sobald ein dufSerer Umstand X eintritt, das System stets mit der pra-
determinierten Handlung Y reagiert.” In der Folge ist das Entscheidungs-
verhalten vorhersehbar und erklarbar.8? Der zugrundeliegende Algorithmus
legt im Vorhinein fest, nach welchem Reaktionsschema sich ein determi-
nistisches System verhdlt. Bei autonomen Systemen ist dies nicht immer
der Fall.® Je autonomer ein System arbeitet, desto weniger ldsst sich im
Vorhinein vorhersagen, wie und auf welcher Grundlage das System handeln
wird, und desto weniger ldsst sich im Nachhinein nachvollziehen werden,
nach welchen Kriterien das System entschieden hat.??

Bei selbstfahrenden Fahrzeugen sind die Voraussetzungen autonomer
Systeme in unterschiedlicher Auspragung vorhanden. Die jeweiligen Fahig-
keiten selbstfahrender Fahrzeuge unterscheiden sich je nach Automatisie-
rungsstufe und festgelegtem Betriebsbereich. So sind nicht alle selbstfah-
renden Fahrzeuge darauf ausgelegt, sich umfassend mit anderen Verkehrs-
teilnehmern oder einer digitalen Infrastruktur zu vernetzen. Auch die
Fahigkeit, eigenstdndige Entscheidungen zu treffen, hidngt davon ab, in wel-
chen Verkehrssituationen das Fahrzeug eingesetzt werden soll. Aufgrund
der Vielzahl der zu erfiillenden Aufgaben ist die Autonomie bei vollauto-
nomen Fahrzeugen stirker ausgepragt als bei Fahrzeugen mit hoch- bzw.
vollautomatisierten Fahrzeugen, die lediglich {iber einen Staupiloten verfii-
gen, der es erlaubt, bei stockendem Verkehr bis 60 km/h auf der Autobahn
selbststandig zu fahren. Bei den derzeit zugelassenen automatisierten Fahr-

Control of Undersea Teleoperators, 1978; s.a. Schulz, Verantwortlichkeit bei autonom
agierenden Systemen, 2015, Kap. 44 f.; Reichwald/Pfisterer, CR 2016, S.208 (210);
Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme,
2016, S.2; Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S. 163
a71).

78 Pfeifer, in: Christaller/Wehner, Autonome Maschinen, 2003, S.137 (143 f).

79 Miiller-Hengstenberg/Kirn, CR 2018, S.682 (683); Reichwald/Pfisterer, CR 2016,
S.208 (209 1.); Sosnitza, CR 2016, S. 764 (765).

80 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S. 163 (168).

81 Burkhard, in: Christaller/Wehner, Autonome Maschinen, 2003, S.160 (182); Wagner,
VersR 2020, S. 717 (720).

82 Miiller-Hengstenberg/Kirn, CR 2018, S. 682 (683).
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2. Teil: Selbstfahrende Fahrzeuge

zeugen sind die Anwendungsszenerien noch auf den jeweilig festgelegten
Betriebsbereich begrenzt. Hier ist der Grad der Autonomie innerhalb der
jeweiligen Betriebsbereiche zwar hoch; auflerhalb der zugelassenen Fahr-
funktionen ist jedoch die stindige Uberwachung durch einen Fahrzeugfiih-
rer bzw. die Technische Aufsicht erforderlich. So kénnen auch Fahrzeuge
mit hoch- und vollautomatisierten Fahrfunktionen die Fahraufgabe mit
Hilfe von KI-Systemen bewdltigen und dabei auf eine umfassende Fahr-
zeugvernetzung zuriickgreifen, wenn dies fiir den jeweiligen definierten
Einsatzbereich erforderlich ist. Insofern ist eine ganzheitliche Betrachtung
selbstfahrender Fahrzeuge erforderlich. Insgesamt vollzieht sich der Weg
von automatisierten zu autonomen Fahrzeugen insofern in Phasen, also
schrittweise, partiell und graduell.®

Soweit sich aus dem Autonomiegrad jedoch haftungsrechtliche Implika-
tionen ergeben, ist zu unterscheiden, inwieweit die verschiedenen Auspra-
gungen technischer Autonomie in selbstfahrenden Fahrzeugen realisiert
sind. Nur dort, wo ein hoher Grad an Autonomie erreicht wird, entste-
hen auch neuartige Rechtsprobleme, die eine Neubewertung des geltenden
Rechts erfordern.* Die Besonderheit selbstfahrender Fahrzeuge zeigt sich
also erst dann, wenn tatsachlich Funktionen verwendet werden, die das
Fahrzeug in die Lage versetzen, eigenstdndige Fahrentscheidungen zu tref-
fen und in diesem Sinne autonom am Straflenverkehr teilzunehmen. Dies
ist bei der Nutzung von hoch- und vollautomatisierten sowie autonomen
Fahrfunktionen der Fall. Vollstindig autonome Fahrzeuge werden sogar
dauerhaft selbststindig durch eine Software gesteuert. Hierbei handelt es
sich auch unzweifelhaft um hochgradig autonome Systeme.

II. Nutzung von KI beim autonomen Fahren
Moglich wird fortgeschrittene Autonomie erst durch den Einsatz von KI.

Es handelt sich um die Schliisseltechnologie, welche autonomes Fahren erst
moglich macht.3> Der Begriff Kiinstliche Intelligenz (aus dem Englischen:

83 Sommer, Haftung fiir autonome Systeme, 2020, S. 36.

84 Reichwald/Pfisterer, CR 2016, S.208 (212).

85 Etwa Stephan Scholz, Leiter der Unterabteilung Architektur und KI-Technologien
bei Volkswagen in einem Vortrag einer Veranstaltung des BMWi und des VDA
»Durch Kooperation an die Spitze. Die Automobilbranche gestaltet den digitalen
Wandel“ am 2.3.2021, https://www.youtube.com/watch?v=U0BqcWel2YY&list
=PL4C2CBB4D47796122&index=3, (abgerufen am 30.3.2022), 1:38:46; ebenso Débel
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artificial intelligence) geht auf John McCarthy zuriick, der ihn erstmals im
Titel der ,Darthmouth Conference on Artificial Intelligence” verwendete.3¢
Nach der Hochrangingen Expertengruppe fiir kiinstliche Intelligenz der
Europiischen Kommission ist KI wie folgt zu definieren:%”

»Kinstliche-Intelligenz-(KI)-Systeme sind vom Menschen entwickelte
Software- (und moglicherweise auch Hardware-) Systeme, die in Bezug
auf ein komplexes Ziel auf physischer oder digitaler Ebene agieren,
indem sie jhre Umgebung durch Datenerfassung wahrnehmen, die ge-
sammelten strukturierten oder unstrukturierten Daten interpretieren,
Schlussfolgerungen daraus ziehen oder die aus diesen Daten abgeleiteten
Informationen verarbeiten und tiber die geeignete(n) Mafinahme(n) zur
Erreichung des vorgegebenen Ziels entscheiden.

Diese Definition zeigt, dass die Begriffe autonome Systeme und KI eng mit-
einander verkniipft sind. Ein autonomes System kann nur dann autonom
handeln, wenn es durch Methoden der KI dazu befdhigt wird. In der KI-
Forschung werden verschiedene Methoden eingesetzt, um ein System zu
autonomem Handeln zu befahigen. Dabei kann auf Methoden des maschi-
nellen Lernens (ML) zuriickgegriffen werden. Dazu gehéren Supervised
Learning, Unsupervised Learning oder Reinforcement Learning.8® Dabei
handelt es sich um Methoden, die Computer in die Lage versetzen, aus
Daten zu lernen und Vorhersagen und Entscheidungen zu treffen, ohne
dass das gewiinschte Verhalten explizit programmiert werden muss.3° Beim
Supervised Learning (iiberwachtes Lernen) wird dem System eine Aufga-
be gestellt. Es erhilt eine Reihe von Daten, deren korrekte Interpretation
bekannt ist. Die Software soll dann die Aufgabe bearbeiten. Trifft sie eine
falsche Entscheidung, erhilt sie sofort eine Riickmeldung, so dass sich
der Algorithmus nach und nach anpasst, bis keine oder nur noch wenige

u. a., Maschinelles Lernen - Kompetenzen, Anwendungen und Forschungsbedarf,
2018, S. 137; Beck, in: IT-Recht, Teil 9.2 Rn. 40.

86 Russell/Norvig, Artificial Intelligence, 2021, S. 18.

87 Hochrangige Expertengruppe fiir kiinstliche Intelligenz, Ethik-Leitlinien fiir eine ver-
trauenswiirdige K1, 2019, S. 43.

88 Die Auswahl ist keineswegs abschlieSend. Es kommen stetig neue Ansitze hinzu.
Zudem ist eine Klassifizierung der einzelnen Methoden nicht immer trennscharf
méglich. Dennoch lassen sich grundsitzlich diese drei Ansétze unterscheiden, Pek,
in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 B. Rn. 3 ff.; Russell/Nor-
vig, Artificial Intelligence, 2021, S. 653.

89 Herold, in: Taeger, Rechtsfragen digitaler Transformationen - Gestaltung digitaler
Verdnderungsprozesse durch Recht, 2018, S. 453 (456 f.).
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2. Teil: Selbstfahrende Fahrzeuge

Fehler auftreten.”® Beim Unsupervised Learning (Uniiberwachtes Lernen)
erhdlt die Software keine zuvor gelabelten Datenpakete mehr. Das System
muss selbststdndig Muster und Strukturen erkennen. Eine unmittelbare
Uberwachung durch einen Trainer findet nicht mehr statt.! Reinforcement
Learning (Bestdrkendes Lernen) ist ein Verfahren, bei dem der Agent
ebenfalls selbststindig eine Strategie lernt. Dabei erhdlt er von Zeit zu
Zeit Belohnungen, wodurch erwiinschtes Verhalten bestdrkt wird bzw. ne-
gatives Verhalten vermindert wird.*? Die einzelnen Ansitze konnen dabei
auf (kiinstlichen) neuronalen Netzen basieren, die sich an der Grundstruk-
tur des menschlichen Gehirns und dessen Aufbau aus Knoten, Dendriten
und Axonen orientieren. In neuronalen Netzen werden diese Strukturen
nachgebildet, nur dass im Gegensatz zum Gehirn alle Knoten miteinander
verbunden sind. Durch die Aktivierung bestimmter Knoten werden diese
starker gewichtet. Je mehr Daten neuronale Netze zum Lernen haben, desto
wahrscheinlicher ist ein richtiges Ergebnis. Werden dabei mehrschichtige
Netze verwendet, spricht man von sog. Deep Learning (Mehrschichtiges
Lernen).%

Die Komplexitit der neuronalen Netze und der damit verbundenen
Rechenoperationen fiihrt jedoch auch dazu, dass einzelne Ergebnisse der
KI im Einzelnen nicht mehr erkldrbar sind (Intransparenz bzw. Opazitit).
Dies wird auch als Blackbox-Effekt bezeichnet, da das Zustandekommen
einer Entscheidung dem Menschen verborgen bleibt.®* Dariiber hinaus
ergeben sich eine ganze Reihe weiterer sicherheitskritischer Probleme beim
Einsatz von KI. Zu nennen sind hier die Verteilung und die Qualitdt der
Daten, mit denen das System trainiert wird. So sind von seltenen oder
unbekannten Ereignissen wie Unfallsituationen naturgemifl kaum reale

90 Russell/Norvig, Artificial Intelligence, 2021, S. 653; Sachverstindigenrat fiir Verbrau-
cherfragen — Fachgruppe Rechtsinformatik, Technische und rechtliche Betrachtungen
algorithmischer Entscheidungsverfahren, 2018, S. 33.

91 Russell/Norvig, Artificial Intelligence, 2021, S.776; Pek, in: Chibanguza/Kuf3/Steege,
Kiinstliche Intelligenz, 2022, § 3 B. Rn. 7 ff.

92 Russell/Norvig, Artificial Intelligence, 2021, S. 789.

93 Ebenda, S. 750.

94 Europdische Kommission, WeifSbuch zur Kiinstlichen Intelligenz, 2020, S. 14; Sachver-
standigenrat fiir Verbraucherfragen — Fachgruppe Rechtsinformatik, Technische und
rechtliche Betrachtungen algorithmischer Entscheidungsverfahren, 2018, S.30; Wil-
lers u. a., in: Casiiro u. a., SAFECOMP 2020 Workshops, 2020, S.336 (340); Pek, in:
Chibanguza/Kuf}/Steege, Kiinstliche Intelligenz, 2022, § 3 B. Rn. 16.
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Datensitze verfiigbar.?> Schlieflich kann ein Verkehrsunfall oder Beina-
heunfall nicht in gleicher Weise trainiert werden wie das Einfahren in eine
Kreuzung, ohne das Testfahrzeug und/oder den Testfahrer zu gefahrden.
Gleichzeitig wird gerade in diesen Situationen die hochste Leistungsfahig-
keit von selbstfahrenden Fahrzeugen erwartet.

Dennoch bieten solche KI-Systeme die Mdglichkeit, vor allem komplexe
Aufgaben wesentlich besser zu 19sen, als ein Mensch es jeweils konnte.
Aufsehen erregten vor allem die Erfolge der KI-Forschung, als es mit Hilfe
neuronaler Netze moglich wurde, die Spiele Schach und Go zu beherr-
schen und amtierende menschliche Grofimeister miihelos zu schlagen.® In
jlngster Zeit ist mit dem Large Language Model (LLM) ChatGPT 4 ein
Durchbruch im Bereich der fiir jedermann zugénglichen KI-Anwendungen
gelungen. Dabei handelt es sich um ein leistungsfdhiges Sprachmodell,
das darauf trainiert wurde, menschenéhnliche Textantworten auf Eingabe-
aufforderungen zu generieren.’” Im Bereich der Entwicklung von automati-
sierten und autonomen Fahrzeugen kommen KI-Methoden vor allem in
den Bereichen Perzeption, Pradiktion und der Bewegungsplanung zum
Einsatz.%®

KI-Systeme kénnen deshalb dazu beitragen, dass selbstfahrende Fahr-
zeuge im Straflenverkehr je nach Betriebsbereich selbststindig agieren kon-
nen. Die damit verbundene technische Autonomie hat jedoch den Preis,
dass Fahrer, Nutzer und Hersteller die Kontrolle iiber das Fahrsystem
abgeben und aufgrund der Komplexitit vieler KI-Systeme nicht immer
nachvollziehbar ist, auf welcher Grundlage die Steuerungssoftware einzelne
Fahrentscheidungen triftt.

95 Gleichzeitig kann eine kiinstliche Uberbetonung von seltenen Ereignissen wiederum
zu negativen Fahreigenschaften fithren, da hierdurch eine unrealistische Datenvertei-
lung erreicht wird, Willers u. a., in: Casiiro u. a., SAFECOMP 2020 Workshops, 2020,
S.336 (340).

96 Fiir eine ausfiihrliche Beschreibung der Entwicklung von maschinellem Lernen in
den Bereichen Schach und Go s. Stécker, Das Experiment sind wir, 2020, S. 27-58.

97 Ubersichtshalber: Waulfers, Die Mensch-Maschine, FAZ (online) v. 13.12.2022, https://
www.faz.net/aktuell/wirtschaft/die-kuenstliche-intelligenz-chatgpt-im-test-das-kann
-der-bot-18522759.html.

98 Pek, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 B. Rn. 12 ff.

51

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://www.faz.net/aktuell/wirtschaft/die-kuenstliche-intelligenz-chatgpt-im-test-das-kann-der-bot-18522759.html
https://www.faz.net/aktuell/wirtschaft/die-kuenstliche-intelligenz-chatgpt-im-test-das-kann-der-bot-18522759.html
https://www.faz.net/aktuell/wirtschaft/die-kuenstliche-intelligenz-chatgpt-im-test-das-kann-der-bot-18522759.html
https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://www.faz.net/aktuell/wirtschaft/die-kuenstliche-intelligenz-chatgpt-im-test-das-kann-der-bot-18522759.html
https://www.faz.net/aktuell/wirtschaft/die-kuenstliche-intelligenz-chatgpt-im-test-das-kann-der-bot-18522759.html
https://www.faz.net/aktuell/wirtschaft/die-kuenstliche-intelligenz-chatgpt-im-test-das-kann-der-bot-18522759.html

2. Teil: Selbstfahrende Fahrzeuge

1. Selbstlernende KI

Ohne die Anwendung von KI-Methoden ist daher die Weiterentwicklung
selbstfahrender Fahrzeuge in Zukunft nicht denkbar.®® Der Betrieb von
vollstindig autonomen Fahrzeugen wird ohne derartige Anwendungen
nicht méglich sein, da der Straflenverkehr aus unendlich vielen Einzelsi-
tuationen besteht, fiir die nicht im Voraus jeweils ein Lésungsschema pro-
grammiert werden kann 1%

Gleichzeitig folgt aus der Verwendung KI-basierter Methoden in selbst-
fahrenden Fahrzeugen nicht, dass sich sicherheitsrelevante Algorithmen
im reguldren Fahrbetrieb stindig anpassen (sog. offene Systeme'®! oder
selbstlernende KI). Dies wird insbesondere in der juristischen Literatur
vielfach proklamiert,'®? obwohl die groflen Hersteller und Softwarezulie-
ferer derzeit nicht auf den Einsatz von im Feld lernenden Algorithmen
setzen.!%® So geht Wagner davon aus, dass die Software autonomer Fahrzeu-
ge mit einem ,lernfdhigen, sich stindig weiterentwickelnden Algorithmus
ausgestattet” sei.l®* Schirmer setzt voraus: ,Innerhalb des programmierten
Regelrahmens trifft die Steuerungssoftware eigenstindige Entscheidungen;
gleichzeitig lernt sie mit jeder Fahrsituation hinzu, passt also ihre Entschei-

99 Ebenda, Rn. 1.

100 “However, there will always be unexpected situations never seen and learned
about before, which the vehicle nevertheless has to cope with”, Luettel/Himmels-
bach/Wuensche (2012) 100 Proceedings of the IEEE 1831, 1837; s.a. Russell/Norvig,
Artificial Intelligence, 2021, S.917 ff.; Kendall u. a. (2019) May Proceedings — IEEE
International Conference on Robotics and Automation 8248, 1; Ma u. a. (2020) 7
IEEE/CAA Journal of Automatica Sinica 315 ff.

101 Zum Begriff Haagen, Verantwortung fir KI, 2022, S. 282f.

102 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S.108; Hey, Haftung des Herstel-
lers autonomer Fahrzeuge, 2019, S. 63; Ringlage, Haftungskonzepte fiir autonomes
Fahren, 2021, S. 93 ff.; Hinze, Haftungsrisiken des automatisierten und autonomen
Fahrens, 2021, S. 138 ff.; Lohmann/Miiller-Chen, SZW 2017, S. 48 (50); Schirmer, RW
2018, S. 453 (455).

103 Vgl. etwa Eckard Steiger, Director fiir Kooperationsthemen einschliefilich strategi-
sche Verbund- und Innovationsprojekte im Feld des automatisierten Fahrens bei
Bosch, Interview in einer Veranstaltung des BMWi und des VDA ,Durch Koope-
ration an die Spitze. Die Automobilbranche gestaltet den digitalen Wandel® am
2.3.2021, https://www.youtube.com/watch?v=U0BqcWel2YY&list=PL4C2CBB4D
47796122&index=3, (abgerufen am 30.3.2022), 1:59:40; Steege, SVR 2021, S.1 (4);
Borges, in: Lohsse/Schulze/Staudenmayer, Smart Products, 2022, S. 181 (194 f.).

104 Wagner, AcP 2017, S.707 (710).
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dungsparameter auf Basis des Erlernten an.1% Auch Hey behauptet: ,Das
Fahrzeug lernt und verandert sich niamlich durchgehend: 1% Ahnlich meint
Xylander, ,dass [die Steuerungssoftware] sich nach dem Inverkehrbringen
durch den Hersteller durch maschinelles Lernen weiterentwickelt.1%” Eine
solches dauerhaft adaptives Steuerungssystem wiirde bislang derart so viele
Folgeprobleme mit sich bringen, dass diese in der von Wagner, Schirmer,
Hey und Xylander beschriebenen Form nicht zeitnah zum Einsatz kommen
werden.!08

Derzeit werden vor allem Offline-Lernverfahren eingesetzt, bei denen
dem KI-System gezielt anwendungsrelevante Trainingsdaten zur Ableitung
entsprechender (intransparenter) Regeln zur Verfiigung gestellt werden.
Nach der Validierung des Lernfortschritts durch den Hersteller verandert
sich der Algorithmus ab der Marktreife nicht mehr selbststindig./’” Den-
noch ist es das strategische Ziel der Hersteller, in Zukunft auch dauerhaft
selbstlernende KI-Systeme einzusetzen. Diese sollen in Zukunft auch die
Fahigkeit besitzen, sich adaptiv zu verdndern, d.h. flexibel auf veranderte
Umweltbedingungen zu reagieren und daraus selbststdndig zu lernen. Hier-
zu gibt es bereits einige vielversprechende Ansitze, die jedoch noch nicht
im reguldren Fahrbetrieb eingesetzt werden. Jeder gefahrene Kilometer
wird unmittelbar ausgewertet und die gewonnenen Erfahrungen in Form
von Daten direkt zur Anpassung der eigenen Fahrweise genutzt. Dabei
muss sich der Lernerfolg nicht einmal auf das Fahrzeug selbst beschréanken,
vielmehr kénnen die Trainingsdaten fiir die gesamte Fahrzeugflotte genutzt
werden, um ein lernendes Kollektiv zu erhalten. Insofern wiirden alle Fahr-
zeuge von den Erfahrungen anderer Regelsysteme profitieren und am Ende
die gleichen Fahigkeiten aufweisen.!

Fiir eine solche selbstlernende KI, die ein lebenslanges Lernen wihrend
des Fahrbetriebs ermdglicht, gibt es zwar bereits gut funktionierende An-
sitze, allerdings nur, wenn es sich bei den Anderungen um kleine Anpas-

105 Schirmer, RW 2018, S. 453 (455).

106 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 65.

107 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 109 f.

108 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (476); Borges,
in: Lohsse/Schulze/Staudenmayer, Smart Products, 2022, S. 181 (194 f.).

109 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (475).

110 Ebenda, S. 483.
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sungen handelt.!! Das Kernproblem ist die effektive Absicherung solcher
Systeme. Denn sobald sich die Aufgabenstellung - wie beim autonomen
Fahren - zu stark dndert, kann es beispielsweise passieren, dass das Sys-
tem beim Erlernen neuer Fahigkeiten die alten vergisst (sog. ,catastrophic
forgetting®)."> Zudem kann aufgrund des bereits beschriebenen Black-Box-
Effekts nicht sichergestellt werden, dass sich die Algorithmen nicht in eine
vom Hersteller nicht gewiinschte Richtung verdndern. Bei kollektiv lernen-
den Systemen kommt hinzu, dass das erlernte Fehlverhalten nicht auf ein
einzelnes Fahrzeug beschrankt bliebe, sondern sich auf die gesamte Flotte
ausweiten wiirde.!

Bei Systemen, die in Bereichen agieren, in denen keine oder weniger
schwerwiegende Rechtsgutverletzungen drohen, kann auch akzeptiert wer-
den, dass sich KI mit grofitmoglicher Freiheit entwickeln kann, um ihr
Potenzial auszuschopfen. Dass das Lernen im Feld unter realen Bedingun-
gen ohne Absicherung jedoch zu unerwiinschten Nebeneffekten fithren
kann, zeigt das Beispiel des Chatbots ,Tay“ aus dem Jahr 2016. Dieser sollte
mithilfe von KI lernen, mit Menschen {iber Twitter zu kommunizieren.
Da menschliche Nutzer den Chatbot jedoch mit politisch unkorrekten
Nachrichten manipulierten, ahmte dieser das erlernte Verhalten nach und
twitterte seinerseits rassistische und sexualisierte Inhalte. Nach nur 16 Stun-
den als aktive Twitter-Nutzerin wurde ,Tay“ schliefSlich vom Netz genom-
men.

Dieses Negativbeispiel eines adaptiven KI-Systems macht deutlich, dass
die Verwendung von selbstlernender KI in einem so rechtsgutsensiblen
Bereich wie dem Strafienverkehr nicht in gleicher Weise erfolgen kann. Der
Absicherung der KI kommt daher insbesondere beim autonomen Fahren
eine wichtige Rolle zu.

111 Débel u. a., Maschinelles Lernen - Kompetenzen, Anwendungen und Forschungs-
bedarf, 2018, S. 69; vgl. auch Etzkorn, MMR 2020, S. 360 (361).

112 Débel u. a., Maschinelles Lernen - Kompetenzen, Anwendungen und Forschungs-
bedarf, 2018, S. 69.

113 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (483).

114 Beuth, Twitter Nutzer machen Chatbot zur Rassistin, DIE ZEIT (online) v.
24.3.2016, https://www.zeit.de/digital/internet/2016-03/microsoft-tay-chatbot-t
witter-rassistisch.
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2. Absicherung von KI-Systemen

Der Einsatz von KI-Systemen in selbstfahrenden Fahrzeugen ist daher nur
mit zusétzlichen Schutzmafinahmen mdéglich. Zum einen kann die Verwen-
dung von KI durch Abschirmung abgesichert werden. Dies bedeutet, dass
der Einsatzort adaptiver Algorithmen auf nicht sicherheitsrelevante Berei-
che beschrinkt wird, in denen die Anpassung der Software selbst keinen
Schaden anrichten kann bzw. eine Validierung und Verifikation méglich
bleibt, wenn die Eingangs-, Ausgangs- und Zustandsparameter vorab be-
grenzt werden.!> Dies ist etwa der Fall bei der gefahrlosen Anpassung
der Software an den individuellen Nutzer, also z. B. bei der adaptiven
Abstimmung der Fahrweise oder des Schaltverhaltens an die Préferenzen
des jeweiligen Insassen. Solche sich verdandernden Algorithmen haben zwar
Einfluss auf das Fahrerlebnis, sind aber von den sicherheitsrelevanten
Funktionen der Fahrzeugsteuerung abgeschirmt, so dass kein Risiko ent-
steht.

Soll KI hingegen auch fiir sicherheitskritische Funktionen wie die Wahr-
nehmung und Klassifizierung von Objekten eingesetzt werden, wird in
der Regel eine Form des zyklischen Lernens verwendet. Das heifit, der
Algorithmus wird zunichst mit Daten trainiert. Unter Testbedingungen,
z.B. mit einem Sicherheitsfahrer als Riickfallebene, wird die Funktion des
Algorithmus verifiziert und validiert. Gegebenenfalls werden anschliefiend
weitere Anpassungen vorgenommen und anschlieflend erneut getestet. Halt
der Hersteller zu einem bestimmten Zeitpunkt sein Steuerungssystem fiir
marktreif, wird der Zustand der Software ,eingefroren, so dass der Pro-
grammierzyklus zunidchst abgeschlossen ist und der Algorithmus nicht
selbststandig weiter lernt."® Man spricht in diesem Zusammenhang auch
von geschlossenen Systemen.” Nach dem Inverkehrbringen sammeln die
selbstfahrenden Fahrzeuge anschlieflend weiter Daten, welche wiederum
vom Hersteller ausgewertet und zum Anlernen unter Testbedingungen ver-
wendet werden. Erst danach wird die so angepasste Software {iber Updates
den Nutzern zur Verfiigung gestellt."® Auf diese Weise konnen zwar Me-
thoden der KI verwendet werden, jedoch ohne die Gefahr, dass sich das

115 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (476).

116 Zech, ZftPW 2019, S.198 (209); Lutz, in: Hartmann, KI & Recht, 2020, S.117 (118);
Bodungen, SVR 2022, S.1 (4); Taeger, in: Ehring/Taeger, Produkthaftungs- und
Produktsicherheitsrecht § 3 ProdHaftG, Rn. 52.

117 Haagen, Verantwortung fiir KI, 2022, S. 281 f.

118 Willers u. a., in: Casiiro u. a., SAFECOMP 2020 Workshops, 2020, S. 336 (346 ff.).
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Softwaresystem selbststdndig und ungewollt weiterentwickelt. Jedes Update
stellt in diesem Zusammenhang eine Zisur In Bezug auf den jeweiligen
Stand der Software dar.

Es ist zwar auch denkbar, dass Lernen im Feld bzw. Online-Learning zum
Einsatz kommt, d.h. dass sich das System tatsachlich wihrend des Betriebes
weiterentwickelt. Da aber auch hier die Funktionsfdhigkeit der Software
abgesichert werden muss, ergeben sich beim Online-Learning ganz neue
Probleme, die bisher technisch nicht losbar sind. Beim Lernen wahrend des
reguldren Betriebs muss in Echtzeit verifiziert und validiert werden (Runti-
me Verification und Validation), ohne dass eine menschliche Riickfallebene
zur Verfiigung steht und obwohl die Rechenleistung einzelner Fahrzeuge
begrenzt ist."” Derartige Methoden stehen jedoch noch am Anfang ihrer
Entwicklung. So ist es derzeit kaum mdoglich zu berechnen, ob geplante
Fahrzeugbewegungen auch dann noch sicher sind, wenn die Pradiktion an-
derer Verkehrsteilnehmer fehlerhaft ist oder die Objekterkennung ungenau
war.!20

Alternativ konnte ein Ansatz gewidhlt werden, bei dem die Validierung
und Verifizierung durch Uberwachung und Fehlertoleranz sichergestellt
wird. Dies bedeutet, dass, wenn eine Uberpriifung der Sicherheit des Sys-
tems vor dem Inverkehrbringen nicht umfassend méglich ist, der Ausfall
von Teilen des Systems dadurch sichergestellt wird, dass im Notfall eine
Redundanz implementiert wird, die den Fehler kompensieren kann. Das
System muss in der Lage sein, sich selbst zu iberwachen, um den Fehler zu
identifizieren (Monitoring). Die Akzeptanz von Fehlern in sicherheitskriti-
schen Bereichen sollte jedoch auf ein Minimum beschridnkt werden, um
eine Gefahrdung von Menschenleben auszuschlieflen.!?!

Die hochste Stufe adaptiver Algorithmen wire es, die selbstfahrenden
Fahrzeuge einer Herstellerflotte als lernendes Kollektiv zu betrachten, in
dem die Daten aller Fahrzeuge eines Herstellers in Echtzeit aggregiert und
verarbeitet werden, so dass sich der Steuerungsalgorithmus fiir die gesamte
Fahrzeugflotte kontinuierlich verbessert.'> Es liegt jedoch auf der Hand,
dass, wenn schon Methoden der Runtime Verification und Validation an
der Rechenkapazitit der jeweiligen Fahrzeuge scheitern, dies erst recht fiir

119 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (477); Willers
u. a., in: Casiiro u. a., SAFECOMP 2020 Workshops, 2020, S. 336 (348).

120 Pek, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 B. Rn. 16.

121 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (477 f.).

122 Ebenda, S. 483 f.
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das Echtzeit-Lernen einer gesamten Fahrzeugflotte gelten muss. Zudem
ist unklar, wie mit der Heterogenitdt der Datensdtze umzugehen ist, die
die Fahrzeuge aufgrund ihrer Bauart oder der eingesetzten KI-Methoden
verarbeiten miissen. Diese Form des lernenden Kollektivs riickt damit hin-
sichtlich der technischen Realisierbarkeit in die ferne Zukunft.!?3

Prognostisch ist der Einsatz selbstlernender KI-Systeme in naher Zu-
kunft auf Herstellerseite nicht zu erwarten, da die damit verbundenen Risi-
ken sich derzeit technisch nicht absichern lassen. Vielmehr diirfte das zykli-
sche Lernen in geschlossenen Systemen der Regelfall des aktuellen Standes
der Technik sein. Insofern handelt es sich bei den eingesetzten KI-Systemen
um durch maschinelles Lernen erzeugte Software und nicht um selbstler-
nende KI, die sich nach dem Inverkehrbringen unkontrolliert verandern
kann.?* Solange es also keine zufriedenstellenden Sicherheitsmechanismen
tiir adaptive KI-Systeme in selbstfahrenden Fahrzeugen gibt, ist daher nicht
davon auszugehen, dass diese hier zum Einsatz kommen.'?>

II1. Funktionale Anforderungen an das autonome Fahren

Um ein Fahrzeug autonom steuern zu konnen, miissen Sensoren vorhan-
den sein, mit deren Hilfe die Umgebung wahrgenommen werden kann,
sowie Aktoren, mit deren Hilfe die jeweilige Steuerungsentscheidung aus-
gefithrt werden kann.'”¢ Die dazu notwendigen Rechenprozesse werden
von einem oder mehreren Bordrechnern durchgefiihrt. Ein Grof3teil der
Informationen muss in Echtzeit ausgewertet werden, so dass die effiziente
Nutzung der verfiigbaren Rechenleistung, die durch Kosten, Grofie und
Energieverfiigbarkeit begrenzt ist, eine Herausforderung des autonomen
Fahrens darstellt.’?”

Neben den Komponenten im Fahrzeug konnen bestimmte Prozesse wie
z.B. die Routenplanung auch virtualisiert werden, d.h. ausgelagert werden,

123 RuefS/Burton, White Paper: Safe AT — How is this possible?, 2022, S. 26.

124 Etzkorn, MMR 2020, S. 360 (361).

125 Pek, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 B. Rn. 17.

126 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 25.

127 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 11 Rn.29; Luettel/Himmelsbach/Wuensche (2012) 100 Proceedings of
the IEEE 1831, 1832.
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2. Teil: Selbstfahrende Fahrzeuge

um Rechenleistung zu sparen.!?® Dies kann auf sogenannten Backend-Sys-
temen geschehen.!? Auflerdem koénnen Infrastruktursysteme erforderlich
sein, welche die Steuerungssysteme selbstfahrender Fahrzeuge unterstiitzen.
Hierzu zdhlt z.B. eine leistungsfahige Mobilfunkinfrastruktur, die maf3geb-
lich fiir die Moglichkeit der Fahrzeugvernetzung ist.1*° Daneben kann auch
eine digital vernetzte Verkehrsinfrastruktur erforderlich sein, in der z.B.
fest installierte Sensoren relevante Verkehrspunkte iiberwachen und die
gewonnenen Daten an die jeweiligen Steuerungssysteme selbstfahrender
Fahrzeuge weiterleiten, um Gefahrensituationen bereits im Vorfeld zu ver-
meiden.!

Damit ein Fahrzeug vollstindig selbststindig am Strafienverkehr teilneh-
men kann, muss es unter Nutzung der vorhandenen Sensorik und Aktorik
diverse Anforderungen erfiillen. Dazu gehoren Umfeld- und Selbstwahr-
nehmung, die Missionsumsetzung, die Lokalisierung, die Nutzung von
Kartendaten, die Kooperation und die funktionale Sicherheit.13> Diese kon-
nen jeweils technisch auf unterschiedliche Weise realisiert werden.!*

1. Wahrnehmung

Selbstfahrende Fahrzeuge miissen iiber Wahrnehmungsfahigkeiten verfii-
gen. Es ist unerldsslich, dass derartige Fahrzeuge in der Lage sind, ihre
Umgebung vollstindig wahrzunehmen (Umfeldwahrnehmung), aber auch
die Fahigkeit besitzen, ihren eigenen Fahrzeugzustand zu erkennen (Selbst-
wahrnehmung).134

128 Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme,
2016, S. 37.

129 Klanner/Ruhhammer, in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015,
S. 541 (542).

130 Leonhardt, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 A. Rn. 56;
Bundesministerium fiir Verkehr und digitale Infrastruktur, Strategie automatisiertes
und vernetztes Fahren, 2015, S. 14.

131 Sowie weitere Beispiele in Geisberger/Broy (Hrsg.), agendaCPS, 2012, S. 32 ff.

132 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1144).

133 Da die technischen Fortschritte in den einzelnen Anforderungsbereichen rasant
sein konnen, erhebt dieser Abschnitt keinen Anspruch auf Vollstandigkeit. Es soll
lediglich ein technisches Grundverstindnis gebildet werden, mit welchem sich die
nachfolgend erdrterten haftungsrechtlichen Probleme erldutern lassen.

134 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1144); Geisberger, Broy (Hrsg.), agendaCPS, 2012, S. 219.
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Die Umfeldwahrnehmung stellt nach wie vor eine der grofiten Heraus-
forderungen beim autonomen Fahren dar.®> Sie ist die entscheidende Fa-
higkeit, die ein selbstfahrendes Fahrzeug beherrschen muss, um Gefahren
im Straflenverkehr zu vermeiden. Zur Umfeldwahrnehmung kann eine
Vielzahl von Sensoren eingesetzt werden. Dazu gehodren digitale Kame-
rasysteme, Lidar, Radarsensoren, Ultraschallsensoren und GPS (Global
Positioning System).1%¢ Fiir die Wahrnehmung statischer Objekte kénnen
Lidar’®” und Stereokameras verwendet werden.*® Ultraschallsensoren wer-
den vor allem im Nahbereich wie beim Einparken eingesetzt werden, sind
jedoch wegen ihrer geringen Reichweite und vergleichsweise ungenauen
Messwerte fiir den flieflenden Verkehr ungeeignet.3°

Dynamische Objekte konnen sensorisch ebenfalls mithilfe von Radar-
sensoren und Stereokameras erfasst werden. AufSerdem eignen sich Radar-
sensoren zur Erfassung von Bewegungen, da anhand der gewonnenen
Daten die Geschwindigkeiten der detektierten Objekte ermittelt werden
kénnen.140

Im Rahmen der Selbstwahrnehmung muss das Fahrzeug auch die Funk-
tionsfahigkeit der genannten Sensoren und Aktoren sowie der Software
iberwachen, da hiervon die sichere Durchfithrung eines Fahrmanévers
abhingen kann.'"! Selbstfahrende Fahrzeuge sollen zur Predictive Mainten-
ance bzw. Predictive Diagnosis in der Lage sein, selbststindig und voraus-

135 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S. 1139
(1145); Luettel/Himmelsbach/Wuensche (2012) 100 Proceedings of the IEEE 1831,
1832.

136 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 26.

137 Lidar ist eine laserbasierter Entfernungsmesser, mit dessen Hilfe sich zentimeterge-
naue zwei- oder dreidimensionale Umgebungsmodelle (sog. Punktwolken) erstellen
lassen, Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fah-
ren, 2020, Kap. 1.1 Rn. 26.

138 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1846 £.); Luettel/Himmelsbach/Wuensche (2012) 100 Proceedings of the IEEE 1831,
1833.

139 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 26.

140 Luettel/Himmelsbach/Wuensche (2012) 100 Proceedings of the IEEE 1831, 1833f;
Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 26.

141 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1147).
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schauend Wartungen durchzufiihren oder anzufordern.'? Die bereits heute
nach § la sowie § 1d StVG zugelassenen automatisierten Fahrzeuge miissen
in der Lage sein, ihre eigenen Systemgrenzen zu erkennen und bei deren
Erreichen entweder die Fahraufgabe an den Fahrzeugfiihrer zuriickzugeben
(§1a Abs.2 Nr.4 und 5 StVG) oder sich selbst in einen risikominimalen
Zustand zu versetzen (§ 1d Abs. 4 sowie § le Abs. 2 Nr. 3 StVG).

Die sensorisch erfassten Daten werden vom Steuerungssystem fusioniert
ausgewertet und interpretiert.'*? Je mehr Daten von unterschiedlichen Sen-
soren zur Verfligung stehen und je ausgereifter der Algorithmus ist, der
diese Daten interpretiert, desto besser konnen Defizite einzelner sensori-
scher Informationen kompensiert werden."** Es reicht also nicht aus, die
Umwelt zu vermessen, vielmehr muss das Steuerungssystem auch tiber eine
Art Wissen iiber die Bedeutung der erfassten Objekte verfiigen. Schliefllich
ist es flir die Situationsbewertung bzw. -pradiktion relevant, ob es sich
bei einem erkannten Hindernis um einen Poller, einen Fufgénger, einen
Fahrradfahrer oder einen Motorradfahrer handelt. Denn je nach Objekt-
Klassifizierung dndern sich auch die Entscheidungsparameter. So ist bei
einem Fuflginger eine andere Bewegungsdynamik und ein anderer Bewe-
gungsradius zu erwarten als bei einem Motorradfahrer.*>

Wie ein selbstfahrendes Fahrzeug die eigene Umgebung wahrnehmen
kann, hangt nicht nur von der Qualitit und Quantitit der verfiigbaren Sen-
sorik ab, sondern vor allem von der Fihigkeit der Steuerungssoftware, die
gewonnenen Daten semantisch zu verkniipfen. Messfehler kénnen zu Un-
sicherheiten {iber Gréfle, Position und Geschwindigkeit des erfassten Ob-
jekts fiihren (Zustandsunsicherheiten). Signalverarbeitungsfehler kénnen
zu Unsicherheiten iiber die Existenz eines Objekts fiihren (Existenzunsi-
cherheiten) und unzureichende Messdaten konnen Unsicherheiten tiber die
semantische Zuordnung eines Objekts verursachen (Klassenunsicherhei-
ten).1¢ Entscheidend ist daher, wie effektiv ein Steuerungssystem trotz die-
ser Unsicherheiten in der Lage ist, die Umgebung zuverldssig zu erkennen.

142 Unterrichtung der Enquete-Kommission Kiinstliche Intelligenz - Gesellschaftli-
che Verantwortung und wirtschaftliche, soziale und &kologische Potenziale v.
28.10.2020, BT-Drs. 19/23700, S.395; Raith, in: Rofinagel/Hornung, Grundrechts-
schutz im Smart Car, 2019, S. 89 (102).

143 Dietmayer, in: Maurer u. a., Autonomes Fahren, 2015, S. 419 (422).

144 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 28.

145 Dietmayer, in: Maurer u. a., Autonomes Fahren, 2015, S. 419 (423).

146 Ebenda, S. 425f.
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Zur Uberwindung von Zustandsunsicherheiten werden z.B. sogenannte
probabilistische Verfahren eingesetzt, d.h. mit Hilfe stochastischer Metho-
den und wiederholter Messungen werden Wahrscheinlichkeiten ermittelt,
mit denen sichergestellt werden kann, dass sich eine Interpretation der
Umgebung als richtig erweist.'” Heuristische Verfahren, bei denen Sensor-
daten einen bestimmten Schwellenwert {iberschreiten miissen, helfen neben
Wahrscheinlichkeitsfunktionen, Existenzunsicherheiten zu begegnen. Ein
Objekt gilt hiernach erst dann als existent, wenn die Sensordaten ein
gewisses Qualititsniveau erreicht haben.*® Zur Uberwindung von Klassen-
unsicherheiten sind bildbasierte Verfahren erforderlich. So koénnen z.B.
algorithmische Vorgaben gemacht werden, mit deren Hilfe ein Objekt der
einen oder anderen Klasse zugeordnet werden kann.1

Aufgrund der Vielzahl moglicher Objekte im Straflenverkehr kann
ein vollstindig autonomes Fahrzeug nur mit KI-basierten Verfahren trai-
niert werden. Hierzu konnen Verfahren des maschinellen Lernens einge-
setzt werden. Hierfiir kdnnen Maschine-Learning-Verfahren verwendet
werden.>® Hierfiir stehen die bereits beschriebenen KI-Methoden™ zur
Verfiigung.'>?

2. Nutzung von Kartendaten und Lokalisierung

Der Lokalisierung und der Nutzung von Kartendaten kommt eine signi-
fikante Rolle zu. So ist die Lokalisierung zum einen fiir die Navigation
des Fahrzeugs unerlésslich, zum anderen ist sie fiir die Unterstiitzung der
Umgebungswahrnehmung entscheidend.

Zwar sind Kartendaten isoliert betrachtet fiir die Umfeldwahrnehmung
ungeeignet, da sie nicht in Echtzeit erstellt werden und z.B. Baumafinah-
men, Straflensperrungen etc. nur zeitverzogert berticksichtigt werden kon-

147 Ebenda, S. 426 ff.

148 Ebenda, S. 429 ff.

149 Ebenda, S. 431.

150 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (472); Fan
u. a., Key Ingredients of Self-Driving Cars, 2019, S.1ff.; Chiaroni u. a., IEEE Signal
Processing Magazine — Special Issue on Autonomous Driving 2020, S. 1ff.

151 Vgl. 2. Teil: B. IL.

152 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (469 f.); Chia-
roni u. a., IEEE Signal Processing Magazine - Special Issue on Autonomous Driving
2020, S. 11t.
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nen. Sie kdnnen jedoch unterstiitzend eingesetzt werden, um das stationére
Umfeld zu bewerten oder Schwichen der Sensorik und der Lokalisierung
auszugleichen.!>® Da mithilfe von GPS beispielsweise nur eine metergenaue
Lokalisierung moglich ist, konnen Kartendaten dazu beitragen, die Position
genauer zu bestimmen, indem bspw. Fahrbahnmarkierungen hinterlegt
werden und so spurgenaues Fahren ermdglicht wird.® Dabei wird das
Kartenmaterial mit dem von der Kamera erfassten Bild abgeglichen und
daraus die genaue Position des Fahrzeugs ermittelt.>> Auch die Position
von Verkehrszeichen kann iiber Kartendaten abgerufen werden, um so
Defizite bei der sensorischen Verkehrszeichenerkennung auszugleichen.!>

3. Kommunikation und Kooperation

Ein selbstfahrendes Fahrzeug kann in der Lage sein, mit anderen Verkehrs-
teilnehmern (Car2Car, Car to Car oder C2C) oder mit der Verkehrsinfra-
struktur (Car2l, Car to Infrastructure, C2I) zu kommunizieren und zu
kooperieren (Oberbegriff: Car2X, Car to X, C2X). Als Basistechnologie ste-
hen z.B. C-ITS (Cooperative Intelligent Transportation Systems) zur Verfi-
gung, die auf dem WLAN-Standard basieren. C-ITS Subsysteme kénnen in
Fahrzeugen bspw. mit Zugriff auf die Fahrzeugsensorik oder infrastruktur-
seitig an Verkehrszeichenbriicken, Lichtsignalanlagen oder Verkehrszentra-
len vorhanden sein. Ebenso kommen auch Smartphones als Kommunikati-
onssysteme in Betracht.!” Mit Hilfe von Car2X-Kommunikation kénnen
selbstfahrende Fahrzeuge bspw. an einer Kreuzung ermitteln, wer als erstes
einfahrt'>® oder eine Einfddelungssituation auf einer Autobahnauffahrt 16-
sen.’ Dariiber hinaus unterstiitzt die Car2Car-Kommunikation die Wahr-
nehmung erheblich, da bspw. Kursraten zwischen den Fahrzeugen ausge-

153 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1148).

154 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 30.

155 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1153).

156 Ebenda, S.1148.

157 Fuchs u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S. 525 (527f.).

158 Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme,
2016, S.109 ff.

159 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1151).
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tauscht werden kénnen und so ansonsten unberechenbares Fahrverhalten
fir andere Fahrzeuge vorhersehbar wird.!® Car2X-Kommunikation soll
auch einen Straflenverkehr ermdglichen, in dem der Verkehrsfluss optimal
gesteuert wird, indem alle relevanten Informationen ausgetauscht und zur
Kooperation genutzt werden.!®!

Schlieflich muss ein selbstfahrendes Fahrzeug die Kommunikation mit
dem jeweiligen Nutzer ermdglichen. Hierfiir sind Human-Machine Inter-
faces (HMIs) erforderlich, die als Informationsschnittstelle zwischen Nut-
zer und Fahrzeug dienen.!®>? Wihrend der Fahrer beim hoch- bzw. vollauto-
matisierten Fahren in einem stdndigen Dialog mit der Steuerungssoftware
steht, da diese ihn jederzeit dazu auffordern kann, die Steuerung an den
Menschen zu tibergeben,!®® beschrinkt sich die notwendige Kommunika-
tion in Fahrzeugen mit autonomen Fahrfunktionen und autonomen Fahr-
zeugen auf die Eingabe des Fahrtziels und ggf. dessen Anderung wihrend
der Fahrt oder den Abbruch der Fahrt. Aulerdem muss ein Fahrzeug
iber eine eCall-Schnittstelle!®* verfiigen und ggf. iiber Systemfehler infor-
mieren, wenn diese Auswirkungen auf die Fahrt haben. Insofern ist davon
auszugehen, dass vor allem Schnittstellen fiir die Unterhaltungselektronik
zunehmen werden, wihrend ansonsten die Prozesse des Steuerungssystems
fiir den Fahrgast im Verborgenen bleiben.!%

Neben der Kommunikation mit anderen Systemen und den Nutzern
spielt auch die Kommunikation mit anderen Verkehrsteilnehmern eine
Rolle. Im konventionellen Straflenverkehr treten immer wieder Situationen
auf, die nur dadurch gelst werden konnen, dass ein Verkehrsteilnehmer
zugunsten eines anderen Verkehrsteilnehmers auf ein Recht verzichtet, um
z.B. den Verkehrsfluss zu beschleunigen. So kann es sinnvoll sein, einem
anderen Fahrzeug entgegen dem eigenen Vorfahrtsrecht die Einfahrt auf
eine Vorfahrtsstrafle zu gewdhren, wenn sich abzeichnet, dass der Verkehr

160 Dietmayer, in: Maurer u. a., Autonomes Fahren, 2015, S. 419 (422).

161 Fuchs u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S. 525 (539).

162 Flad u. a., in: Meixner, Smart Automotive Mobility, 2020, S. 1 (22 ff.).

163 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 31

164 Vorgeschrieben nach Verordnung (EU) 2015/758 des Europdischen Parlaments und
des Rates iiber Anforderungen fiir die Typgenehmigung zur Einfithrung des auf
dem 112-Notruf basierenden bordeigenen eCall-Systems in Fahrzeugen und zur
Anderung der Richtlinie 2007/46/EG (eCall-VO), ABL. 2015, Nr. L 123/77, S. 77.

165 Pander, CES 2021: Neue Technik fiirs Auto - bitte ablenken lassen!, SPIEGEL
(online) v. 11.1.2021, https://www.spiegel.de/auto/ces-2021-neue-technik-fuers-auto
-bitte-ablenken-lassen-a-fda7fffl-0951-4705-b6af-dd226d447d23.
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kurz hinter der Einmiindung ohnehin zum Stehen kommt. Dies kann z.B.
durch Betitigen der sogenannten Lichthupe, also dem kurzen Aufblenden
des Fernlichts, signalisiert werden. Ebenso ist es iiblich, Fufigingern durch
ein einfaches Handzeichen zu signalisieren, dass sie die Strafle gefahrlos
tiberqueren konnen.!®¢ Insofern gibt es Ansitze, auch selbstfahrenden Fahr-
zeugen solche informellen Kommunikationskanile zu ermdglichen. Uber
solche external human-machine interfaces (eHMIs) soll die Kommunika-
tion mit menschlichen Verkehrsteilnehmern ermdglicht werden.!®” Die
Bandbreite der getesteten Kommunikationskonzepte ist grofy. So gibt es
anthropomorphe Ansitze, bei denen die Fahrzeugfront menschliche ,Ge-
sichtsziige” erhdlt und mimisch mit anderen Verkehrsteilnehmern in Kon-
takt treten kann.'®® Andere Konzepte versuchen beispielsweise, mit Hilfe
eines Lasers eine Art Zebrastreifen auf die Straf3e zu projizieren, um Fuf3-
gingern das gefahrlose Uberqueren der Strafle zu signalisieren.'® Wieder
andere Hersteller verwenden Displays, auf denen Symbole oder explizite
Texte wie ,Please Cross“ oder ,Driving“ erscheinen.”® Auch akustische
Signale oder eine direkte Kommunikation iiber das Smartphone des adres-
sierten Verkehrsteilnehmers werden erprobt.!”!

4. Missionsumsetzung
Die Missionsumsetzung umfasst die Planung, Durchfithrung und Stabili-

sierung der Fahraufgabe.”? Auf der Planungsebene erhilt das Fahrzeug
vom Benutzer den jeweiligen Auftrag, wie etwa das Fahrtziel, woraus

166 Ausfiihrlich zur Kommunikation menschlicher Verkehrsteilnehmer und kulturellen
Unterschieden: Firber, in: Maurer u. a., Autonomes Fahren, 2015, S. 127 (129-142).

167 Dey u. a., Transportation Research Interdisciplinary Perspective 2020, S. 1{f.

168 Semcon Smiling Car, https://semcon.com/smilingcar/; Firber, in: Maurer u. a.,
Autonomes Fahren, 2015, S.127 (143 f.).

169 Jaguar and Rover lights up the road ahead for self-driving vehicles of the future,
https://www.jaguarlandrover.com/news/2019/01/jaguar-land-rover-lights-road-ahe
ad-self-driving-vehicles-future.

170 MacDonald, The self-driving car you can’t miss: Drive.ai launches orange cars with
screens to warn pedestrians in Texas trial, MailOnline v. 30.7.2018, https://www.da
ilymail.co.uk/sciencetech/article-6008793/The-self-driving-car-screens-warn-pe
destrians-Drive-ai-launches-standout-cars-Texas.html; Dey u. a., Transportation
Research Interdisciplinary Perspective 2020, S.1 (6).

171 Dey u. a., Transportation Research Interdisciplinary Perspective 2020, S.1 (6).

172 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S.1139
(1153 1.).
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B. Technische Voraussetzungen fiir das autonome Fahren

die Software die entsprechende Fahrtroute unter Beriicksichtigung von
Baustellen, erhdhtem Verkehrsaufkommen oder dhnlichem berechnet.'”?
Fithrungsaufgaben betreffen taktische Entscheidungen. Hier bestimmt die
Software, welche Fahrmanover im Einzelnen notwendig sind, um das
Missionsziel zu erreichen, z.B. ein Uberholvorgang, ein Spurwechsel oder
auch kooperative Mandver wie das Zulassen des Einscherens eines anderen
Fahrzeugs oder das Einfahren in eine Kreuzung ohne Vorfahrtsregelung.!”*
Auf der Ebene der Stabilisierung wird die Trajektorie ermittelt, d.h. die Vor-
aussage der eigenen Position aufgrund der Geschwindigkeit, der Lenkung,
aber auch der anderen Verkehrsteilnehmer (Bahnplanung). Dabei ist es
erforderlich, dass das Steuerungssystem nicht nur die eigenen Bewegungs-
daten berticksichtigt, sondern auch das Verhalten der anderen Verkehrsteil-
nehmer antizipiert."”> Da nie vollig ausgeschlossen werden kann, dass sich
ein Verkehrsteilnehmer irrational verhalt und bspw. ohne Grund auf die
Gegenfahrbahn fahrt, muss hier mit stochastischen Methoden vorhergesagt
werden, ob ein Fahrmanover sicher erscheint.’¢ Diese Modellannahmen
missen dann regelmiflig durch die Wahrnehmung der Umgebung bestatigt
oder angepasst werden.'”” Da die Anzahl der mdglichen und nicht vorher-
sehbaren Ereignisse innerhalb von kiirzester Zeit exponentiell ansteigt, ist
eine verldssliche Trajektorienplanung nach heutigem Stand der Technik
nicht fiir einen ldngeren Zeitraum als wenige Sekunden moglich.””® Fiir
die zuverldssige Planung lingerer Zeitrdume sind daher optimierte stochas-
tische Verfahren erforderlich.

5. Funktionale Sicherheit

Letztendlich muss ein selbstfahrendes Fahrzeug das erforderliche Maf3 an
funktionaler Sicherheit und Zuverlassigkeit aufweisen. Es muss also sicher-

173 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 32.

174 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S. 1139
(1154 f).

175 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S. 1139
(1156).

176 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (481f.); vgl.
auch Sadigh u. a. (2018) 42 Autonomous Robots 1405, 1405 ff.

177 Dietmayer, in: Maurer u. a., Autonomes Fahren, 2015, S. 419 (421).

178 Nach Dietmayer ca. drei Sekunden, Dietmayer, in: Maurer u. a., Autonomes Fahren,
2015, S. 419 (434f).
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2. Teil: Selbstfahrende Fahrzeuge

gestellt werden, dass der Einsatz selbstfahrender Fahrzeuge mit moglichst
geringen Risiken verbunden ist. Da eine hundertprozentige Sicherheit eines
technischen Systems nie gewdhrleistet werden kann, kommt es darauf an,
ein angemessenes Niveau festzulegen, unter dem ein Fahrzeug und sein
Betrieb als sicher angesehen werden kénnen.!””

Im Allgemeinen bedeutet die Einhaltung der funktionalen Sicherheit,
dass das Fahrzeug in der Lage ist, die tiblichen Fahraufgaben fehlerfrei
zu bewiltigen, aber auch in unvorhersehbaren Situationen angemessen
zu reagieren. Dariiber hinaus muss das Fahrzeug auch bei schlechten Wit-
terungsbedingungen fehlerfrei funktionieren oder Fehlverhalten anderer
Verkehrsteilnehmer antizipieren.'®0 Insbesondere im Mischbetrieb ist zu er-
warten, dass sich selbstfahrende Fahrzeuge defensiv verhalten miissen, um
Personenschaden zu vermeiden. Gleichzeitig kann eine zu defensive Fahr-
weise jedoch den Verkehrsfluss storen, so dass hier ein Mittelweg gefunden
werden muss.!®! Wenn das Steuerungssystem an seine Grenzen sto{3t, muss
es in der Lage sein, die Fahraufgabe an den menschlichen Fahrer zu iiberge-
ben oder sich in einen risikominimalen Zustand zu versetzen, ohne den
ibrigen Verkehr zu gefdhrden.!8? Ferner muss es auf veranderte Situationen
so reagieren, dass bestehende Risiken reduziert werden, etwa durch Redu-
zierung der Geschwindigkeit oder Erhohung der Sicherheitsabstinde.!®?
Zur Einhaltung der funktionalen Sicherheit gehort auch die Einhaltung der
Vorschriften der Straflenverkehrsordnung. Explizit miissen automatisierte
Fahrzeuge den an die Fahrzeugfiihrung gerichteten Verkehrsvorschriften
entsprechen (§1a Abs.2 S.1 Nr.2 und §le Abs.2 Nr.2 StVG). Der Schutz
der Insassen und anderer Verkehrsteilnehmer muss dabei oberste Prioritat
haben.!84

179 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 33 ff.; Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenz-
systeme, 2015, S. 1139 (1156 f.).

180 Matthaei u. a., in: Winner u. a., Handbuch Fahrerassistenzsysteme, 2015, S. 1139
(1157).

181 Gasser, in: Maurer u. a., Autonomes Fahren, 2015, S. 543 (561).

182 Reschka, in: Maurer u. a., Autonomes Fahren, 2015, S. 490 (503 f.).

183 Ebenda, S. 505.

184 Aus diesem Grund hat auch die Ethik-Kommission 20 Grundregeln fiir automati-
siertes und vernetztes Fahren aufgestellt. In Nr.2 heifst es ,Der Schutz von Men-
schen hat Vorrang vor allen anderen Niitzlichkeitserwagungen. Ziel ist die Verrin-
gerung von Schiden bis hin zur vollstindigen Vermeidung., Bundesministerium
fiir Verkehr und digitale Infrastruktur Deutschland, Bericht der Ethik-Kommission:
Automatisiertes und vernetztes Fahren, 2017, S. 10.
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C. Selbstfahrende Fahrzeuge im Straflenverkehrsgesetz

Daneben gibt es jedoch auch zahlreiche Graubereiche, in denen unklar
ist, welches Niveau ein selbstfahrendes Fahrzeug erreichen muss. Wie soll
die Steuerungssoftware z.B. in sogenannten Dilemma-Situationen entschei-
den? Unter welchen Umstanden darf oder muss die StVO missachtet wer-
den, um tibergeordnete Ziele zu erreichen? Wie lang darf die Reaktionszeit
eines selbstfahrenden Fahrzeugs auf eine sich abzeichnende Gefahr sein?

Die Frage, wann im Einzelnen ein angemessenes Sicherheitsniveau er-
reicht ist, soll hier nicht beantwortet werden. Auf diese haftungsrechtliche
Dimension der funktionalen Sicherheit wird im Rahmen dieser Arbeit
noch niher eingegangen.!8

C. Selbstfahrende Fahrzeuge im StrafSenverkehrsgesetz

Rechtlich zuldssig ist der automatisierte Straflenverkehr erst seit dem
Jahr 2017, nachdem der deutsche Gesetzgeber Fahrzeuge mit hoch- und
vollautomatisierten Fahrfunktionen fiir zuldssig erkldrte.!8¢ Im Jahr 2021
folgte das ,Gesetz zum autonomen Fahren“'®” und im Jahr 2022 die dazu-
gehorige Verordnung,'®® welche die Zulassung von Fahrzeugen mit autono-
men Fahrfunktionen regelt. Vollstindig autonome Fahrzeuge sind hingegen
noch nicht gesetzlich zugelassen.!®® Im Folgenden soll ein Uberblick iiber
diejenigen Regelungen gegeben werden, die fiir die hier diskutierten Haf-
tungsfragen relevant sind.

185 Vgl. 3. Teil: D. V. 4. b.

186 Achtes Gesetz zur Anderung des Straflenverkehrsgesetzes vom 16.6.2017, BGBL I,
S.1648.

187 Gesetz zur Anderung des Strafienverkehrsgesetzes und des Pflichtversicherungsge-
setzes — Gesetz zum autonomen Fahren v. 12.7.2021, BGBI. I, S. 3108.

188 Verordnung zur Regelung des Betriebs von Kraftfahrzeugen mit automatisierter und
autonomer Fahrfunktion und zur Anderung straflenverkehrsrechtlicher Vorschrif-
ten, v. 24.6.2022, BGBI L, S. 986.

189 Dies ist jedoch erklértes Ziel der Bundesregierung, Gemeinsame Pressemitteilung
der Bundesregierung vom 28.6.2019,, https://www.bmwk.de/Redaktion/DE/Presse
mitteilungen/2019/20190628-bundesregierung-bringt-mobilitaet-der-zukunft-voran.
html.
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2. Teil: Selbstfahrende Fahrzeuge

I. Achtes Gesetz zur Anderung des Straflenverkehrsgesetzes

Mit dem achten Gesetz zur Anderung des Straflenverkehrsgesetzes vom
16.6.2017, welches am 21.6.2017 in Kraft trat, wurde erstmals der Betrieb
von Fahrzeugen der SAE-Stufe 3 zugelassen. In § la StVG wird der Betrieb
von ,Fahrzeugen mit hoch- und vollautomatisierten Fahrfunktionen® fiir
zuldssig erklart. Gemaf3 § la Abs. 1 StVG ist der Betrieb eines Kraftfahrzeugs
mittels hoch- oder vollautomatisierter Fahrfunktion zuldssig, wenn die
Funktion bestimmungsgemafd verwendet wird. Zudem bestimmt § 1a Abs. 2
StVG, welche technischen Anforderungen erfiillt sein miissen, damit ein
Fahrzeug als ,hoch- oder vollautomatisiert in diesem Sinne angesehen
werden kann. Mit der Klarstellung in § la Abs.4 StVG macht der Gesetz-
geber deutlich, dass in derartigen Fahrzeugen stets ein Fahrzeugfiihrer
als Riickfallebene zur Verfiigung stehen muss und dementsprechend auch
wihrend der gesamten Fahrt als Fahrzeugfiithrer anzusehen ist.'? Dariiber
hinaus wird das Erfordernis einer Typengenehmigung oder Einzelgeneh-
migung sowie einer Betriebserlaubnis fiir automatisierte Fahrzeuge gemafd
§ 1a Abs. 3 StVG geregelt.!

1. Bestimmungsgemafle Verwendung, Systembeschreibung

Der Betrieb automatisierter Fahrzeuge nach § la StVG ist nur zuldssig, so-
fern die jeweilige Fahrfunktion bestimmungsgemaf’ verwendet wird. Her-
vorzuheben ist, dass der Begriff ,bestimmungsgemaf3“ nicht weiter vom
Gesetzgeber definiert wird, sondern vom Hersteller festzulegen ist."”? In-
sofern verfolgt der Gesetzgeber einen technologieoffenen und innovations-
freundlichen Ansatz, indem er es den Herstellern uberlasst, in welchem
Umfang hoch- und vollautomatisierte Fahrfunktionen genutzt werden kén-
nen. Im Rahmen der nach § la Abs. 2 S. 2 StVG vorgeschriebenen Systembe-
schreibung legen sie dar, in welchen Betriebsbereichen ein Fahrzeug mittels
hoch- oder vollautomatisierter Fahrfunktionen genutzt werden kann. In-

190 Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 72 ff.

191 HefS, in: Burmann/Hefl/Hithnermann/Jahnke, Straflenverkehrsrecht, §la StVG
Rn. 13; Konig, in: Hentschel/Kénig/Dauer, Straflenverkehrsrecht, § la StVG Rn. 13.

192 Auf die damit einhergehenden rechtsdogmatischen Probleme weist auch Steege hin,
vgl. Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 711f.
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sofern kommt der herstellerseitigen Systembeschreibung auch eine Bedeu-
tung im Rahmen der Herstellerhaftung zu.%?

2. Anforderungen an die technische Ausriistung

Dennoch werden in § 1a Abs. 2 StVG einige technische Grundvoraussetzun-
gen fiir den Betrieb von Fahrzeugen mit hoch- und vollautomatisierten
Fahrfunktionen festgelegt. So muss das Fahrzeug iber eine technische Aus-
rlistung verfiigen, die zur Bewiltigung der Fahraufgabe - einschlief3lich
Langs- und Querfithrung - das jeweilige Kraftfahrzeug nach Aktivierung
steuern kann (Fahrzeugsteuerung, § la Abs. 2 S.2 Nr.1 StVG). Zudem muss
das Fahrzeug wihrend der hoch- oder vollautomatisierten Fahrzeugsteue-
rung in der Lage sein, den an die Fahrzeugfithrung gerichteten Verkehrs-
vorschriften zu entsprechen (§ la Abs. 2 S.2 Nr. 2 StVG).”* Nach § la Abs. 2
Nr. 3 StVG muss der Fahrzeugfiihrer das System jederzeit {ibersteuern oder
deaktivieren konnen. Wihrend §1a Abs.2 Nr.4 und 5 StVG festlegt, dass
ein derartiges Fahrzeug einerseits erkennen muss, wann die eigenen Sys-
temgrenzen erreicht sind, und andererseits iiber eine Ausstattung verfiigen
muss, die es dem Fahrzeugfithrer erméglicht, das Erfordernis der eigenhén-
digen Fahrzeugsteuerung mit ausreichender Zeitreserve vor der Abgabe der
Fahrzeugsteuerung an den Fahrzeugfiihrer optisch, akustisch, taktil oder
sonst wahrnehmbar anzuzeigen. Wie lang der Zeitraum der ausreichenden
Zeitreserve herstellerseitig gestaltet sein muss, ergibt sich hingegen nicht
aus dem Gesetz, so dass sich auch hieraus haftungsrechtliche Implikatio-
nen sowohl fiir die Fahrzeugfiihrerhaftung als auch die Herstellerhaftung
ergeben konnen.”> Ebenso wird dem Hersteller vorgeschrieben, auf eine
der Systembeschreibung zuwiderlaufende Verwendung hinzuweisen (§ la
Abs.2 S.1 Nr. 6 StVG). Derartige Instruktionspflichten kénnen auch im
Rahmen der Herstellerhaftung fiir die Beurteilung eines Produktfehlers
relevant sein.1%

193 Vgl. 3. Teil: D. V. 4. a. (aa) (4).

194 Wann ein Fahrzeug diesen Anforderungen entspricht, wird im Rahmen des haf-
tungsrechtlichen Teils erortert.

195 Hinsichtlich der Herstellerhaftung: 3. Teil: D. V. 4. a. (aa) (3).

196 3.Teil: D.V. 4. a. (aa) (5).
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2. Teil: Selbstfahrende Fahrzeuge
II. Gesetz zum autonomen Fahren

Das Gesetz zum autonomen Fahren vom 12.7.2021, das am 28.7.21 in Kraft
trat, ist das ndchste Puzzlestiick fiir einen automatisierten bzw. autonomen
Straflenverkehr. Die Einfithrung von Fahrzeugen mit autonomen Fahrfunk-
tionen ermdoglicht es, dass Fahrzeuge in festgelegten Betriebsbereichen auch
fahrerlos am Straflenverkehr teilnehmen diirfen. Voraussetzung hierfiir ist
jedoch, dass der Halter eine natiirliche Person als Technische Aufsicht be-
stimmt, die bei Bedarf Fahrmanover freigibt oder das Fahrzeug im Notfall
komplett deaktiviert.

1. Kraftfahrzeuge mit autonomen Fahrfunktionen

Der Gesetzgeber definiert in §1d Abs.1 StVG Kraftfahrzeuge mit autono-
men Fahrfunktionen als Fahrzeuge, welche die Fahraufgabe ohne eine fahr-
zeugfiihrende Person selbststindig in einem festgelegten Betriebsbereich
erfiilllen kann. Ferner muss es iiber eine technische Ausriistung verfiigen,
die wiederum in §le Abs.2 StVG definiert ist. Es folgt ein umfangreicher
Katalog von technischen Anforderungen, die erfiillt sein miissen, damit
der Betrieb eines derartigen Fahrzeugs zuldssig ist. Erforderlich ist insbe-
sondere, dass innerhalb des festgelegten Betriebsbereichs die Fahraufgabe
selbststindig bewiltigt werden kann, dass das Fahrzeug den an die Fahr-
zeugfithrung gerichteten Verkehrsvorschriften!” zu entsprechen hat, dass
es iiber ein System zur Unfallvermeidung'® verfiigt und dass es sich bei Er-
reichen der Systemgrenzen selbststindig in einen risikominimalen Zustand
versetzen kann (§1le Abs.2 Nr.1 bis 7 StVG).1*® Zudem muss das Steue-
rungssystem in der Lage sein, kritische Situationen nicht nur zu erkennen,
sondern diese auch der Technischen Aufsicht anzuzeigen und mégliche
Fahrmanéver zur Fortsetzung der Fahrt vorzuschlagen (§1le Abs.2 Nr. 4
und 6 StVG). Schliellich miissen derartige Fahrzeuge jederzeit durch die
Technische Aufsicht oder die Fahrzeuginsassen deaktivierbar sein und tiber
eine stabile und vor unautorisierten Eingriffen geschiitzte Funkverbindun-
gen, insbesondere zur Technischen Aufsicht, verfiigen (§1le Abs.2 Nr.8

197 3.Teil: D. V. 4. a. (aa) (1).

198 Wie dieses im Rahmen von Dilemma-Situationen reagieren muss, vgl. 3. Teil: D. V.
4.c

199 3. Teil: D. V. 4. a. (bb) (1).

70

- am 27.01.2026, 08:37:33.


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

C. Selbstfahrende Fahrzeuge im Straflenverkehrsgesetz

und 10 StVG). Bei sonstigen Beeintrachtigungen, die dazu fiihren, dass die
Fahraufgabe nicht selbststindig bewiltigt werden kann, geniigt es, wenn
die Technische Aufsicht alternative Fahrmandver vorgibt. Zusitzlich muss
die technische Ausriistung in der Lage sein, diese alternativen Fahrmandver
selbststandig auszufithren und die Technische Aufsicht rechtzeitig zu infor-
mieren, damit diese ein Fahrmano6ver vorgeben kann. (§ le Abs.3 StVG).
Weitere Voraussetzungen fiir die technische Ausriistung finden sich auch in
§ 14 AFGBV.200

Alle diese gesetzlichen Anforderungen konnen insofern Einfluss auf die
Herstellerhaftung haben, da sie einen technischen Mindeststandard definie-
ren, der im Rahmen der Beurteilung eines Produktfehlers herangezogen
werden kann.

2.Festgelegter Betriebsbereich

Der festgelegte Betriebsbereich bestimmt sich nach §1d Abs.2 StVG. Es
handelt sich um den 6rtlich und raumlich bestimmten &ffentlichen Stra-
fenraum, in dem ein Kraftfahrzeug mit autonomer Fahrfunktion bei
Vorliegen der Voraussetzungen gemif3 §le Abs.1 StVG betrieben werden
darf. Der Gesetzgeber geht insoweit von einem ,abstrakten Begriff “ aus.?!
Aus der Gesetzesbegriindung ergibt sich ferner, dass die Festlegung des
Betriebsbereichs zunéchst durch den Halter bestimmt und durch die nach
Landesrecht zustindige Stelle genehmigt wird:?92 Auch die Nutzung in
mehreren Betriebsbereichen ist denkbar.?* Die Festlegung des Betriebsbe-
reichs hat auch haftungsrechtliche Implikationen, da damit festgelegt wird,
was von einem derartigen Fahrzeug zu erwarten ist. Sowohl das Fehlverhal-
ten innerhalb des festgelegten Betriebsbereichs als auch das Uberschreiten
des Betriebsbereichs kann daher haftungsrechtlich relevant sein.

200 Verordnung zur Regelung des Betriebs von Kraftfahrzeugen mit automatisierter und
autonomer Fahrfunktion und zur Anderung straflenverkehrsrechtlicher Vorschrif-
ten, v. 24.6.2022, BGBI L, S. 986; eingehend Steege, SVR 2022, S.161ff.; Haupt, NZV
2022, S.166 ff.

201 Gesetzesentwurf der Bundesregierung, Entwurf eines Gesetzes zur Anderung des
Straflenverkehrsgesetzes und des Pflichtversicherungsgesetzes — Gesetz zum auto-
nomen Fahren v. 9.3.21, BT-Drs. 19/27439, S. 20.

202 Ebenda.

203 Ebenda.
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2. Teil: Selbstfahrende Fahrzeuge

3. Technische Aufsicht

Der Halter muss auflerdem sicherstellen, dass die Aufgaben der Techni-
schen Aufsicht erfillt werden (§ 1f Abs. 1 S. 2 Nr. 3 StVG), indem er eine na-
tirliche Person benennt, die berechtigt ist, den Betrieb zu deaktivieren oder
bestimmte Fahrmandver freizugeben (§1d Abs.3 StVG). Eine fehlerhafte
Kommunikation mit der Technischen Aufsicht kann haftungsrechtliche
Konsequenzen haben.?04

4. Sonstige Pflichten fiir Halter und Hersteller

In § If StVG werden weitere Pflichten der Beteiligten von Fahrzeugen mit
autonomen Fahrfunktionen geregelt. Danach ist der Halter verpflichtet, die
fiir die autonomen Fahrfunktionen erforderlichen Systeme regelmiflig zu
warten. Auch hat er sicherzustellen, dass auch die sonstigen, nicht an die
Fahrzeugsteuerung gerichteten Verkehrsvorschriften eingehalten werden.
Insofern definiert § 1f Abs.1 StVG eine Reihe von Halterpflichten, die sich
auch im Rahmen der Halterhaftung auswirken kdnnen.

Gemaf3 § 1f Abs. 3 StVG hat der Hersteller sicherzustellen und gegeniiber
dem Kraftfahrtbundesamt nachzuweisen, dass die elektronische und elek-
trische Architektur des Kraftfahrzeugs und die mit dem Kraftfahrzeug in
Verbindung stehende elektronische und elektrische Architektur vor Angrif-
fen gesichert ist (§ If Abs.3 Nr.1 StVG). Zudem miissen Manipulationen
am Kraftfahrzeug oder an dessen elektronischer oder elektrischer Architek-
tur oder an der mit dem Kraftfahrzeug in Verbindung stehenden elektro-
nischen oder elektrischen Architektur erkannt werden und unverziiglich,
insbesondere bei einem unerlaubten Zugrift auf die Funkverbindungen des
Kraftfahrzeugs, den zustindigen Behorden gemeldet werden (§1f Abs.3
Nr. 6 StVG). Ebenfalls ist vorgeschrieben, dass eine Risikobeurteilung fiir
jedes Fahrzeug vorzunehmen ist und anhand der Ergebnisse Gefahren
abgesichert werden miissen (§1f Abs.3 Nr.2 StVG). Es muss auflerdem
der Nachweis einer ausreichend sicheren Funkverbindung erbracht werden
(§ 1f Abs. 3 Nr. 3 StVG). Ebentfalls ist wie bei hoch- und vollautomatisierten
Fahrzeugen eine Systembeschreibung vorzunehmen und ein Betriebshand-
buch zu erstellen (§ If Abs.3 Nr.4 StVG). Es miissen herstellerseitig Schu-
lungen fiir die beteiligten Personen angeboten werden (§1f Abs.3 Nr.5

204 3.Teil: D. V. 4. a. (bb) (3).
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StVG). Aus diesen ausdriicklichen Herstellerpflichten ergeben sich ebenfalls
Folgen fiir die Herstellerhaftung.

I11. Mensch als Riickfallebene beim autonomen Fahren

Der Schwerpunkt dieser Arbeit liegt auf der Halter- und Herstellerhaftung
fir selbstfahrende Fahrzeuge. Die verschiedenen Automatisierungsstufen
sehen jedoch vor, dass der Mensch in bestimmten Konstellationen als
Riickfallebene fungiert, wenn das selbstfahrende Fahrzeug innerhalb der
jeweiligen automatisierten oder autonomen Fahrfunktionen an seine eige-
nen Systemgrenzen stofit. Auch hieraus konnen sich haftungsrechtliche
Probleme ergeben, die im Rahmen dieser Arbeit nicht im Detail analysiert,
aber kurz angerissen werden sollen.

1. Rolle des Fahrzeugfiihrers

Der Gesetzgeber hat klargestellt, dass bei Fahrzeugen mit hoch- und vollau-
tomatisierten Fahrfunktionen derjenige Fahrzeugfiihrer bleibt, der die ent-
sprechende Funktion aktiviert und zur Fahrzeugsteuerung verwendet, auch
wenn er das Fahrzeug im Rahmen der bestimmungsgeméfien Verwendung
dieser Funktion nicht selbst steuert (§ 1a Abs. 4 StVG). Insofern bleibt diese
Person wahrend der gesamten Fahrt Fahrzeugfithrer im haftungsrechtli-
chen Sinne. Dementsprechend treffen ihn auch die spezifischen Fahrzeug-
fihrerpflichten, die mit der Nutzung automatisierter Fahrfunktionen ein-
hergehen. So muss er jederzeit bereit sein, die Fahraufgabe unverziiglich
zu iibernehmen, sobald ihn das System dazu auffordert (§1b Abs.2 Nr.1
StVG) oder er erkennt bzw. aufgrund offensichtlicher Umstidnde erkennen
muss, dass die Voraussetzungen fiir eine bestimmungsgemifie Verwendung
der hoch- oder vollautomatisierten Fahrfunktionen nicht mehr gegeben
sind (§ 1b Abs. 2 Nr.2 StVG). Gleichzeitig darf er sich aber auch vom Ver-
kehrsgeschehen abwenden, solange das Fahrzeug ihn nicht dazu auffordert
oder die Verkehrssituation die Ubernahme von Fahraufgaben nicht erfor-
dert (§1b Abs.1 Hs.1 StVG). Dieses offensichtliche Spannungsverhiltnis
zwischen stindiger Wahrnehmungsbereitschaft einerseits und dem Recht,
sich vom Verkehrsgeschehen abzuwenden, andererseits betrifft jedoch in
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erster Linie die Haftung des Fahrzeugfiihrers nach §18 Abs.1 StVG.2% In
diesem Zusammenhang stellt sich die Frage, wann der Fahrzeugfiihrer die
Funktionen bestimmungsgemafd nutzt, ob er wahrnehmungsbereit ist, ob
er die Fahrzeugsteuerung unverziiglich {ibernimmt, wenn ihn das System
dazu auffordert, oder wann offensichtliche Umstinde fiir eine Ubernahme
vorliegen 206

Im Rahmen dieser Arbeit werden diese Aspekte jedoch aufler Acht
gelassen, da die Verantwortung fiir selbstfahrende Fahrzeuge betrachtet
werden soll. In dem Moment, in dem dem Fahrzeugfithrer die Notwendig-
keit der eigenhéndigen Fahrzeugsteuerung mit ausreichender Zeitreserve
optisch, akustisch, taktil oder sonst wahrnehmbar angezeigt wird (§1la
Abs. 2 Nr. 5 StVG) oder der Fahrzeugfiihrer aus anderen Griinden die Fahr-
zeugsteuerung iibernimmt, handelt es sich definitionsgemafS nicht mehr
um ein selbstfahrendes Fahrzeug. Die Verantwortung fiir die Bewiltigung
der Fahraufgabe liegt dann beim Fahrzeugfiihrer. Gibt es dagegen keinen
Grund fiir den Fahrzeugfiihrer, die Steuerung zu iibernehmen, handelt
das Fahrzeug eigenstindig. In diesem Fall kann von einem selbstfahrenden
Fahrzeug gesprochen werden. Zu den Anforderungen an ein selbstfahren-
des Fahrzeug gehort jedoch auch, dass die Ubernahmeaufforderung korrekt
i.5.d. §1a Abs.2 StVG ausgeldst wird. Insofern konnen Fehler in diesem
Bereich im Rahmen der Produkthaftung relevant werden.?0”

Bei Fahrzeugen mit autonomen Fahrfunktionen hat der Gesetzgeber auf
einen Fahrzeugfiihrer verzichtet. Dies ist nachvollziehbar, da bei derartigen
Fahrzeugen die Fahraufgabe vom System gem. § 1d Abs.1 Nr.1 StVG ,,0hne
eine fahrzeugfiithrende Person selbstindig” im festgelegten Betriebsbereich
erfiillt werden muss. Auch in § If StVG, der Vorschrift, welche die Pflichten
der Beteiligten beim Betrieb von Fahrzeugen mit autonomen Fahrfunktio-
nen regelt, wird der Fahrzeugfiihrer nicht erwihnt. Die Verantwortlichkeit
des Fahrzeugfiihrers entfillt somit bei der Nutzung autonomer Fahrfunk-
tionen.208

205 Im Schrifttum wird diese Formulierung deswegen auch kritisiert. Ausfiihrlich
Rosenberger, Die aufervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.234ff; vgl. auch Liidemann/Sutter/Vogelpohl, NZV 2018, S.411 (414 ff.); Balke,
SVR 2018, S. 5 (7).

206 Hierzu etwa eingehend Rosenberger, Die aufiervertragliche Haftung fiir automati-
sierte Fahrzeuge, 2022, S. 212 ff.; Buck-Heeb/Dieckmann, NZV 2019, S. 113 (115 ff.).

207 Vgl. 3. Teil: D. V. 4. a. (aa) (3).

208 Steege, PHi 2022, S.18 (23); Siemann, in: Chibanguza/Kuf3/Steege, Kunstliche Intel-
ligenz, 2022, § 3 H. Rn. 93 ff.
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2. Rolle der Technischen Aufsicht

Bei Fahrzeugen mit autonomen Fahrfunktionen tritt an die Stelle des Fahr-
zeugfiihrers als Riickfallebene die neu geschaffene Technische Aufsicht. Er-
reicht und erkennt das Fahrzeug seine Systemgrenzen wird nicht ein Fahr-
zeugfithrer zur Ubernahme aufgefordert, sondern das System versetzt sich
selbst in einen risikominimalen Zustand (§ 1d Abs. 4 StVG und § le Abs.2
Nr.3 und 7 StVG).2? Dennoch ist vorgesehen, dass eine natiirliche Person,
namlich die Technische Aufsicht, zur Verfiigung steht, um in solchen Fil-
len dennoch den Weiterbetrieb sicherzustellen (§1d Abs.3 StVG und §le
Abs. 2 Nr. 4 und 8, Abs. 3 StVG). Die Technische Aufsicht unterliegt der zi-
vilrechtlichen Haftung nach §§ 823 ff. BGB.?!? Ein Pflichtenkatalog ist etwa
nach §1f Abs.2 StVG geregelt.?!! Daneben bestehen allgemeine Verkehrs-
pflichten.?'? Allerdings handelt es sich auch in diesen Fillen nicht mehr
um besondere Probleme, die sich aus der Eigenschaft als selbstfahrendes
Fahrzeug ergeben. Bei Fehlern der Technischen Aufsicht stellen sich Fra-
gen der menschlichen Fahrlédssigkeit. Auch diese sollen hier nicht vertieft
behandelt werden, da sich hier nicht die konkreten technischen Risiken
des automatisierten und autonomen Fahrens realisieren. Gleichwohl erge-
ben sich haftungsrechtliche Implikationen aus den herstellerspezifischen
Anforderungen an eine fehlerfreie Kommunikation mit der Technischen
Aufsicht, auf die im weiteren Verlauf der Arbeit eingegangen wird.?!3

3. Menschliche Kontrolle bei autonomen Fahrzeugen

Autonome Fahrzeuge der Stufe 5 bendtigen weder einen Fahrer noch eine
Technische Aufsicht. Rein begrifflich kann es in einem vollautonomen
Fahrzeug keinen Fahrer geben. Auch konzeptionell sind autonome Fahr-
zeuge so ausgelegt, dass sie alle verkehrsspezifischen Aufgaben selbststiandig
erfiillen kénnen und sollen. In solchen Fahrzeugen miisste es nicht einmal

209 Vgl. 3. Teil: D. V. 4. a. (bb) (1).

210 Hilgendorf, JZ 2021, S.444 (452f.); Unterrichtung durch die Bundesregierung, v.
1.4.2021 BT-Drs. 19/28178, S. 24.

211 Hilgendorf, JZ.2021, S. 444 (451).

212 Vgl. etwa Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S. 305 (316).

213 Vgl. 3. Teil: D. V. 4. a. (bb) (3).
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die Méglichkeit einer menschlichen Ubersteuerung geben.?! Insofern fehlt
es bereits an einem Nutzer, dem die Verantwortung fiir die Fahrzeugsteue-
rung im Sinne eines Fahrzeugfiihrers iibertragen wird.?>

In der Entwurfsbegriindung zum Straflenverkehrsinderungsgesetz heifit
es dementsprechend, dass ,bei hoch- und vollautomatisierten Fahrfunk-
tionen - im Gegensatz zum autonomen Fahren - auf einen Fahrzeugfiih-
rer nicht ganz verzichtet werden kann“?'® Der Nutzer eines autonomen
Fahrzeugs ist also als blof8er Passagier anzusehen.?’” Den Verwender oder
Benutzer autonomer Fahrzeuge treffen also fiir den gewdhnlichen Betriebs-
vorgang auch keine fahrerbezogenen Sorgfaltspflichten.?!® Beim autonomen
Fahren kommt bei bestimmungsgemifler Nutzung also nur die Haftung
von Halter und Hersteller in Betracht.

D. Weitere rechtliche Rahmenbedingungen

Der Straflenverkehr ist in eine Vielzahl von Normen eingebettet. Damit
autonomes Fahren in Deutschland rechtlich moglich ist, bedarf es vor
allem Normen, welche die Zulédssigkeit und Zulassung von automatisierten
und autonomen Fahrzeugen regeln. Hinzu kommen Vorschriften, welche
sich an die einzelnen Verkehrsteilnehmer richten, das sogenannte Verhal-
tensrecht. Da das Zulassungsrecht regelt, welche Voraussetzungen ein Fahr-
zeug erfiillen muss, um iberhaupt fiir den Straflenverkehr zugelassen zu
werden, und das Verhaltensrecht bestimmt, in welchem Umfang und in
welcher Weise das Fahrzeug genutzt werden darf, ergeben sich hieraus

214 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 21.

215 Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme,
2016, S. 331.

216 Begriindung zum Gesetzesentwurf der Bundesregierung zur Anderung des Straflen-
verkehrsgesetzes v. 20.2.2017, BT-Drs. 18/11300, S. 21.

217 Buck-Heeb/Dieckmann, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 3.1 Rn. 25; Balke, SVR 2018, S. 5 (6); Schrader, NJW 2015, S. 3537 (3541).

218 Der Benutzer eines autonomen Fahrzeugs ist jedoch den allgemeinen straflen-ver-
kehrsrechtlichen Sorgfaltspflichten unterworfen, die sich aber nicht von denen eines
Mitfahrers in einem konventionellen Fahrzeug unterscheiden. So hat er bspw. die
Sorgfaltspflichten beim Ein- und Aussteigen i.S.d. § 14 Abs. 1 StVO zu beachten. Vgl.
z.B.: OLG Hamm, Urt. v. 8.9.1999 - 13 U 45/99 (NZV 2000, 201); vgl. auch Hinze,
Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S.61; Freise,
VersR 2019, S. 65 (77).
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D. Weitere rechtliche Rahmenbedingungen

zwangsldufig haftungsrechtliche Implikationen sowohl fiir die Halter- als
auch fiir die Herstellerhaftung. Zulassungsrecht und Verhaltensrecht haben
insoweit eine ,Scharnierfunktion®?”

Das deutsche Zulassungs- und Verhaltensrecht ist durch internationale
Abkommen geprigt. Zu nennen sind hier das das Wiener Ubereinkommen
von 1986 (WU),22° das die Vertragsstaaten verpflichtet, ihre Straflenver-
kehrsregeln nach den Mafigaben der WU zu orientieren, was wiederum die
Voraussetzung fiir die Zulassung zum internationalen Verkehr ist. Es wird
durch die Working Party on Road Traffic Safety (WP.1) bei der UNECE
verwaltet und tiberarbeitet.?2! Daneben existiert das Genfer ,,Abkommen
{iber den Straflenverkehr” vom 19.9.1948 (GA 1949), das parallel zum WU
gemeinsame Regelungen zu StrafSenverkehr und Strafienverkehrszeichen
beinhaltet. Beide Abkommen ermdglichen die Zulassung von Fahrzeugen
der Stufe 3 und 4, also automatisiertes Fahren. Fur autonomes Fahren
der Stufe 5 fehlen bislang einheitliche Zulassungskriterien, so dass hier
noch weiterer Verhandlungsbedarf zwischen den jeweiligen Vertragsstaaten
besteht.

Auf der Grundlage der internationalen Abkommen préazisiert der deut-
sche Gesetzgeber die Zulassungsregeln durch nationales Recht in StVG,
StVO sowie in diversen Verordnungen.??? Nach §1 Abs.1 StVG diirfen
Kraftfahrzeuge nur in Betrieb gesetzt werden, wenn die Zulassungsbehor-
de die Betriebserlaubnis erteilt hat. Erforderlich fiir die Zulassung ist
eine Betriebserlaubnis, Einzelgenehmigung oder EG-Typengenehmigung.
Die Verordnung iiber die Zulassung von Fahrzeugen zum Straflenverkehr
(FZV) und die Straflenverkehrs-Zulassungs-Ordnung (StVZO) konkreti-
sieren das Zulassungsrecht und regeln das Verfahren im Einzelnen.??* Der
Marktzugang durch EG-Typengenehmigungen bestimmt sich vornehmlich

219 Wolfers, RAW 2017, S. 2.f.

220 Ubereinkommen iiber den Straflenverkehr vom 8.11.1968 (BGBI. 1977 II, S. 809, 811),
zuletzt gedndert durch Anderung des Ubereinkommens vom 26.3.2014 (BGBL. 2016
11, S. 1306).

221 Ausfithrlich Ensthaler/Gollrad, Rechtsgrundlagen des automatisierten Fahrens,
2019, S. 57 ff.

222 Bspw. StVZO, EG-FGYV, FZV, vgl. Wagner, Das neue Mobilitdtsrecht, 2021, S. 53 ff.

223 Hiihnermann, in: Burmann/Hef3/Hiihnermann/Jahnke, Straflenverkehrsrecht, §1
StVG Rn. L.
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durch das EU-Recht.??* Maf3geblich ist die Richtlinie 2007/46/EG??, die
durch die EG-Fahrzeuggenehmigungsverordnung??® vollstandig in deut-
sches Recht umgesetzt wurde. Das Kraftfahrtbundesamt ist fiir die Ertei-
lung der EG-Typengenehmigungen, die fiir den gesamten EU-Raum Wir-
kung entfaltet, in Deutschland zustindig (§ 2 Abs.1 EG-FGV). Die in der
EU geltenden Vorschriften beziehen sich wiederum zu einem groflen Teil
auf die Bestimmungen der UN/ECE-Regelungen.??’

Die StVO, das Kernstuck des Verhaltensrechts im Straflenverkehr, wurde
hingegen nicht an die Anforderungen des Betriebs von Fahrzeugen mit
hoch- und vollautomatisierten Fahrfunktionen angepasst. Der Gesetzgeber
hat hier offenbar bislang keinen Regelungsbedarf gesehen.???

E. Auswirkungen des autonomen Fahrens

Die Einfiihrung selbstfahrender Fahrzeuge wird mit einer Vielzahl von
Verdnderungen einhergehen, die nicht nur den Straflenverkehr betreffen.
Inwieweit die erhofften positiven Effekte tatsachlich eintreten und ob sich
die befuirchteten Risiken realisieren, ist heute noch unklar.

224 Das nationale Recht spielt insofern eine untergeordnete Rolle, Arzt/Ruth-Schuhma-
cher, NZV 2017, S. 57 (58).

225 Richtlinie 2007/46 des Européischen Parlaments und Rates 2007/46/EG v. 5.9.2007
zur Schaffung eines Rahmens fiir die Genehmigung von Kraftfahrzeugen und Kraft-
fahrzeuganhédngern sowie von Systemen, Bauteilen und selbststandigen technischen
Einheiten fiir diese Fahrzeuge (Rahmenrichtlinie).

226 Verordnung iiber die EG-Genehmigung fiir Kraftfahrzeuge und ihre Anhédnger
sowie fiir Systeme, Bauteile und selbststdndige technische Einheiten fiir diese Fahr-
zeuge (EG-Fahrzeuggenehmigungsverordnung - EG-FGV)) vom 3.2.2011, BGBI I,
S.126.

227 Genfer Ubereinkommen der Wirtschaftskommission fiir Europa der Vereinigten
Nationen [iiber die Annahme harmonisierter technischer Regelungen der Vereinten
Nationen fiir Radfahrzeuge, Ausriistungsgegenstande und Teile, die in Radfahrzeu-
ge(n) eingebaut und/oder verwendet werden kénnen, und die Bedingungen fiir die
gegenseitige Anerkennung von Genehmigungen, die gemaf3 diesen Regelungen der
Vereinten Nationen erteilt wurden] Revision 3, in englischer Sprache UNECE, Text
of the 1958 Agreement, https://unece.org/trans/main/wp29/wp29regs.

228 Ob eine Anpassung der StVO notwendig ist, wird an spéterer Stelle diskutiert, vgl. 3.
Teil: A. IV. 3. c. (aa) (1) sowie 4. Teil: B. II. 3. a. (aa).
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E. Auswirkungen des autonomen Fahrens

1. Potenziale

Das autonome Fahren wird von einer Vielzahl von Akteuren aus unter-
schiedlichen Griinden vorangetrieben.??® Unklar ist jedoch, wann die ers-
ten vollstindig autonomen Fahrzeuge serienreif sein werden.?*® Die einst
optimistischen Vorhersagen mussten mehrfach nach hinten korrigiert wer-
den.?! So ist man heute etwas zuriickhaltender mit Prognosen.?*? Gesetzge-
ber und Industrie verfolgen ohnehin einen Ansatz, bei dem automatisierte
und autonome Fahrfunktionen schrittweise und situationsabhingig einge-
fithrt und erprobt werden.?®® Wachenfeld u.a. gehen deshalb auch davon
aus, dass das autonome Fahren iiber sogenannte Use-Cases eingefiihrt
wird. Dabei handelt es sich um verschiedene begrenzte Einsatzszenarien,
die als Ubergangslosung dienen konnen, bis das vollstindig autonome Fah-
ren technisch moglich und sicher geworden ist.** Das vollstdndig autono-

229 Heinrichs, in: Maurer u. a., Autonomes Fahren, 2015, S. 219 (234 f.).

230 Hintergrund sind die bereits beschriebenen Schwierigkeiten, die damit einhergehen,
dass das Steuerungssystem in der Lage sein muss mit einer schier endlosen Vielzahl
von Verkehrssituationen umzugehen.

231 “From 2020 you will be a permanent backseat driver”, Adams, Self-driving cars:
from 2020 you will become a permanent backseat driver, The Guardian (online) v.
13.9.2015, https://www.theguardian.com/technology/2015/sep/13/self-driving-car
s-bmw-google-2020-driving; ,10 Million Self-Driving Cars Will Hit The Road By
2020° 10 Million Self-Driving Cars Will Hit The Road By 2020, Business Insider v.
15.6.2016, https://www.businessinsider.com/report-10-million-self-driving-cars-wil
l-be-on-the-road-by-2020-2015-5-6; s.a. Piper, It’s 2020. Where are our self-driving
cars?, Vox v. 28.2.2020, https://www.vox.com/future-perfect/2020/2/14/21063487/sel
f-driving-cars-autonomou s-vehicles-waymo-cruise-uber.

232 So geht Bernhard Schélkopf, Direktor am Max-Planck-Institut fiir lernende Systeme
in Tiibingen von einer Einfithrung des autonomen Fahrens in ca. 20-30 Jahren
aus, Armbruster/Knop, Denken wie wir — Interview mit Bernhard Schélkopf, FAZ v.
21.9.2020, S. 22, https://www.faz.net/aktuell/wirtschaft/kuenstliche-intelligenz/gesp
raech-mit-forscher-schoelkopf-wann-wird-ki-zur-wirklichkeit-16957706.html?prem
ium#void; andere halten es sogar fiir technisch nicht realisierbar, Haist, Autonomes
Fahren: Eine kritische Beurteilung der technischen Realisierbarkeit, 2016.

233 Gesetzesentwurf der Bundesregierung, Entwurf eines Gesetzes zur Anderung des
Straflenverkehrsgesetzes und des Pflichtversicherungsgesetzes — Gesetz zum auto-
nomen Fahren v. 9.3.21, BT-Drs. 19/27439, S.15f.; Kleinschmidt/Wagner, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 1.1 Rn. 23.

234 Hierzu zéhlen Autobahnpilot, autonomes Valet-Parken, Vollautomat mit Verfiigbar-
keitsfahrer und Vehicle-on-Demand. Allen Use-Cases ist gemein, dass sie jedenfalls
extern iiberwacht werden und iibersteuerbar sind. Es handelt sich also um noch
Fahrfunktion der Stufe 4, Wachenfeld u. a., in: Maurer u. a., Autonomes Fahren,
2015, S. 10 (12 f£)).
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2. Teil: Selbstfahrende Fahrzeuge

me Fahrzeug ist deshalb erst dann zu erwarten, wenn sich solche Use-Cases
ausreichend bewihrt haben. So werden auch Fahrzeuge, die nur in eng
begrenzten Anwendungsbereichen automatisierte Fahrfunktionen nutzen
konnen, erst nach und nach auf den Markt kommen.?* Auftllig ist jedoch,
dass in Landern, die frithzeitig den Testbetrieb autonomer Fahrfunktionen
zugelassen haben, heute bereits mehrere Millionen Kilometer mit selbst-
fahrenden Taxis zuriickgelegt wurden, wihrend es in Deutschland noch
keinen Anbieter solcher Dienste gibt.?3¢

Vorrangiges Ziel der Einfithrung selbstfahrender Fahrzeuge ist der er-
wartete Sicherheitsgewinn, der durch den Ersatz des menschlichen Fahrers
erreicht werden kann.?¥” Der Mensch gilt nach wie vor als das grofite Risiko
im Straflenverkehr. Allein in Deutschland beruhen 88 % aller Verkehrsun-
fille auf menschlichem Versagen und nur 1% auf technischen Miangeln
oder Wartungsméngeln.?3® Autonomes Fahren soll dazu beitragen, der so-
genannten ,Vision Zero?* nédher zu kommen, also moglichst keine todli-
chen Unfille im Straflenverkehr.24? Ob der StrafSenverkehr durch selbstfah-
rende Fahrzeuge tatsdchlich sicherer wird, hingt davon ab, wie gut die
Technik funktioniert und in welchem Rahmen selbstfahrende Fahrzeuge
eingesetzt werden. Wie beschrieben, stellt gerade die Nachbildung mensch-
licher Wahrnehmungsfihigkeiten in Steuerungssystemen eine immense
Herausforderung dar. Gleichzeitig ist ein selbstfahrendes Fahrzeug nicht
abgelenkt, alkoholisiert, unaufmerksam etc., so dass es abzuwarten bleibt,
ob die prognostizierten Sicherheitspotenziale erreicht werden konnen.?4!

235 Hubik, A-Klasse, EQB oder CLA Coupé — Daimler riistet Massenmodelle fiir hoch-
automatisiertes Fahren auf, Handelsblatt (online) v. 21.1.2022, https://www.handelsb
latt.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet
-massenmodelle-fuer-hochautomatisiertes-fahren-auf/27992528 html?tm=login.

236 Seiwert u. a., Abgefahren — Der Traum vom autonomen Fahren, Wirtschaftswoche v.
9.6.2023, S. 14 ff.,, https://www.wiwo.de/my/technologie/mobilitaet/abgefahren-der
-traum-vom-autonomen-fahren/29191640.html.

237 Bundesministerium fiir Verkehr und digitale Infrastruktur, Strategie automatisiertes
und vernetztes Fahren, 2015, S. 9f.

238 Statistisches Bundesamt, Verkehrsunfalle 2021, S. 50.

239 Vgl. Arbeitsunterlage der Kommissionsdienststellen, EU-Politikrahmen fiir die
Straflenverkehrssicherheit im Zeitraum 2021 bis 2030 - Néchste Schritte auf dem
Weg zur ,Vision Null Straflenverkehrstote v. 19.6.2019, https://ec.europa.eu/transpo
rt/road_safety/sites/roadsafety/files/move-2019-01178-01-00-de-tra-00.pdf (zuletzt
abgerufen 22.2.2021).

240 Winkle, in: Maurer/Gerdes/Lenz, Autonomes Fahren, 2015, S. 351 (366).

241 Ebenda, S.369ff.

80

- am 27.01.2026, 08:37:33.



https://www.handelsblatt.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet-massenmodelle-fuer-hochautomatisiertes-fahren-auf/27992528.html?tm=login
https://www.handelsblatt.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet-massenmodelle-fuer-hochautomatisiertes-fahren-auf/27992528.html?tm=login
https://www.handelsblatt.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet-massenmodelle-fuer-hochautomatisiertes-fahren-auf/27992528.html?tm=login
https://www.wiwo.de/my/technologie/mobilitaet/abgefahren-der-traum-vom-autonomen-fahren/29191640.html
https://www.wiwo.de/my/technologie/mobilitaet/abgefahren-der-traum-vom-autonomen-fahren/29191640.html
https://ec.europa.eu/transport/road_safety/sites/roadsafety/files/move-2019-01178-01-00-de-tra-00.pdf
https://ec.europa.eu/transport/road_safety/sites/roadsafety/files/move-2019-01178-01-00-de-tra-00.pdf
https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://www.handelsblatt.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet-massenmodelle-fuer-hochautomatisiertes-fahren-auf/27992528.html?tm=login
https://www.handelsblatt.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet-massenmodelle-fuer-hochautomatisiertes-fahren-auf/27992528.html?tm=login
https://www.handelsblatt.com/unternehmen/autoindustrie-a-klasse-eqb-oder-cla-coupe-daimler-ruestet-massenmodelle-fuer-hochautomatisiertes-fahren-auf/27992528.html?tm=login
https://www.wiwo.de/my/technologie/mobilitaet/abgefahren-der-traum-vom-autonomen-fahren/29191640.html
https://www.wiwo.de/my/technologie/mobilitaet/abgefahren-der-traum-vom-autonomen-fahren/29191640.html
https://ec.europa.eu/transport/road_safety/sites/roadsafety/files/move-2019-01178-01-00-de-tra-00.pdf
https://ec.europa.eu/transport/road_safety/sites/roadsafety/files/move-2019-01178-01-00-de-tra-00.pdf

E. Auswirkungen des autonomen Fahrens

Auflerdem spielt insbesondere aus Sicht der Hersteller der Komfortge-
winn bei der Einfiihrung eine grofie Rolle. Sobald sich keiner der Insassen
mehr auf das Verkehrsgeschehen konzentrieren muss, kann die hierdurch
gewonnene Zeit anderweitig verwendet werden.?*> Die Unterhaltungselek-
tronik im Fahrzeug nimmt seit Jahren stetig zu. Wenn nicht einmal mehr
ein Lenkrad im Auto bendtigt wird, kann der gewonnene Platz anderweitig
genutzt werden. So konnte der Innenraum des Autos der Zukunft vor allem
von groflen Bildschirmen und Benutzerschnittstellen gepragt sein, die es
den Insassen ermdglichen, zu arbeiten oder sich einfach nur unterhalten zu
lassen. 243

Neben den erwartetem Sicherheits- und Komfortgewinnen treiben auch
Nachhaltigkeits- und Umweltaspekte das autonome Fahren voran.?#* Letzt-
lich kann es als ein Puzzleteil einer umfassenden Mobilititswende gesehen
werden, in deren Rahmen die Nutzung des offentlichen Verkehrsraums
hinterfragt wird und tiber neue Mobilitatskonzepte nachgedacht wird.?*>
Damit einher geht ein sich wandelndes Verstdndnis dartiber, ob es sich fiir
den Einzelnen lohnt, bestimmte Dinge zu besitzen, anstatt sie nur zu nut-
zen (sog. Sharing Economy).?4¢ Es wird daher nicht etwa erwartet, dass der
konventionelle, privat genutzte Pkw durch ein eigens angeschafttes, selbst-
fahrendes Fahrzeug ersetzt wird, vielmehr erscheint es wahrscheinlich, dass
diese im Rahmen von Car-Sharing-Diensten zur Verfligung gestellt wer-
den.?*” Dadurch konnten einerseits neue Bevélkerungsgruppen Zugang zu
Mobilitdt erhalten, andererseits wiirde ein Teil der konventionellen Fahr-
zeuge nicht mehr bendtigt. Je mehr selbstfahrende und vernetzte Fahrzeuge
am Verkehr teilnehmen, desto effizienter konnte dieser gestaltet werden, so
dass auf Straflen- und vor allem Parkraum eingespart werden kénnte und
mehr Raum fiir die individuellen Bediirfnisse anderer gesellschaftlicher
Gruppen zur Verfiigung stiinde.?

242 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 23.

243 Pander, CES 2021: Neue Technik fiirs Auto — bitte ablenken lassen!, SPIEGEL
(online) v. 11.1.2021, https://www.spiegel.de/auto/ces-2021-neue-technik-fuers-auto
-bitte-ablenken-lassen-a-fda7ftf1-0951-4705-b6af-dd226d447d23.

244 Bundesministerium fiir Verkehr und digitale Infrastruktur, Strategie automatisiertes
und vernetztes Fahren, 2015, S.10; Hinze, Haftungsrisiken des automatisierten und
autonomen Fahrens, 2021, S. 24 f.

245 Canzler/Knie, Die digitale Mobilitatsrevolution, 2016, S. 75 ff.

246 Lenz/Fraederich, in: Maurer u. a., Autonomes Fahren, 2015, S. 176 (1811f.).

247 Ebenda, S.184 ff.

248 Vof, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 2.2
Rn. 46 ff.; Heinrichs, in: Maurer u. a., Autonomes Fahren, 2015, S. 219 (228 ft.).
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2. Teil: Selbstfahrende Fahrzeuge

Insgesamt gibt es eine Vielzahl von Potenzialen, die das autonome Fah-
ren ermoglichen kann. Dabei ist nicht nur die Sicherheit ein treibender
Faktor. Vielmehr ist das selbstfahrende Fahrzeug auch ein Baustein in
sogenannten Smart City Konzepten, die die Vision von einer effizienten,
technologisch fortschrittlichen und nachhaltigen Stadt haben, in der alles
mit allem vernetzt ist.4

I1. Risiken

Neben den Potenzialen des autonomen Fahrens gibt es — wie bei jedem
technischen Fortschritt — auch Risiken. Hierzu zéhlen neben Sicherheits-
risiken auch negative Auswirkungen, welche das autonome Fahren auf
gesellschaftliche Bereiche haben konnte. So wird seit Jahren wird immer
wieder davor gewarnt, dass die Automatisierung gravierende Auswirkun-
gen auf dem Arbeitsmarkt haben konnte.?>® Auch konnte es beispielswei-
se zu sogenannten ,Rebound-Effekten® kommen, wenn der Anteil privat
angeschaffter selbstfahrender Fahrzeuge und damit der Mobilitdtskonsum
steigt, so dass die prognostizierten Nachhaltigkeitseffekte ausbleiben.?! Au-
Berdem gibt es eine Reihe Datenschutzbedenken, die mit der dauerhaften
Datenerhebung und umfassenden Fahrzeugvernetzung beim autonomen
Fahren einhergehen.?>? Daneben gibt es eine Reihe schwer vorhersehbaren
Nebenfolgen, wie z.B. der Verlust der Fahrkompetenz des menschlichen
Fahrers, wenn man sich zunehmend auf automatisierte bzw. autonome
Fahrfunktionen verldsst.2>> Der Fokus dieser Arbeit soll jedoch auf den
haftungsrechtlich relevanten Risiken liegen.

249 Canzler/Knie, Die digitale Mobilitdtsrevolution, 2016, S. 75.

250 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S.27;
kritisch Rudzio, Mensch gegen Maschine — Automatisierung im Arbeitsmarkt, DIE
ZEIT, 7/2022 v.12.2.2022, S. 25, https://www.zeit.de/2022/07/automatisierung-arbei
tsmarkt-lkw-taxi.

251 Heinrichs, in: Maurer u. a., Autonomes Fahren, 2015, S. 219 (235).

252 Jungbluth, in: Rofinagel/Hornung, Grundrechtsschutz im Smart Car, 2019, S. 381ff.
Wendt, ZD-Aktuell 2018, S.06034; Weisser/Fdarber, MMR 2015, S.506 (508 ff.);
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 77 ff.

253 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S.25f;
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 74.
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E. Auswirkungen des autonomen Fahrens
1. Allgemeines Betriebsrisiko

Zunichst stellt der blof3e Betrieb eines selbstfahrenden Fahrzeugs ein ver-
kehrsrelevantes Risiko dar.?* Immer dann, wenn ein Fahrzeug am Stra-
enverkehr teilnimmt, geht von ihm eine Gefahr fiir andere Verkehrsteil-
nehmer aus.?®® Dies gilt auch fiir selbstfahrende Fahrzeuge. Auch ohne
das Hinzutreten weiterer besonderer Umstdnde, wie z. B. der Ausfall oder
die Fehlerhaftigkeit der Steuerungssoftware, stellt der blofle Betrieb ein
Risiko dar, das sich in Schiaden manifestieren kann.?>¢ Als Beispiel sei hier
genannt, dass ein Verkehrsteilnehmer so plétzlich und unerwartet zwischen
zwei am Straflenrand parkenden Fahrzeugen vor einem selbstfahrenden
Fahrzeug auf die Strafle tritt, dass eine Bremsung schon physikalisch nicht
mehr moglich erscheint und der Fufiginger dadurch zu Schaden kommt.
Auch wenn hier die Steuerung einwandfrei funktioniert, hat sich die Be-
triebsgefahr eines Kraftfahrzeugs verwirklicht.

2. Hardwarefehlerhaftigkeit und Verschleif3

Es besteht das Risiko, dass Teile des Fahrzeugs nicht richtig funktionie-
ren oder verschleiflen.” Wie bei konventionellen Fahrzeugen konnen
mechanische Fahrzeugteile wie Bremsen, Getriebe oder Motor fehlerhaft
gefertigt sein oder verschleiflen. Der komplexe Einsatz von Sensorik und
Aktorik birgt bei selbstfahrenden Fahrzeugen jedoch eine zusitzliche Ri-
sikodimension, da von deren Funktionsfihigkeit die Fahrsicherheit des
Fahrzeugs abhingt, wihrend eine Ubersteuerung durch den Menschen nur
in besonderen Situationen zwingend vorgesehen ist. Zwar sollen die bereits
beschriebenen Predictive-Maintenance-Systeme und die Einbeziehung ver-
schiedener Sensordaten zur Umgebungswahrnehmung derartige Risiken
minimieren,?*® dennoch handelt es sich gerade bei den verbauten Sensoren
um hochsensible Bauteile, bei denen bereits Verschmutzungen oder veran-

254 Das allgemeine Betriebsrisiko stellt insofern einen Sonderfall des Mobilitétsrisikos
dar, Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163
(173); Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 75.

255 So etwa Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.2, Rn.2, in
Bezug auf konventionelle Kraftfahrzeuge.

256 Christoph, RAW 2018, S.103 (104).

257 Ebenda, S.104.

258 Vgl. 2. Teil: B. II1. L.
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2. Teil: Selbstfahrende Fahrzeuge

derte Witterungsbedingungen die Funktionsfdhigkeit beeintrdchtigen, so
dass mit Unféllen durch fehlerhafte Sensoren zu rechnen ist.?>

3. Fehlerhaft programmierte Software

Eine nicht neue, aber zunehmend relevante Risikoquelle ist die Fahrzeug-
software. Wihrend die Software in hoch- und vollautomatisierten Fahrzeu-
gen weiterhin der grundsitzlichen Kontrolle des Fahrers unterliegt, konnen
Softwarefehler in selbstfahrenden Fahrzeugen unmittelbare verkehrsgefahr-
dende Auswirkungen haben.?6? Es ist davon auszugehen, dass mit zuneh-
mender Komplexitdt des Softwarecodes auch die Fehleranfilligkeit steigt,
wenn nicht sogar Fehlerfreiheit unméglich ist.26! Dieses Komplexitatsrisi-
ko?®?2 kann, wenn es sich an sicherheitsrelevanten Stellen realisiert, im
schlimmsten Fall zum Ausfall oder zur Fehlsteuerung des Fahrzeugs und
damit zu Schédden fiihren.

4. Autonomierisiko
a. Entscheidungsrisiken

Neu ist das sogenannte Autonomierisiko, das daraus resultiert, dass das
Verhalten selbstlernender Algorithmen nicht vorhersehbar ist.2%3 So kann
z.B. nicht ausgeschlossen werden, dass sich ein selbstfahrendes Fahrzeug
aus menschlicher Sicht vollig irrational verhélt und dadurch Schéden ver-
ursacht, die ein menschlicher Fahrer so nicht verursachen wiirde. Interpre-
tiert das Steuerungssystem beispielsweise eine Situation trotz vorhandener
Sensordaten oder aufgrund falscher probabilistischer Annahmen falsch,
kann dies zu Fehlentscheidungen fithren, die im schlimmsten Fall Men-

259 Kleinschmidt/Wagner, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 1.1 Rn. 28.

260 Christoph, RAW 2018, S.103 (104).

261 Taeger, CR1996, S. 257 (257 f.); Griitzmacher, CR 2016, S. 695.

262 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (172).

263 Teubner, AcP 2018, S.155 (164); Zech, in: Gless/Seelmann, Intelligente Agenten und
das Recht, 2016, S. 163 (175); Wagner, VersR 2020, S. 717 (724).
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schenleben kosten.?¢* Auch auflerhalb des autonomen Fahrens kommt
es immer wieder zu unerwiinschten Nebenfolgen. Beispiele hierfiir sind
Sprachmodelle und Chatbots. So erkldrte der Chatbot, welchen die Such-
maschine Bing von Microsoft verwendet, einem Journalisten die Liebe und
forderte ihn auf, seine Frau zu verlassen. In anderen Fillen wurden Nutzer
in Gespriachen bedroht.?> Aus Sicht der Chatbot-Betreiber sollten solche
Auflerungen technisch ausgeschlossen sein, dennoch entwickelte die KI
in den genannten Fillen ein unvorhersehbares Eigenleben, bei dem nicht
mehr nachvollziehbar war, warum der Bot aggressiv oder unhoflich agierte.
Die Folgen eines aufler Kontrolle geratenen Sprachmodells sind jedoch
weit weniger gefdhrlich als eine irrational agierende Steuerungssoftware
eines selbstfahrenden Fahrzeugs.26¢

Eine Folge der technischen Autonomie besteht jedoch auch in der hier-
durch resultierenden Verantwortungsliicke.?” Wenn eine Maschine auto-
nom und ohne menschliche Anweisung entscheidet, fehlt zwangsldufig die
unmittelbare Riickfithrbarkeit der Handlung auf einen menschlichen Wil-
lensprozess.2%® Dieses Problem kulminiert letztlich in der viel diskutierten
Frage, wie ein Steuerungssystem in einer Dilemmasituation entscheiden
soll.26% Das Risiko der Autonomie besteht also nicht nur darin, dass ein
System falsche Entscheidungen trifft, sondern auch darin, dass es sich iiber-
haupt entscheidet und dadurch Menschen zu Schaden kommen. Zwar ist
auch der menschliche Fahrer in dilemmatischen Situationen zu Entschei-

264 Zech, ZfPW 2019, S.198 (205); Zech, in: Lohsse/Schulze/Staudenmayer, Liability
for AI and the IoT, 2019, S.187 (192); Thone, Autonome Systeme und deliktische
Haftung, 2020, S. 16.

265 SPIEGEL (online) v. 19.2.2023, https://www.spiegel.de/netzwelt/wegen-uebergriffig
er-antworten-microsoft-legt-bing-chatbot-an-die-leine-a-a70246a7-0a89-475e-b353
-1cf380055ac0.

266 Weshalb der Absicherung derartiger Systeme eine grofle Aufmerksambkeit seitens der
Hersteller geschenkt wird, vgl. 2. Teil: B. IL. 2.

267 Weyer, Techniksoziologie, 2008, S. 260.

268 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 75.

269 Jeweils stellv. fiir viele: in der Ethik: Lin, in: Maurer u. a., Autonomes Fahren, 2015,
S.691f;; Goodall (2014) 2424 Transportation Research Record 58ff.; Misselhorn,
Grundfragen der Maschinenethik, 2018, S. 192 ff.; Nida-Riimelin/Weidenfeld, Digita-
ler Humanismus, 2018, S. 90 ff.; in der Politik: Bundesministerium fiir Verkehr und
digitale Infrastruktur Deutschland, Bericht der Ethik-Kommission: Automatisiertes
und vernetztes Fahren, 2017, S.16 ff.; im Verfassungsrecht: Hdrtel, LKV 2019, S. 49
(581.); im Straftrecht: Hilgendorf, in: Hilgendorf/Beck, Autonome Systeme und
neue Mobilitat, 2017, S.143 ff. Feldle, Notstandsalgorithmen, 2018; im Produkthaf-
tungsrecht: Wagner, AcP 2017, S. 707 (740 ff.).
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dungen herausgefordert, doch handelt er in einer solchen plétzlichen Ge-
fahrensituation meist reflexartig, ohne Zugang zu allen fiir eine sorgfaltige
Abwigung notwendigen Informationen,?”? also allenfalls aus ,moralischer
Intuition“?”! Das selbstfahrende Fahrzeug hingegen entscheidet auf Basis
aller ihm zur Verfiigung stehenden Informationen nach vorher definier-
ten Bedingungen. Unfalloptimierungsalgorithmen sollen in der Lage sein,
schon a priori festzulegen, wie sich das Fahrzeug in einer Dilemma-Situa-
tion entscheiden soll.?”? Fiir den Geschadigten eines solchen Dilemmas
bedeutet dies, dass er Opfer einer statistischen Berechnung und nicht blof§
einer Verkettung ungliicklicher Zufdlle geworden ist. Auch wenn es quanti-
tativ keinen Unterschied machen mag, ob ein menschlicher Fahrer reflexar-
tig oder ein selbstfahrendes Fahrzeug kalkulierend ein Menschenleben fiir
ein anderes opfert, so dndert sich doch die qualitative Bewertung eines
solchen Unfalls, wenn das Fahrzeug ,bewusst” einen Menschen getdtet hat.
Das Autonomierisiko manifestiert sich nicht nur darin, dass das selbstfah-
rende Fahrzeug iiberhaupt schadensgeneigte Entscheidungen eigenstindig
treffen muss, sondern vor allem darin, dass die Verletzung und Tétung von
Menschen rationalisiert wird.

b. Weiterentwicklungsrisiken

Neben den skizzierten Entscheidungsrisiken wird in der rechtswissen-
schaftlichen Literatur auch im Zusammenhang mit dem Einsatz von KI
und autonomen Systemen immer wieder auf Weiterentwicklungsrisiken
hingewiesen.?”? Wie beschrieben, kénnen Systeme durch den Einsatz von
KI nicht nur unter unbekannten Umweltbedingungen lernen, sondern sich
auch kontinuierlich anpassen. Dies hitte den Vorteil, dass die Fahrzeugsoft-
ware im Idealfall mit jedem gefahrenen Kilometer mehr Erfahrung sammelt

270 Goodall (2014) 2424 Transportation Research Record 58, 60; Hrtel, LKV 2019, S. 49
(58); Nida-Riimelin/Weidenfeld, Digitaler Humanismus, 2018, S. 92.

271 Nida-Riimelin/Weidenfeld, Digitaler Humanismus, 2018, S. 97.

272 Ausfihrlich Millar, in: Lin/Jenkins/Abney, Robot Ethics 2.0, 2017, S.20 (23 ft.); s.a.
Lin, in: Maurer u. a., Autonomes Fahren, 2015, S. 69 (73); Hilgendorf, in: Hilgen-
dorf/Beck, Autonome Systeme und neue Mobilitat, 2017, S. 143 (145).

273 Leupold/Wiesner, in: IT-Recht, Teil 9.6.4 Rn.56; Bodungen, SVR 2022, S.1 (4);
Schirmer, RW 2018, S. 453 (455); Hey, Haftung des Herstellers autonomer Fahrzeu-
ge, 2019, S.65; Xylander, Die Verantwortlichkeit des Herstellers automatisierter
PKW nach Deliktsrecht sowie dem Produkthaftungsgesetz, 2021, S.109 f.
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und sich dadurch kontinuierlich verbessert. Allerdings bestiinde beim Ein-
satz adaptiver selbstlernender Algorithmen auch die Gefahr, dass sich diese
fehlerhaft oder zumindest in unerwiinschter Weise weiterentwickeln.?’4 Der
Einsatz solcher selbstlernender KI-Systeme, die sich im laufenden Betrieb
anpassen oder weiterentwickeln, steht jedoch vor dem Problem einer effek-
tiven Absicherung. Fiir das Lernen im Feld gibt es bisher keine wirksamen
Absicherungsmoglichkeiten.?”>

Es ist daher aus heutiger Sicht fraglich, ob die Hersteller selbstfahrender
Fahrzeuge in naher Zukunft iiberhaupt auf selbstlernende KI-Systeme im
Fahrzeugbetrieb zuriickgreifen werden.?”®¢ Wahrscheinlicher ist, dass die
Fahrzeuge wihrend der Fahrt Daten sammeln, die von den Herstellern
ausgewertet bzw. zum Anlernen unter Testbedingungen genutzt werden.
Erst danach wird die so angepasste Software tiber Updates in die Fahrzeu-
ge eingespielt. Insofern diirfte das Entwicklungsrisiko bei selbstfahrenden
Fahrzeugen - im Gegensatz zu anderen, weniger risikobehafteten und we-
niger regulierten KI-Anwendungen -2’7 geringer sein als vielfach angenom-
men.?”8

5. Transparenzrisiko
Wie bereits diskutiert, fihrt der Einsatz von Methoden der KI zu einer

zunehmenden Intransparenz der Entscheidungen autonomer Systeme.?”
Mit zunehmender Komplexitit der eingesetzten KI und der beteiligten Ak-

274 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (472); Loh-
mann/Miiller-Chen, SZW 2017, S. 48 (50); Bodungen, SVR 2022, S.1 (4).

275 Vgl. 2. Teil: B. 1. 2.

276 Zech, ZfPW 2019, S.198 (209); Lutz, in: Hartmann, KI & Recht, 2020, S. 117 (118);
Steege, SVR 2021, S.1 (3f.); Bodungen, SVR 2022, S.1 (4); gleichwohl wird in
der rechtswissenschaftlichen Literatur immer wieder wie selbstverstdndlich davon
ausgegangen, dass selbstlernende adaptive Systeme zum Einsatz kommen werden,
bspw. Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 93 ff.

277 Vgl. etwa die oben beschriebene Beispiele der Chatbots ,Tay“ sowie ChatGPT, vgl. 2.
Teil: B. II. L.

278 Vgl. etwa Steege: ,Es handelt sich bei Rechtsfragen des automatisierten und autono-
men Fahrens jedoch nicht um solche der kiinstlichen Intelligenz, obwohl beides
immer als pradestiniertes Beispiel herangezogen wird', Steege, SVR 2021, S.1 (3).

279 Vgl. 2. Teil: B. IT; aber auch Castelvecchi (2016) 538 Nature 20 f.; Reichwald/Pfisterer,
CR 2016, S. 208 (212); Stiemerling, CR 2015, S. 762 (764); Miiller-Hengstenberg/Kirn,
CR 2018, S. 682 (683); Steege, NZV 2021, S. 6 (7); Sommer, Haftung fiir autonome
Systeme, 2020, S. 46 f.
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teure, die {iber die Fahrzeugvernetzung Einfluss auf Entscheidungsprozesse
nehmen konnen, steigt auch das Risiko, dass Fehlerketten nicht nur ex ante
nicht vorhersehbar (Autonomierisiko), sondern auch ex post nicht aufklar-
bar sind (Transparenzrisiko).280 Sind zudem mehrere Akteure beteiligt, z.B.
durch Car2X-Kommunikation, erh6ht sich dieses Risiko zusitzlich.?8! Teil-
weise wird zwischen starken schwachen Black Boxes unterschieden, um die
graduellen Unterschiede in der Nachvollziehbarkeit von KI-basierten Ent-
scheidungen zu kategorisieren.?8? Bei starken Black Boxes ist fiir den Men-
schen iiberhaupt nicht nachvollziehbar, wie die KI zu ihrer Entscheidung
gekommen ist. Bei schwachen Black Boxes ist die Entscheidungsfindung fiir
den Menschen zwar ebenfalls intransparent, es gibt aber Moglichkeiten des
Reverse Engineering, die zumindest die Gewichtung einzelner Variablen, die
bei der Entscheidungsfindung eine Rolle gespielt haben, erkennen lassen.?83
Sind die Entscheidungen eines selbstfahrenden Fahrzeugs jedoch technisch
nicht mehr nachvollziehbar, stellen sich im Schadensfall Fragen der Zure-
chenbarkeit und Kausalitét.284

6. Risiko von Hacking und Manipulation der Fahrzeugsoftware

Ein weiteres Risiko besteht in der Manipulation der Steuerungssoftware,
die zu Unfillen fithren kann.?®> Zum einen konnten sich Angreifer durch
Hacking tiber die diversen Schnittstellen im Fahrzeug Zugriff auf die Steue-
rung oder sicherheitskritische Funktionen verschaffen.?8¢ Beispiele dieser
Art gab es bereits bei konventionellen Fahrzeugen. So war es moglich,

280 Miiller-Hengstenberg/Kirn, CR 2018, S. 682 (683); Linke, MMR 2021, S. 200 (201).

281 Sommer, Haftung fiir autonome Systeme, 2020, S. 45 f.

282 Bathaee (2018) 31 Harv. J. L. & Tech. 890, 906.

283 Bathaee (2018) 31 Harv. J. L. & Tech. 890, 906; z.T. wird auch von black, grey und
white boxes gesprochen, wobei im Falle einer white box die Entscheidungsfindung
umfinglich nachvollziehbar ist, Sommer, Haftung fiir autonome Systeme, 2020,
S. 46.

284 Vgl. 2. Teil: B. I1.

285 Dies ist kein neuartiges Problem, vgl. Haupt, Abstiirzende Neuwagen, SPIEGEL
(online) v. 3.1.2013, https://www.spiegel.de/auto/fahrkultur/viren-und-hacker-gefa
hr-fuer-das-auto-a-872453.html; Schulz, Verantwortlichkeit bei autonom agierenden
Systemen, 2015, S. 75 f.

286 Moller/Haas, Guide to Automotive Connectivity and Cybersecurity, 2019, S. 330 ft.;
Petit/Shladover (2015) 16 IEEE Transactions on Intelligent Transportation Systems
546, 550; Checkoway u. a., Comprehensive experimental analyses of automotive
attack surfaces, 2011, S. 6.
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die Bremsen eines Fahrzeugs iiber den CAN-Bus zu deaktivieren.?s” Im
Jahr 2013 gelang es Charlie Miller und Chris Valasek, zwei IT-Sicherheits-
experten, die physischen Zugang zum Fahrzeug hatten, mittels Reverse
Engineering die Steuerungsbefehle des CAN-Busses zu entschliisseln und
so teilweise die Steuerung zu tibernehmen.?®® Ein weiteres Jahr spiter ge-
lang es ihnen, einen Jeep Cherokee auch drahtlos zu steuern.?$? Dessen
Hersteller Chrysler rief daraufhin 1,4 Millionen Fahrzeuge zuriick, um die
Software auszutauschen.?”® Weitere denkbare Moglichkeiten der Fahrzeug-
manipulation sind das Einschleusen falscher sicherheitsrelevanter Informa-
tionen, die beispielsweise zu einem abrupten Abbremsen des Fahrzeugs
fithren konnen, oder das Korrumpieren lokaler Kartendaten, wodurch die
Umfeldwahrnehmung manipuliert werden kann.?!

Die Manipulation selbstfahrender Fahrzeuge kann aber auch ohne direk-
ten Eingriff in den Datenverarbeitungsprozess erfolgen. Da z.B. Verkehrs-
schilder durch Kameras wahrgenommen werden, geniigt es, die Schilder
zu manipulieren, um ein selbstfahrendes Fahrzeug dazu zu bringen, Ge-
schwindigkeitsbegrenzungen zu missachten.?? Schon kleine Veranderun-
gen, die ein Mensch nicht bemerken wiirde, reichten in Versuchen aus, da-
mit ein Verkehrsschild von der Steuerung erkannt wurde.?®® Teslas Autopi-
lot konnte zudem dazu gebracht werden, willkiirlich auf die Gegenfahrbahn
zu wechseln, indem kleine weifle Punkte diagonal auf die Fahrbahn geklebt
wurden, die dem Spurhalteassistenten suggerierten, dass die Fahrbahn in
Richtung der Gegenfahrbahn verlauft.?94

Auch wenn zu erwarten ist, dass gegen viele der beschriebenen Angriffe
Gegenmafinahmen ergriffen werden konnen, bleibt die Gefahr, dass in

287 Moller/Haas, Guide to Automotive Connectivity and Cybersecurity, 2019, S. 364.

288 Greenberg, Hackers Reveal Nasty New Car Attacks-With Me Behind The Wheel,
Forbes v. 24.7.2013,, https://www.forbes.com/sites/andygreenberg/2013/07/24/hack
ers-reveal-nasty-new-car-attacks-with-me-behind-the-wheel-video/?sh=4d24a5b62
28c.

289 Miller/Valasek, Remote Exploitation of an Unaltered Passenger Vehicle, 2015, S. 6 ff.

290 Chrysler ruft 1,4 Millionen Autos zuriick, Handelsblatt (online) v. 25.7.2015, https:/
/www.handelsblatt.com/mobilitaet/motor/nach-jeep-hack-chrysler-ruft-1-4-mil
lionen-autos-zurueck/12102998.html?ticket=ST-5646874-ZRQu7Im6gwLK40Zk
NMAT-ap6.

291 Petit/Shladover (2015) 16 IEEE Transactions on Intelligent Transportation Sys-
tems 546, 553.

292 Nassi u. a., MobilBye: Attacking ADAS with camera spoofing, 2019, S. 4 ff.

293 Sitawarin u. a., DARTS: Deceiving autonomous cars with toxic signs, 2018, S. 2.

294 Tencent Keen Security Lab, Experimental Security Research of Tesla Autopilot, 2019,
S.33ft.
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boswilliger Absicht auf Schwachstellen der Fahrzeugsteuerung eingewirkt
wird und dadurch Verkehrsunfille provoziert werden.

7. Vernetzungsrisiken

Eine weitere Gefahr ergibt sich aus der umfassenden Vernetzung selbstfah-
render Fahrzeuge mit digitaler Verkehrsinfrastruktur sowie der Fahrzeuge
untereinander (Car2X).?%> Durch die Schaffung zahlreicher Kommunikati-
onsschnittstellen steigt das Risiko, dass sich viele Akteure gegenseitig beein-
flussen und es zu unvorhergesehenen Fehlsteuerungen kommt.?’¢ Solche
Risiken sind kaum vorhersehbar oder beherrschbar und werfen Fragen der
Kausalitat auf, wenn im Nachhinein nicht mehr festgestellt werden kann,
welcher Akteur die konkrete Schadensursache gesetzt hat.?%7

Zudem konnen die Infrastruktur selbst oder die Kommunikationswege
vulnerabel fiir Hackerangriffe werden.?’® So gelang es 2014 Wissenschaft-
lern der University of Michigan, sich mit offizieller Genehmigung Zugang
zu fast 100 drahtlos gesteuerten Ampelsystemen zu verschaffen.?®® Das
Schadenspotenzial kdnnte immens steigen, wenn selbstfahrende Fahrzeuge
so eng mit einer digitalen Infrastruktur vernetzt sind, dass Eingriffe an
neuralgischen Punkten zu flichendeckenden Ausfillen fithren kénnen.3%
Die umfassende Vernetzung von Fahrzeugen fithrt somit auf verschiedenen
Ebenen zu Risiken, die bislang nur schwer zu tiberblicken sind.

295 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (175);
Wagner, VersR 2020, S.717 (725); Sommer, Haftung fiir autonome Systeme, 2020,
S.45f.; siehe im Ubrigen auch 2. Teil: B. III. 3.

296 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (172);
Théne, Autonome Systeme und deliktische Haftung, 2020, S. 16.

297 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (170);
Zech, ZfPW 2019, S.198 (205); Wagner, VersR 2020, S.717 (725); Spindler, in:
Beck/Kusche/Valerius, Digitalisierung, Automatisierung, KI und Recht, 2020, S. 255
(270£).

298 Moller/Haas, Guide to Automotive Connectivity and Cybersecurity, 2019, S.497;
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 76.

299 Jacobs, Researchers Hack Into Michigan’s Traffic Lights, MIT Technology Review v.
19.8.2014, https://www.technologyreview.com/s/530216/researchers-hack-into-mich
igans-traffic-lights/.

300 Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme,
2016, S. 109.
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8. Autonomes Fahren im Mischverkehr

Nicht absehbar ist auch, wie sich die Koexistenz von selbstfahrenden Fahr-
zeugen und anderen Verkehrsteilnehmern auf die Verkehrssicherheit aus-
wirken wird.3"! Schon heute gibt es Anzeichen dafiir, dass sogar verkehrs-
gerechtes Verhalten von selbstfahrenden Fahrzeugen ein Sicherheitsrisiko
darstellen kann. Die héufigste Unfallursache bei selbstfahrenden Fahrzeu-
gen in Kalifornien ist der Auffahrunfall - und zwar von einem konventio-
nellen auf ein selbstfahrendes Fahrzeug.3°? Der Grund dafiir ist, dass selbst-
fahrende Fahrzeuge in jeder Situation versuchen, den Sicherheitsabstand
einzuhalten und zudem sanfter beschleunigen und bremsen als menschli-
che Fahrer, die eher zu aggressivem Fahrverhalten neigen.3% Auch sind
selbstfahrende Fahrzeuge typischerweise darauf programmiert, sich gegen-
tiber anderen Verkehrsteilnehmern defensiv zu verhalten. Dies wiederum
konnte andere Verkehrsteilnehmer zu einem aggressiveren Fahrverhalten
verleiten.3%4 In Betracht kommt beispielsweise, dass versucht wird, langsam
fahrende selbstfahrende Fahrzeuge zu tiberholen, was zu Kollisionen fiih-
ren kann.3% Nicht zu unterschitzen ist auch, dass andere Verkehrsteilneh-
mer versuchen konnten, die defensive Fahrweise auszunutzen. Es ist zu
befiirchten, dass beispielsweise Fufigdnger beim Betreten der Fahrbahn da-
rauf vertrauen, dass ein herannahendes selbstfahrendes Fahrzeug auf jeden
Fall bremsen wird.3%¢ Dementsprechend gibt es Forderungen, zumindest
fahrerlose Fahrzeuge durch Signalleuchten zu kennzeichnen.’” Die Gefahr
im Mischverkehr liegt also weniger in einem Fehlverhalten der Fahrzeuge,
sondern in einem Verhalten, das von dem von einem Menschen typischer-
weise erwarteten abweicht.

301 Christoph, RAW 2018, S.103 (104).

302 Favaro u. a. (2017) 12 PLoS ONE, 7 ff.

303 Petrovic/Mijailovic/Pesi¢ (2020) 45 Transportation Research Procedia 161, 166.

304 Vgl. Liu u. a. (2020) 137 Accident Analysis and Prevention 105457.

305 Stewart, Why People Keep Rear-Ending Self-Driving Cars, Wired.com v. 18.10.2018,
https://www.wired.com/story/self-driving-car-crashes-rear-endings-why-charts-stat
istics/.

306 Firber, in: Maurer u. a., Autonomes Fahren, 2015, S. 127 (143).

307 Leonhardt, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 A. Rn. 46.
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2. Teil: Selbstfahrende Fahrzeuge

FE. Zwischenergebnis

Die Besonderheit selbstfahrender Fahrzeuge liegt in einem dicht verzahn-
ten Zusammenspiel von Hard- und Software. Daher ist es sinnvoll, sie als
System zu betrachten. Durch die umfassende Vernetzung der Fahrzeuge
sowie den permanenten Datenaustausch mit dem Hersteller sind die Sys-
temgrenzen jedoch nicht mehr klar erkennbar.

Das Steuerungssystem, das die Fahraufgaben tibernimmt, ist das Herz-
stiick des selbstfahrenden Fahrzeugs. Die Software funktioniert nur im
Zusammenspiel mit den verbauten Aktoren und Sensoren, die das Wahr-
nehmen und Agieren im physischen Raum ermdglichen. Inwieweit ein
Fahrzeug dabei als autonomes System bezeichnet werden kann, héngt je-
doch stark von der verwendeten Software ab. Der Einsatz von KI-Systemen
ist fiir das autonome Fahren zwar unerlésslich, da komplexe Situationen
mit dieser Technologie besonders effektiv erlernt werden kénnen. Dies
bedeutet jedoch nicht, dass die Hersteller von automatisierten oder auto-
nomen Fahrzeugen selbstlernende KI-Systeme einsetzen, die wihrend der
Fahrt weiterlernen und sich selbststindig anpassen. Vielmehr steht die Ab-
sicherung von KI-Anwendungen im Vordergrund. Anpassungen der Steue-
rungssoftware werden nach ausgiebigen Tests als Updates zur Verfiigung
gestellt. Dennoch muss dieses Weiterentwicklungsrisiko in der weiteren
rechtlichen Analyse beriicksichtigt werden.

Dariiber hinaus bestehen neben vielen potenziellen Vorteilen auch Ri-
siken, die sich insbesondere aus der weitgehenden Autonomie der Steue-
rungssoftware ergeben (Autonomierisiko). Auch ist das Verhalten selbst-
fahrender Fahrzeuge teilweise weder vorhersehbar, noch im Nachhinein
technisch nachvollziehbar (Transparenzrisiko). Hinzu kommen neue Ver-
netzungs- und Cybersicherheitsrisiken, die sich im konventionellen Stra-
3enverkehr bislang nicht in diesem Maf3e stellen. Auch die Auswirkungen
des autonomen Fahrens im Mischverkehr mit menschlichen Verkehrsteil-
nehmern sind kaum absehbar. Aus all diesen Risiken konnen sich haftungs-
rechtliche Problemfelder ergeben, die es im Folgenden zu analysieren gilt.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Zunichst soll untersucht werden, wie Halter und Hersteller nach geltendem
Recht bei Unféllen mit selbstfahrenden Fahrzeugen haften. Die Untersu-
chung soll aufzeigen, wo Haftungsliicken bestehen oder wo de lege lata
keine addquaten Losungen fiir die Risiken selbstfahrender Fahrzeuge ange-
boten werden.

A. Haftung des Halters nach § 7 Abs. 1 StVG

In einem ersten Schritt ist die Haftung des Halters nach § 7 Abs.1 StVG zu
priifen.

I. Zweck der Haftung nach dem Straflenverkehrsgesetz

Fir Unfélle im Straflenverkehr hat der Gesetzgeber in den §§7 bis 20
StVG ein besonderes Haftungsregime geschaffen, das der einfachen und
ziigigen Abwicklung von Verkehrsunfillen als Massenphdnomen dienen
s0l1.308 Wegen der besonderen Gefahrlichkeit des Straflenverkehrs wird die
Gefdhrdungshaftung fiir Schiden beim Betrieb des Fahrzeugs zunichst
dem Halter und dem Fahrer des Fahrzeugs auferlegt.3?® Dabei kniipft die
Halterhaftung nach § 7 StVG an die Betriebsgefahr an,’'° wihrend der Fahr-
zeugfiihrer nach § 18 Abs. 1 StVG fiir vermutetes Verschulden haftet.

Das Haftungssystem des StVG stammt in seinen Grundziigen aus dem
frithen 20. Jahrhundert.®! Trotz einiger Anpassungen der Haftungsregelun-

308 Dieses Ziel wird jedoch nur eingeschrinkt verwirklicht. An den Amtsgerichten
waren 2017 ca. 14,5 % aller erstinstanzlichen Verfahren Verkehrsunfallsachen, an den
Landgerichten ca. 7,6 %: Statistisches Bundesamt, Statistisches Jahrbuch 2019, S. 318;
Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 1.5.

309 Wagner, Deliktsrecht, 2021, S. 210.

310 Zum Begriff der abstrakten Betriebsgefahr in Abgrenzung zur konkreten Be-triebs-
gefahr: Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.1.

311 Damals als Gesetz iiber den Verkehr mit Kraftfahrzeugen vom 3.5.1909, RGBL.,
12.5.1909, S. 437.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

gen ist der Kern der Haftungszuordnung erhalten geblieben.3> Zentrale
Anspruchsnorm ist §7 Abs.1 StVG. Danach haftet der Halter, wenn bei
dem Betrieb eines Kraftfahrzeugs ein Mensch getotet, der Korper oder die
Gesundheit eines Menschen verletzt oder eine Sache beschadigt wird.

Ziel der Einfithrung der Gefdhrdungshaftung im Straflenverkehr war es,
den damit verbundenen enormen Unfallrisiken Rechnung zu tragen und
die Verkehrsteilnehmer davor zu schiitzen.?® Fiir die straflenverkehrsrecht-
liche Haftung des Halters sind dabei drei Aspekte prigend. Zum einen
kniipft die Haftung bereits an die abstrakte Gefahrdung an.** Ein konkre-
tes Verhaltensunrecht ist nicht erforderlich.3®> Zum anderen ist der Halter
des Fahrzeugs der aus dieser Gefahrdungshaftung Verpflichtete und nicht
etwa der Fahrzeugfiihrer, der das Fahrzeug zum Zeitpunkt des Unfalls
beherrscht. Drittens ist der Halter nach §1 PIVG gesetzlich verpflichtet,
fiir sein Fahrzeug eine Haftpflichtversicherung abzuschliefien. Nach § 115
Abs.1 Satz1 Nr.1 VVG hat der Geschédigte einen Direktanspruch gegen
den Haftpflichtversicherer,>'® der im Innenverhaltnis trotz der angeordne-
ten Gesamtschuld nach § 116 Abs. 1 Satz1 VVG den Schaden allein zu tragen
hat.

Durch diese Regelungen wird das Risiko eines schiddigenden Verkehrs-
unfalls zundchst dem Halter zugeordnet. Aufgrund der bestehenden Versi-
cherungspflicht wird das Kostenrisiko jedoch wirtschaftlich auf dessen Ver-
sicherer verlagert®” und letztlich von der Risikogemeinschaft aller Versiche-
rungsnehmer gemeinsam getragen.'® Die Zuweisung des Schadensrisikos
ex ante an den pflichtversicherten Halter hat aus Sicht des Geschédigten

312 Die Haftungsregelungen wurden wortgleich im Straflenverkehrsgesetz von 1952
iibernommen: Straflenverkehrsgesetz v. 19.12.1952, BGBL. 1, S. 837; in der aktuellen
Fassung des § 7 StVG wurde die Halterhaftung im Rahmen einer Neubekanntma-
chung lediglich auf Anhénger erweitert: Zweites Gesetz zur Anderung schadenser-
satzrechtlicher Vorschriften vom 19.7.2002, BGBL. 1, S. 2674 (2675).

313 BGH, Urt. v. 9.1.1959 - VI ZR 202/57, Rn. 8 (BGHZ 29, 163); Briiggemeier, Haftungs-
recht, 2006, S. 105; Freymann, in: jurisPK-StrVerkR, Einl. Rn. 74 (Stand: 1.12.2021).

314 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.2.

315 BGH, Urt. v.11.7.1972 - VI ZR 86/71, Rn. 21 (NJW 1972, 1808); Laws/Lohmeyer/Vin-
ke, in: jurisPK-StrVerkR, § 7 StVG Rn. 7 (Stand: 5.5.2023).

316 Der Direktanspruch aus § 115 VVG besteht seit Erlass des PfIVG im Jahr 1965. Zuvor
musste der Geschadigte zunéachst den Halter in Anspruch nehmen und riskierte ggf.
einen Folgeprozess gegen den Versicherer des Halters. Vgl. Greger, in: Greger/Zwi-
ckel, Haftung im StrafSenverkehr, Rz. 15.1.

317 Schneider, in: MiiKo-VVG, § 115 Rn. 3.

318 Wagner, Deliktsrecht, 2021, S. 35 f.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

den Vorteil, dass ihm mit dem Haftpflichtversicherer in der Regel ein
solventer Schuldner gegeniibersteht.?” Der Geschéddigte tragt somit kein
Liquiditétsrisiko.

Das Gesetz weist also dem Halter die Verantwortung fiir die allgemeine
Betriebsgefahr zu, da er die Gefahr schafft und sie beenden kann.3?° Auch
wenn der Fahrer das Fahrzeug im konkreten Unfallgeschehen beherrscht,
andert dies nichts daran, dass der Halter die Verfiigungsgewalt {iber das
Fahrzeug hat. Nur er darf iiber die generelle Nutzung und deren Intensitat
entscheiden. Die Haftung ist mithin der Preis dafiir, dass durch die Ver-
wendung eines Kraftfahrzeugs erlaubterweise eine Gefahrenquelle eréftnet
wird.3?! Verantwortlich fiir diese Gefahrenquelle ist der Halter, nicht der
Fahrer. Zudem ist der eingetragene Halter eines Kfz regelmaf3ig leichter zu
ermitteln als ein beliebiger Fahrzeugfithrer.3?? Insofern tragt auch dieser
Umstand zur erleichterten Durchsetzung von Schadensersatzanspriichen
bei. Die Ausgestaltung der Haftung des § 7 Abs. 1 StVG als Gefahrdungshaf-
tung ermdéglicht es dem Geschadigten, in einer Verkehrsunfallsituation mit
geringen Beweisanforderungen Kompensation vom Halter des beteiligten
Fahrzeugs zu erlangen.®?3 Der Ausschluss der Haftung ist hingegen nur in
engen Grenzen fiir den Halter moglich.32*

Im Folgenden soll analysiert werden, ob und inwieweit das strafSenver-
kehrsrechtliche Haftungsregime vor dem Hintergrund der mit dem Betrieb
selbstfahrender Fahrzeuge verbundenen Risiken ausreichend und angemes-
sen erscheint.

II. Haftungstatbestand des § 7 Abs. 1 StVG

Der Tatbestand des § 7 Abs. 1 StVG ist erfiillt, wenn sich beim Betrieb eines
Kraftfahrzeugs des Halters ein Unfall mit Personen- oder Sachschaden
ereignet.

319 Klimke, in: Prolss/Martin, VVG, § 115 Rn. 1.

320 Briiggemeier, Haftungsrecht, 2006, S. 107.

321 BGH, Urt.v. 24.3.2015 - VI ZR 265/14 (NJW 2015, 1681).

322 Nach den Regelungen der FZV wird ein zentrales Fahrzeugregister gefithrt. Zudem
erhilt jedes Fahrzeug ein individuelles Kennzeichen, das unmittelbar auf den Halter
schlieflen lasst. Geméfd § 39 StVG koénnen die Halterdaten zur Rechtsdurchsetzung
tbermittelt werden.

323 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 1.27.

324 Vgl. 3. Teil: A. 111
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

1. Begriff des Kraftfahrzeugs

Ein Kraftfahrzeug im Sinne des § 7 StVG ist in § 1 Abs. 2 StVG legaldefiniert.
Entscheidend ist die Fortbewegung durch Maschinenkraft an Land, ohne
an Bahngleise gebunden zu sein. Insofern ergeben sich fiir selbstfahrende
Fahrzeuge keine Besonderheiten. Die §§ laff. StVG stellen klar, dass auch
Fahrzeuge mit hoch- bzw. vollautomatisierten sowie autonomen Fahrfunk-
tionen Kraftfahrzeuge in diesem Sinne sind.

2. Unfall

Ein Unfall ist ein plotzlich eintretendes Ereignis, das Schaden an Menschen
oder Sachen verursacht.’?® Probleme mit dem Tatbestandsmerkmal des
Unfalls ergeben sich in der Praxis vor allem bei Unfallmanipulationen,2
die nicht als solcher zu qualifizieren sind.3?” Das Risiko von Unfillen,
die durch den Geschidigten vorsatzlich herbeigefithrt werden, diirfte dage-
gen mit dem Einsatz selbstfahrender Fahrzeuge abnehmen, da diese zum
einen auf Unfallvermeidung programmiert sind. Zum anderen kénnte eine
Unfallmanipulation durch die Datenspeicherung im Fahrzeug leichter auf-
gedeckt werden.?8

3. Geschiitzte Rechtsgiiter

Geschiitzte Rechtsgiiter des Anspruchs aus §7 StVG sind nur Personen-
oder Sachschdden. Diese Voraussetzungen sind auf den Betrieb von selbst-
fahrenden Fahrzeugen zu iibertragen. Allerdings sind nur andere Personen
als der Halter in den Schutzbereich der Norm einbezogen. Wird also der
Halter oder sein Eigentum durch das selbstfahrende Fahrzeug geschadigt,
kann er mangels eines verantwortlichen Fahrzeugfiihrers nur den Herstel-
ler auf Schadensersatz in Anspruch nehmen.

325 BGH, Urt. v. 3.7.1962 — VI ZR 184/61, Rn. 9 (BGHZ 37, 311).

326 Die Versicherungswirtschaft schétzt den Schaden auf jahrlich rund 2 Mrd. Euro, vgl.
Franzke/Nugel, NJW 2015, S. 2071.

327 BGH, Urt. v. 13.12.1977 (BGHZ 71, 339).

328 Dies wire durch den Einsatz von Event Data Recorder (EDR) erheblich erleichtert,
die derzeit nach geltendem Recht zuldssig nicht zuldssig sind: Brockmann/Nugel,
ZfSch 2016, S. 64; Raith, Das vernetzte Automobil, 2019, S. 185, 360 ff.; Franzke/Nu-
gel, NJW 2015, S. 2071 (2076).
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A. Haftung des Halters nach § 7 Abs. 1 StVG

4. Halter

Halter ist, wer das Fahrzeug nicht ganz vorriibergehend auf eigene Rech-
nung in Gebrauch hat, und die Verfiigungsgewalt besitzt.?® Der Gebrauch
bestimmt sich nach dem wirtschaftlichen Interesse und Nutzen am Fahr-
zeug.>" Eine Person nutzt das Fahrzeug auf eigene Rechnung, sofern sie
die Kosten des Betriebs trigt.>! Dies betrifft insbesondere den Eigentiimer,
aber z.B. auch. den Leasingnehmer.33? Verfiigungsgewalt hat derjenige, der
die tatsichliche Moglichkeit hat, {iber den Einsatz des Fahrzeugs zu be-
stimmen.?* Zudem muss die Verfligungsgewalt nicht nur voriibergehend
bestehen.?3*

Bei selbstfahrenden Fahrzeugen gibt es zwar Unterschiede in der Art der
Benutzung; hiervon unberiihrt bleibt jedoch, wer dem Fahrzeug als Halter
zugeordnet wird. So wird ein selbstfahrendes Fahrzeug zwar durch seine
Software gesteuert; dies dndert jedoch nichts daran, dass die Verfligungs-
gewalt von demjenigen ausgeiibt wird, der berechtigt ist, die Software zu
starten und zu beenden und der dieses Recht ggf. an andere tibertragen
kann.3*> Gleiches gilt auch fiir den Halter eines konventionellen Fahrzeugs,
der dieses verschiedenen Fahrern zur Verfiigung stellen kann, ohne dass die
tatsachliche Verfiigungsgewalt dadurch berithrt wird.33¢ Auch die Nutzung
eines selbstfahrenden Taxis oder eines Vehicle on Demand begriindet keine
Haltereigenschaft des jeweiligen Bestellers, da dieser nur fiir die Dauer
der Fahrt iiber das Fahrtziel bestimmen kann. Dies entspricht ebenfalls
der voriibergehenden Miete eines konventionellen Fahrzeugs oder der Nut-
zung von kommerziellen Car-Sharing-Dienstleistern. Auch hier bleibt der
Vermieter bzw. Dienstanbieter trotz der zeitweiligen Uberlassung Halter des

329 BGH, Urt. v. 29.5.1954 - VI ZR 111/53 (BGHZ 13, 351); BGH, Urt. v. 10.7.2007 - VI
ZR199/06, Rn.7 (BGHZ 173, 182).

330 RG, Urt.v.18.9.1933 - VI164/33 (RGZ 141, 400).

331 RG, Urt. v.19.11.1917 - VI 237/17 (RGZ 91, 269); OLG Schleswig, Beschl. v. 20.9.2004
-2 Ss133/04 (111/04) (BeckRS 2014, 2605).

332 BGH, Urt. v. 22.3.1983 - VI ZR 108/81 (BGHZ 87, 133); BGH, Urt. v. 26.11.1985 — VI
ZR 149/84 (VersR 1986, 169); BGH, Urt. v. 10.7.2007 - VI ZR 199/06 (BGHZ 173,
182).

333 BGH, Urt. v. 26.11.1996 - VI ZR 97/96, Rn. 8 (NJW 1997, 660).

334 BGH, Urt. v. 10.11.1977 - III ZR 79/75, Rn. 32 (BGHZ 70, 7); BGH, Urt. v. 3.12.1991 -
VI ZR 378/90 (BGHZ 116, 200).

335 So auch: Fleck/Thomas, NJOZ 2015, S. 1393 (1394).

336 BGH, Urt. v. 3.12.1991 - VI ZR 378/90 (BGHZ 116, 200).

97

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Fahrzeugs.3¥” Insofern ergeben sich auch keine Besonderheiten hinsichtlich
der Haltereigenschaft bei selbstfahrenden Fahrzeugen.

Hervorzuheben ist, dass der Gesetzgeber bei Fahrzeugen mit autonomen
Fahrfunktionen offenbar davon ausgeht, dass der typische Halter eines der-
artigen Fahrzeugs keine privat handelnde Person ist, da die an den Halter
in § 1f Abs. 1 StVG formulierten Pflichten fiir den Halter von Privatpersonen
kaum erfiillt werden konnen.38 Insbesondere das Vorhalten einer Haupt-
untersuchung und das aufwindige Verfahren zur Anderung der festgelegten
Betriebsbereiche sind nicht auf die private Nutzung zugeschnitten, so dass
der Gesetzgeber mit dem Gesetz offensichtlich gewerbliche Flottenbetrei-
ber im Blick hat.?3° Halter wird also regelmaf3ig keine Privatperson sein.

5. Bei dem Betrieb

Der Unfall muss sich zudem ,bei Betrieb“ eines Kraftfahrzeugs ereignen.

a. Zugrundeliegender Rechtsgedanke

Die Haftung nach §7 Abs.1 StVG kniipft an die Betriebsgefahr an. Der
Schaden muss ,bei dem Betrieb“ eines Kraftfahrzeugs entstanden sein. Da-
bei ist einerseits zu ermitteln, welche Vorginge deskriptiv unter den Begriff
des Betriebes zu fassen sind, und andererseits, welche Ereignisse diesem
Betrieb kausal zuzurechnen sind.34?

Urspriinglich wurde in der Rechtsprechung zur Begriffsbestimmung die
sogenannte maschinentechnische Auffassung vertreten. Danach ist darun-
ter das Einwirken von motorischen Kriften auf das Fahrzeug zum Zweck

337 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.196 ff. anders jedoch,
wenn mehrere Personen sich den Gebrauch und die Betriebskosten teilen. In dieser
Form des ,,Car-Sharings“ werden alle an der Vereinbarung beteiligten Personen Hal-
ter des Fahrzeugs, Laws/Lohmeyer/Vinke, in: jurisPK-StrVerkR, § 7 StVG Rn. 258 f.
(Stand: 5.5.2023); zur sachlichen Abgrenzung dieser Form des ,Car-Sharings“ von
den heute gingigeren kommerziellen ,Car-Sharing-Dienstanbietern® s.a. Schoner,
BB 1996, S. 438 ff.; ausfiihrlich auch Rosenberger, Die auflervertragliche Haftung fiir
automatisierte Fahrzeuge, 2022, S. 89 ff.

338 Hilgendorf, Z 2021, S. 444 (453); kritisch Haupt, NZV 2022, S. 265 (265 ff.).

339 Steege, SVR 2022, S. 161 (164, 166).

340 Greger, in: Greger/Zwickel, Haftung im Straffenverkehr, Rz. 3.56.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

der bestimmungsgemaflen Bewegung zu verstehen.>#! Das Reichsgericht hat
diese Formel jedoch zugunsten des verkehrstechnischen Betriebsbegriffs
aufgegeben.?*? Nach diesem weiten Verstindnis geht eine Betriebsgefahr
vom Fahrzeug auch dann aus, wenn sich in einem nahen ortlichen und
zeitlichen Zusammenhang mit einem bestimmten Betriebsvorgang oder
einer Betriebseinrichtung ein Unfallereignis verwirklicht hat. Im Gegen-
satz zur vorangegangenen Auslegung des Begriffs kommt es damit auf
den Motor als Kraftquelle nicht mehr an.3** Dementsprechend konnen
im Einzelfall auch von einem abgestellten, geparkten oder kurzzeitig ab-
gestellten Fahrzeug Betriebsgefahren ausgehen.3** Die heute herrschende
verkehrstechnische Auffassung tragt dem Sinn und Zweck des Gesetzes, die
Verkehrsteilnehmer vor den wachsenden Gefahren des Straflenverkehrs zu
schiitzen, durch eine weite Auslegung des Betriebsbegriffs Rechnung.3#> Es
kommt demnach gerade nicht auf die typischerweise von einem Fahrzeug
ausgehenden Gefahren an (kraftfahrspezifische Gefahr),?4¢ d.h. auch solche
Ereignisse sind dem Betrieb zuzurechnen, die sich auch auf andere Weise,
ohne Verwendung eines Kraftfahrzeugs, hitten verwirklichen konnen.3*” Es
handelt sich also auf Ebene des Haftungsgrundes um das Vorliegen einer
lediglich abstrakten Betriebsgefahr.348

Neben dieser begrifflichen Eingrenzung des Tatbestandsmerkmals bedarf
es auch eines kausalen Erfordernisses. Durch das Wort ,bei“ wird ein
Zurechnungszusammenhang zwischen der Betriebsgefahr und dem Unfall-
ereignis postuliert.3* Dabei kommt es auf einen rechtlich relevanten Zu-
sammenhang zwischen dem Schaden und der vom Fahrzeug ausgehenden
Betriebsgefahr an.3* In der Rechtsprechung haben sich hierzu neben den
allgemeinen Begriffen wie Addquanz und Schutzzweck der Norm vielfaltige

341 RG, Urt. v.12.11.1928 - VI 173/28 (RGZ 122, 270).

342 BGH, Urt. v. 9.1.1959 - VI ZR 202/57 (BGHZ 29, 163).

343 Ebenda, Rn. 8.

344 BGH, Urt. v. 1.10.1957 - VI ZR 225/56 (NJW 1957, 1878).

345 BGH, Urt. v. 9.1.1959 - VI ZR 202/57 (NJW 1959, 627); BGH, Urt. v. 1.10.1957 - VI
ZR 225/56 (NJW 1957, 1878).

346 Anders bspw. bei der ebenfalls als Gefahrdungstatbestand ausgestalteten Tierhalter-
haftung, bei der sich eine tierspezifische Gefahr realisieren muss. Vgl. Wagner, in:
MiKO-BGB, § 833 BGB Rn. 15.

347 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.64.

348 Ebenda, Rz.3.2.

349 Vgl. etwa BGH, Urt. v. 24.3.2015 - VI ZR 265/14, Rn. 5 (NJW 2015, 1681); BGH, Urt.
v. 21.1.2014 - VI ZR 253/13, Rn. 5 (BGHZ 199, 377).

350 Konig, in: Hentschel/Konig/Dauer, Stralenverkehrsrecht, § 7 StVG Rn. 4.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Fallgruppen herausgebildet, die der Bestimmung des Zurechnungszusam-
menhangs dienen.?>! Entscheidend ist, dass eine Haftung nach §7 Abs.1
StVG nur dann in Betracht kommt, wenn sich die Betriebsgefahr auch
auf den Schadensverlauf ausgewirkt hat und der Unfall nicht durch véllig
betriebsfremde Vorginge verursacht wurde.

b. Anwendbarkeit auf automatisierte Fahrzeuge

Zum Teil wird in Frage gestellt, ob von automatisierten Fahrzeugen, sofern
sie sich im hoch- oder vollautomatisierten bzw. autonomen Fahrbetrieb
befinden, tiberhaupt betriebsbezogene Gefahren ausgehen, solange sie fah-
rerlos betrieben werden.’>? Der Gesetzgeber hat in §la Abs.4 StVG aus-
driicklich klargestellt, dass auch bei Verwendung der automatisierten Fahr-
funktionen von einer Fahrzeugfithrereigenschaft auszugehen ist. Auch § la
Abs.1 StVG geht wie selbstverstindlich von einem mdglichen zuldssigen
Betrieb aus, so dass kein Zweifel an der Betriebsgefahrhaftung fiir hoch-
und vollautomatisierte Fahrzeuge besteht. Gleiches gilt fiir Fahrzeuge mit
autonomen Fahrfunktionen. Auch hier geht der Gesetzgeber in § le Abs.1
StVG vom zulédssigen Betrieb derartiger Fahrzeuge aus, so dass davon aus-
zugehen ist, dass er an Anwendbarkeit der Gefahrdungshaftung festhalten
wollte. Die Halterhaftung gilt also auch umfassend fiir automatisierte Fahr-
zeuge.>>

c. Anwendbarkeit auf autonome Fahrzeuge

Es stellt sich allerdings die Frage, ob die abstrakte Betriebsgefahr als An-
kniipfungspunkt fiir die Haftung nach § 7 Abs. 1 StVG auch fiir den Betrieb
autonomer Fahrzeuge in gleicher Weise herangezogen werden kann. Auf
den ersten Blick erscheint dies unproblematisch moglich. Schliefilich geht

351 Vertiefend Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.103 ff.

352 Ausfiihrlich Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeu-
ge, 2022, S. 94 f.

353 So auch Armbriister, ZRP 2017, S.83 (84); Wolfers, RAW 2018, S. 94 (99); Greger,
NZV 2018, S.1; Freise, VersR 2019, S. 65 (69); Stober/Pieronczyk/Maller, DAR 2020,
S. 609 (610); Lutz, in: Hartmann, KI & Recht, 2020, S. 117 (120).
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A. Haftung des Halters nach § 7 Abs. 1 StVG

auch von autonomen Fahrzeugen eine Gefahr vom Betrieb aus, die sich
zwangslaufig in Unfillen manifestieren wird.3>

Andererseits lasst sich mit Blick auf den Sinn und Zweck der Gefdhr-
dungshaftung vertreten, dass dem Halter in diesem Rahmen keine Gefah-
ren zugerechnet werden sollen, die von ihm nicht mehr beherrschbar
sind. So bezweifeln Borges*>> und Konig,**® dass die Betriebsgefahr beim
autonomen Fahren unter dem Gesichtspunkt der vermeintlich fehlenden
Beherrschbarkeit der Gefahr noch dem Halter zuzurechnen ist.3%” Schirmer
geht sogar so weit, dass die Halterhaftung nach §7 Abs.1 StVG eine Fol-
ge des ,Faktor Mensch® und seiner ,individuellen Unzuldnglichkeit® sei,
mit der die vom selbstfahrenden Fahrzeug ausgehende Autonomiegefahr
nicht vergleichbar sei.?*8 Aus diesem Grund fielen selbstfahrende Fahrzeuge
schon gar nicht unter den Schutzzweck des § 7 Abs. 1 StVG.3>

Dem ist zwar insoweit zuzustimmen, dass es einen Unterschied zwischen
den Einflussmoglichkeiten des Halters eines konventionellen Fahrzeugs
und denen eines autonomen Fahrzeugs gibt. Ersterer hat diverse Moglich-
keiten, die von seinem Fahrzeug ausgehende Gefahr in Teilen zu reduzie-
ren. Solange er selbst fahrt, kann er durch eine umsichtige Fahrweise
Unfille weitestgehend vermeiden. Er kann auch bestimmen, wem er sein
Fahrzeug zur Verfiigung stellt und es nur Fahrern iiberlassen, von deren
Fahrfahigkeit er sich zuvor iiberzeugt hat, oder die Uberlassung an be-
stimmte Bedingungen kniipfen. Demgegeniiber verliert der Halter eines
autonomen Fahrzeugs jegliche Einflussmoglichkeit auf die Verwirklichung
der Betriebsgefahr seines Fahrzeugs, sobald die Software die Steuerung
tibernimmt. Er kann zwar das ,Ob“ des Betriebs bestimmen, nicht aber
das ,Wie® Damit fehlt ihm ab dem Zeitpunkt des Betriebsbeginns jede
Moglichkeit der konkreten Gefahrbeherrschung.36°

354 So auch ein Grof3teil der Literatur: Lutz/Tang/Lienkamp, NZV 2013, S.57 (60);
Fleck/Thomas, NJOZ 2015, S.1393 (1394); Sosnitza, CR 2016, S. 764 (768); Franke,
DAR 2016, S.61 (63); Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019,
S.30; Wagner, VersR 2020, S. 717 (731); Lutz, in: Hartmann, KI & Recht, 2020, S. 117
(120); Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021,
S. 33.

355 Borges, CR 2016, S. 272 (280).

356 Konig, JR 2017, S. 323 (330).

357 Beide Autoren lehnen jedoch eine Halterhaftung nach § 7 StVG fiir autonome Fahr-
zeuge im Ergebnis nicht ab.

358 Schirmer, RW 2018, S. 453 (467).

359 Ebenda, S. 470.

360 So auch: Konig, JR 2017, S. 323 (330).
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Bei Lichte betrachtet kann jedoch auch der Halter eines konventionellen
Fahrzeugs die von seinem Fahrzeug ausgehenden Gefahren nur bis zu
einem gewissen Grad minimieren. Zwar kann er sein Fahrzeug nur sorgfal-
tig ausgewdhlten Fahrern iiberlassen. Aber auch dies schliefit nicht aus,
dass sich diese unachtsam verhalten und es zu Unfallsituationen kommt.
Insofern macht es keinen relevanten Unterschied, ob das Fahrzeug einem
anderen Fahrer oder einem Steuerungssystem iiberlassen wird.

Die Gefahrbeherrschung erstreckt sich zudem nicht auf jeden einzelnen
Aspekt des Betriebs, vielmehr soll im Rahmen der Gefédhrdungshaftung
ein Verantwortungssubjekt fiir das Eréffnen der von Kraftfahrzeugen ausge-
henden Betriebsgefahr zugeordnet werden. Haftungssubjekt ist deshalb der-
jenige, welcher berechtigt ist, den Betrieb in Gang zu setzen und der damit
ein abstraktes Gefahrenpotenzial im Straflenverkehr zu schafft.3¢! Hierin
liegt der Unterschied zur Verschuldenshaftung. Bei dieser ist Ankniipfungs-
punkt nicht die erlaubte Schaffung einer Gefahrenlage, sondern dass die
Verwirklichung einer Gefahr unter rechtswidriger Auflerachtlassung der
im Verkehr erforderlichen Sorgfalt nicht verhindert wurde.3®> Wire der
Anwendungsbereich der Gefahrdungshaftung hingegen nur auf konkret
beherrschbare Gefahren beschriankt, wiare die Norm des § 17 Abs.3 StVG
tberfliissig. Der Haftungsausschluss fiir unabwendbare Ereignisse gewéhrt
im Einzelfall eine Haftungsfreistellung der Haftung, wenn sich ausnahms-
weise eine Gefahr verwirklicht, die auch durch die hochstmogliche Vorsicht
nicht abgewendet werden kann.?®3 Dies ist jedoch die Ausnahme und nicht
die Regel.

Gerade weil der Betrieb eines Kraftfahrzeugs im Straflenverkehr nicht zu
jeder Zeit beherrschbar ist, soll der Halter auch fiir diese erlaubte Gefahr
einstehen. Die Gefdhrdungshaftung nach §7 StVG weist also dem Halter
die Haftung auch fiir im Einzelfall nicht beherrschbare Risiken zu, da er die
Gefahrenquelle eroffnet hat und sie abstrakt beherrscht.3¢* Auch die weite
Auslegung des Begriffs ,Betrieb® spricht dafiir, dass autonome Fahrzeuge
in den Schutzbereich des § 7 Abs.1 StVG fallen. Demnach kann es keinen

361 BGH, Urt.v.22.3.1983 - VI ZR 108/81 (BGHZ 87, 133).

362 Wagner, in: MiiKo-BGB, § 823 BGB Rn. 456; zur Grauzone zwischen der Haftung
aus Verkerhrssicherungspflichten und Gefahrdungshaftung vgl. Spindler, CR 2015,
S.766 (768).

363 Wagner, VersR 2020, S. 717 (732).

364 Hierzu auch bereits zitiertes BGH-Urteil, nachdem die Haftung des Halters den
Preis fir die Verwendung des Kfz im Straflenverkehr darstellt: BGH, Urt. v.
24.3.2015 - VI ZR 265/14 (NJW 2015, 1681).
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A. Haftung des Halters nach § 7 Abs. 1 StVG

Unterschied machen, ob ein Unfall durch menschlichen Betrieb oder auto-
nomen Betrieb (mit-)verursacht wurde.?¢

Selbst wenn man dem Gedanken der fehlenden haftungsrechtlichen Ver-
antwortlichkeit mangels Beherrschbarkeit der Gefahr durch den Halter fol-
gen wolle, miisse eine vom Halter nicht beherrschbare Gefahr ihm gleich-
wohl unter Zurechnungsgesichtspunkten zugeordnet werden. Armbriister
begriindet dies damit, dass derjenige, der sich zur Erfiillung haftungsge-
neigter Tatigkeiten Dritter bedient, sich nicht nur der hieraus resultieren-
den Vorteile bedienen darf, sondern kehrseitig auch die damit verbundenen
Haftungsrisiken zu tragen habe. Dass es sich bei dem Dritten um eine Soft-
ware und nicht um einen Menschen handele, mache keinen Unterschied.36¢

Bedenken koénnten sich noch aus dem Rechtsgedanken des §7 Abs.2
und 3 StVG ergeben, wonach der Halter weder fiir hohere Gewalt noch
fur eine unbefugte Nutzung des Fahrzeugs einzustehen hat.3¢” Beiden
Vorschriften ist gemein, dass hier allgemeine Zurechnungsgedanken zum
Tragen kommen. Der Halter eines Fahrzeuges soll dann nicht haften, wenn
die Unfallursache schon gar nicht im Betrieb des Fahrzeugs liegt (hdhere
Gewalt) oder wenn der Betrieb ohne Wissen und Wollen des Halters in
Gang gesetzt wurde (sog. Schwarzfahrt). Diese beiden Tatbestinde lassen
sich aber nicht auf das autonome Fahren anwenden. Hohere Gewalt ist
ein von auflen auf das Fahrzeug einwirkendes, betriebsfremdes Ereignis.>68
Die Steuerung des Fahrzeugs durch die installierte Software ist jedoch der
Inbegrift des Betriebs. Trotz der fehlenden Einflussmoglichkeit auf den Be-
triebsvorgang im Einzelnen steht dieser Fall der héheren Gewalt diametral
entgegen. Weder handelt es sich um @uflere noch betriebsferne Vorginge.
Bei der Schwarzfahrt hingegen wird das Fahrzeug ohne Wissen und Wollen
des Halters genutzt. Dies ist beim bestimmungsgeméfien Gebrauch eines
selbstfahrenden Fahrzeugs gerade nicht der Fall. Die Haftungsbefreiung
des Halters bei unbefugter Fahrzeugbenutzung beruht darauf, dass der
unbefugte Benutzer durch sein Verhalten die mit der Schwarzfahrt verbun-
denen Gefahren herbeifiihrt und die Schwarzfahrt somit in seinem eigenen
Interesse erfolgt.3¢

365 Wagner, VersR 2020, S. 717 (732).

366 Armbriister, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.205
(211f).

367 Hierzu noch ausfithrlich in 3. Teil: A. III. 1 und 2.

368 BGH, Urt. v. 15.3.1988 — VI ZR 115/87, Rn.13 (VersR 1988, 910); BGH, Urt. v.
23.10.1952 - III ZR 364/51, Rn. 5 (BGHZ 7, 338).

369 Laws/Lohmeyer/Vinke, in: jurisPK-StrVerkR, § 7 StVG Rn. 301 (Stand: 5.5.2023).
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Die Zurechnung des Betriebs eines Fahrzeugs mittels eines autonomen
Fahrsystems widerspricht daher nicht dem Gedanken der Gefahrbeherr-
schung, da die Gefahr nach objektiven Kriterien weiterhin dem Halter zu-
geordnet werden kann. Dass der Hersteller auch fiir die Betriebsgefahr des
Fahrzeugs haftet, steht dem Sinn und Zweck der Gefahrdungshaftung des
Halters nicht entgegen.*’° Die von Schirmer vorgebrachten Argumente fiir
einen Ausschluss autonomer Fahrzeuge aus der Halterhaftung {iberzeugen
demgegeniiber nicht.?”!

6. Zwischenergebnis

Der Tatbestand des § 7 Abs. 1 StVG ist umfassend auch auf selbstfahrende
Fahrzeuge anwendbar. Fiir automatisierte Fahrzeuge hat der Gesetzgeber
ausdriicklich festgelegt, dass der Betrieb solcher Fahrzeuge in den Anwen-
dungsbereich des § 7 Abs. 1 fillt. Fiir autonome Fahrzeuge fehlt zwar eine
gesetzliche Regelung, die besseren Argumente sprechen aber dafiir, auch sie
der Halterhaftung zu unterwerfen.

IT1. Haftungsausschliisse und Haftungsbegrenzungen
Die Gefahrdungshaftung ist nicht grenzenlos ausgestaltet. Das Gesetz sieht

eine Reihe von Haftungsbeschrankungen und -begrenzungen vor, auf die
im Folgenden eingegangen wird.”2

370 So auch ein Grofiteil der Literatur: Lutz/Tang/Lienkamp, NZV 2013, S.57 (60);
Fleck/Thomas, NJOZ 2015, S.1393 (1394); Sosnitza, CR 2016, S.764 (768); Fran-
ke, DAR 2016, S. 61 (63); Hammel, Haftung und Versicherung bei Personenkraft-
wagen mit Fahrerassistenzsystemen, 2016, S.206f.; Hey, Haftung des Herstellers
autonomer Fahrzeuge, 2019, S.30; Wagner, VersR 2020, S.717 (731); Buck-Heeb/
Dieckmann, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1
Rn. 16; Lutz, in: Hartmann, KI & Recht, 2020, S.117 (120); Hinze, Haftungsrisiken
des automatisierten und autonomen Fahrens, 2021, S. 33.

371 So auch Wagner, VersR 2020, S. 717 (732).

372 Daneben gibt es noch weitere Haftungsbeschrankungen, die sich aus entweder un-
mittelbar aus dem StVG oder anderen Gesetzen ergeben, fiir die im Zusammenhang
mit selbstfahrenden Fahrzeugen keine Besonderheiten gelten. Vgl. iibersichtshalber
Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 22.11f.
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A. Haftung des Halters nach § 7 Abs. 1 StVG
1. Hohere Gewalt, § 7 Abs. 2 StVG

Gemafd § 7 Abs. 2 StVG haftet der Halter nicht, wenn der Unfall auf héhere
Gewalt zurtickzufiihren ist. Der Halter tragt diesbeztiglich die Beweislast.3”3
Hohere Gewalt ist ein von auflen - durch elementare Naturkrifte oder
durch Handlungen Dritter Personen — auf den Betrieb einwirkendes Ereig-
nis, das so auflergewohnlich ist, dass der Halter mit seinem Eintritt nicht
zu rechnen braucht, und das weder durch wirtschaftlich ertragliche Mittel
noch durch duflerste und nach Sachlage verniinftigerweise zu erwartende
Sorgfalt verhiitet oder unschéddlich gemacht werden kann.3”* Der Halter
ist dann von der Haftung zu befreien, wenn sich zwar die Betriebsgefahr
verwirklicht, diese aber durch duflere Ereignisse so stark gepragt ist, dass
der Zurechnungszusammenhang fehlt.

a. Einwirkung von auflen

Auch bei selbstfahrenden Fahrzeugen kénnen betriebsfremde Ereignisse
wie Naturereignisse zum Ausschluss der Haftung fithren.”> Dazu gehoren
jedoch regelméflig keine technischen Fehlfunktionen des Fahrzeugs und
seiner Software.?”® Diese sind gerade keine dufleren Ereignisse, sondern
betriebsimmanente Gefahren, die sich der Halter zurechnen lassen muss.3””
Ein plotzlicher und unvorhersehbarer Defekt wire daher nicht als hohere
Gewalt anzusehen, da sich hier gerade das typische Betriebsrisiko verwirk-
licht, dass die technischen Vorrichtungen wéhrend der Fahrt versagen kon-
nen. Gleiches gilt fiir softwarebedingte Stdrungen.

373 Ebenda, Rz. 3.262.

374 RG, Urt. v. 3.12.1906 - VI 112/06 (RGZ 64, 404); BGH, Urt. v. 23.10.1952 - III ZR
364/51 (BGHZ 7, 338); BGH, Urt. v. 15.3.1988 — VI ZR 115/87 (VersR 1988, 910).

375 Eingehend zum Begriff der hoheren Gewalt: Greger, in: Greger/Zwickel, Haftung
im Straflenverkehr, Rz. 3.263 ff.

376 Burmann, in: Burmann/Hef3/ Hiihnermann/Jahnke, StrafSenverkehrsrecht, § 7 StVG
Rn.17.

377 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S.305 (311f.); Wag-
ner/Ruttloff/Freytag, CB 2017, S.386 (388); Buck-Heeb/Dieckmann, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1 Rn.9; Armbriister,
ZRP 2017, S. 83 (84); Konig, JR 2017, S. 323 (325); Rosenberger, Die auflervertragliche
Haftung fiir automatisierte Fahrzeuge, 2022, S. 101f.; Sosnitza, CR 2016, S. 764 (768);
Franke, DAR 2016, S. 61 (63); Solmecke/Jockisch, MMR 2016, S. 359 (362); Schrader,
NJW 2015, S. 3537 (3537 £.); Fleck/Thomas, NJOZ 2015, S.1393 (1394).
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Zu kléren ist allerdings, ob auch ein Hackerangriff auf die Software, der
zu einem Unfall fithrt, als ein Ereignis hoherer Gewalt anzusehen ist. Wiir-
de man jeden erfolgreichen Hackerangriff als Mangel der Systemsicherheit
und damit als technisches Versagen werten, ldge keine héhere Gewalt
vor.’’® Ein fremdgesteuertes Fahrzeug verhalt sich jedoch nicht von sich
aus fehlerhaft, sondern wird von aufien manipuliert.’”® Als Einwirkung von
auflen sind nach der Rechtsprechung auch nicht zu verhindernde (konven-
tionelle) Sabotageakte anzusehen.3® Insofern ist es durchaus vertretbar,
Hackerangriffe als Einwirkung von aufien anzusehen.

b. Auflergewohnlichkeit

Allerdings nimmt die Rechtsprechung an, dass solche Ereignisse nur dann
betriebsfremd sind, wenn sie derart ungewdhnlich sind, dass sie dhnlich
wie Naturereignisse einen einmaligen Ausnahmecharakter haben.?8!
Entscheidend ist also auch, ob es sich um typischerweise auftretende
Angriffe auf die Sicherheit handelt oder ob singuldre, v6llig unvorhersehba-
re Ereignisse den Unfall verursachen. In Zukunft ist mit Angriffen auf die
Steuerungssoftware zu rechnen.*? Bereits heute gibt es Beispiele, bei denen
erfolgreich in die IT-Sicherheit von Fahrzeugen eingegriffen wurde.3%3 Dies
kann iiber physische oder drahtlose Zuginge erfolgen. So konnen Angriffe
tiber die externen Ports der Fahrzeugsteuerung erfolgen. Schadsoftware
konnte tiber ein mit dem Fahrzeug verbundenes Smartphone die Steue-
rungstechnik infizieren.3®* Hackern gelang es, testweise drahtlos iiber den
CAN-Bus in das Steuerungssystem einzudringen und von dort aus den
Zugriff auszuweiten. So iibernahmen sie die Kontrolle {iber die mechani-

378 Franke, DAR 2016, S. 61 (63).

379 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S.305 (101); auch
Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.103f.; aA Freise, VersR 2019, S. 65 (69); Martin/Uhl, RAW 2020, S. 7 (10).

380 BGH, Urt.v.12.7.1988 - VI ZR 256/87 (BGHZ 105, 135).

381 BGH, Urt. v. 26.2.1976 - I11 ZR 88/73, Rn. 51 (VersR 1976, 757).

382 Siehe hierzu auch 2. Teil: E. IL. 6.

383 Eine Ubersicht {iber mogliche Hacking-Szenarien: Méller/Haas, Guide to Automo-
tive Connectivity and Cybersecurity, 2019, S. 330 ff.; Checkoway u. a., Comprehen-
sive experimental analyses of automotive attack surfaces, 2011; Currie, Develop-
ments in Car Hacking, 2016, S. 14-22.

384 Checkoway u. a., Comprehensive experimental analyses of automotive attack sur-
faces, 2011 Abschn. 3.1.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

sche Steuerung des Fahrzeugs und mandvrierten es in einen Graben.3®
Auch andere Cyber-Angriffe auf die Datenverarbeitung sind méglich und
wahrscheinlich.3¢ Dazu gehort die bewusste Manipulation der vom Fahr-
zeug wahrnehmbaren Infrastruktur oder die Tduschung der Fahrzeugsen-
sorik auf andere Weise.?¥” Denkbar sind einfache Manipulationen der Fahr-
bahn, welche den Spurhalteassistenten auf die falsche Fahrbahn lenken.388
Dariiber hinaus gibt es Versuche, die zeigen, dass mit manipulierten Ver-
kehrszeichen Einfluss auf die Steuerung autonomer Fahrzeuge genommen
werden kann.’%?

Mit zunehmender Automatisierung und Autonomisierung ist mit einer
deutlichen Zunahme solcher Vorfille zu rechnen.*® Es muss jedoch je
nach Art des Angriffs gepriift werden, ob ein singuldres oder typisches
Hacking-Szenario vorliegt.*! So sind auch Angriffe denkbar, die als sin-
guldre Sabotageakte Ausnahmecharakter haben konnen. Dies konnte z.B.
bei einer Stérung des GPS oder eines Funkmastes der Fall sein.>*?> Doch
selbst in derartigen Fallen lief3e sich einwenden, dass blof} ein technischer
Defekt vorliege. Denn sollte die Fahrzeugsteuerung bei Storungen des GPS
oder bei einer Sabotage von Funkmasten nicht in der Lage sein, diese zu
erkennen und sich ggf. in einen risikominimalen Zustand zu versetzen, lige
ebenfalls ein Mangel der Software bei der Funktionalitit der Selbstwahr-
nehmung vor. Sofern Cyber-Angriffe nach Art und Ausmaf nicht vollig

385 Miller/Valasek, Remote Exploitation of an Unaltered Passenger Vehicle, 2015; Bun-
desamt fiir Sicherheit in der Informationstechnik, Die Lage der IT-Sicherheit in
Deutschland 2015, 2015, S. 21.

386 Petit/Shladover (2015) 16 IEEE Transactions on Intelligent Transportation Sys-
tems 546.

387 Petit/Shladover (2015) 16 IEEE Transactions on Intelligent Transportation Sys-
tems 546 (550).

388 Tencent Keen Security Lab, Experimental Security Research of Tesla Autopilot, 2019,
S.32ft.

389 Sitawarin u. a., DARTS: Deceiving autonomous cars with toxic signs, 2018; Nassi
u. a., MobilBye: Attacking ADAS with camera spoofing, 2019.

390 Petit/Shladover (2015) 16 IEEE Transactions on Intelligent Transportation Sys-
tems 546; Raith, Das vernetzte Automobil, 2019, S.66; Létscher, Wenn das Auto
den Laster nicht sieht — Verschiebung zivilrechtlicher Verantwortlichkeit aufgrund
intelligenter Algorithmen?, Jusletter IT v. 24.11.2016, https://jusletter-it.weblaw.ch/is
sues/2016/24-November-2016/wenn-das-auto-den-la_75964ba4b5.ht ml, Rn. 21.

391 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.104f.

392 Vgl. Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Sys-
teme, 2016, S.328f.; Konig, JR 2017, S.323 (325); Ringlage, Haftungskonzepte fiir
autonomes Fahren, 2021, S. 44 f.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

untypisch auftreten, sind sie in der Regel nicht so aulergewohnlich, dass
sie als hohere Gewalt eingestuft werden konnen.>%

c. Unabwendbarkeit

Hinzu kommt, dass auch Sabotageakte nur dann als hohere Gewalt anzu-
sehen sind, wenn sie sich mit zumutbaren Mitteln durch die duflerste, ver-
niinftigerweise zu erwartende Sorgfalt nicht verhindert werden konnen.3*
Da dieser Sorgfaltsmafistab den Halter triftt, zahlt hierzu die Pflicht, recht-
zeitig und regelmaflig Sicherheitsupdates durchzufithren (vgl. §1f Abs.1
Nr.1 StVG).3*> Dies setzt allerdings voraus, dass auch Updates verfiigbar
sind. Ist dies nicht der Fall, kann es bei 6ffentlich bekannten Sicherheitslii-
cken zumutbar sein, das Fahrzeug nicht zu nutzen.*® Stellt der Hersteller
hingegen keine Updates bereit oder ist dessen IT-Sicherheit unzureichend,
obwohl die Sicherheitsliicke bekannt war, fithrt dies als technischer Man-
gel zum Ausschluss der Annahme hoherer Gewalt.?*” Es muss also im
Einzelfall entschieden werden, ob ein Hackerangriff vermeidbar ist oder als
vorsatzlicher Eingriff Dritter als unabwendbar anzusehen ist.33

d. Zwischenergebnis

Mithin stellt ein Versagen der Software, aber auch ein Cyber-Angriff auf die
Steuerungssoftware des Fahrzeugs, regelmaflig keinen Fall hoherer Gewalt

393 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S. 305 (312).

394 BGH, Urt. v.12.7.1988 - VI ZR 256/87, Rn. 10 (BGHZ 105, 135).

395 Raith, Das vernetzte Automobil, 2019, S.66; nach Einschitzung des BSI ist eine
unverziigliche Einspielung von Sicherheitsupdates direkt nach Verfiigbarkeit zwin-
gend, um das Zeitfenster, in dem Softwaresysteme verwundbar sind, so klein wie
moglich zu halten: Bundesamt fiir Sicherheit in der Informationstechnik, Die Lage
der IT-Sicherheit in Deutschland 2015, S. 11.

396 Vgl. hierzu die Rechtsprechung des Reichsgerichts, nach der selbst bei unvorherseh-
baren Naturereignissen keine hdhere Gewalt angenommen werden kann, wenn eine
Aussetzung des Betriebes moglich ist: RG, Urt. v. 13.12.1920 - VI 455/20 (RGZ 101,
94).

397 So auch: Raith, Das vernetzte Automobil, 2019, S. 66; Schwartz, in: Taeger, Im Fokus
der Rechtsentwicklung, 2021, S. 305 (313).

398 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.105f.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

dar. Derartige Vorfille sind als technischer Defekt zu Kklassifizieren und
damit als Teil des typischen Betriebsrisikos zu qualifizieren.3*® Im Einzelfall
kann jedoch bei singuldren und nicht vermeidbaren Cyber-Angriffen von
hoherer Gewalt ausgegangen werden.*0°

2. Unbefugte Kraftfahrzeugbenutzung, § 7 Abs. 3 StVG

Eine weitere Ausnahme von der Gefdhrdungshaftung des Halters ist die
unbefugte Benutzung des Fahrzeugs. Nach § 7 Abs. 3 StVG ist die Haftung
ausgeschlossen, wenn das Fahrzeug ohne Wissen und Willen des Halters
benutzt wird.*"! In diesem Fall haftet der unbefugte Benutzer anstelle des
Halters. Dieser soll nicht fiir Betriebsrisiken einstehen miissen, die sich
aus einem Betrieb ergeben, fiir den allein ein Dritter verantwortlich ist.#02
Der Halter wird jedoch nur dann von seiner Haftung befreit, wenn er die
unbefugte Benutzung seines Fahrzeugs nicht zu verschulden hat (§ 7 Abs. 3
S.1 Hs.2 StVG). Andernfalls haftet er neben dem unbefugten Benutzer.
Die Haftung des Halters bleibt auch bestehen, wenn das Fahrzeug einem
anderen anvertraut wird und dieser es dann unberechtigterweise benutzt
(§7 Abs. 3 S.2 StVG).

a. Benutzung eines selbstfahrenden Fahrzeuges

Beim autonomen Fahren stellt sich die Frage, ob derjenige, der sich
durch einen Cyber-Angriff von aulen Zugriff auf die Fahrzeugsteuerung
verschalfft, als Benutzer 1.S.d. § 7 Abs. 3 StVG anzusehen ist.403

Wann ein Fahrzeug ,benutzt® wird, richtet sich nach den Kriterien der
Rechtsprechung zum einen nach der Fortbewegung im eigenen Interesse
und dem Einsatz von Motorkraft.*** Der Begrift des ,Benutzens® ist weiter

399 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S. 305 (313).

400 Vgl. auch Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021,
S.35f.

401 Laws/Lohmeyer/Vinke, in: jurisPK-StrVerkR, § 7 StVG Rn. 303 (Stand: 5.5.2023).

402 Laws/Lohmeyer/Vinke, in: jurisPK-StrVerkR, § 7 StVG Rn. 301 (Stand: 5.5.2023);
Borges, CR 2016, S. 272 (274).

403 Beispiele siehe 2. Teil: E. II. 6 sowie 3. Teil: A. IIL. 1. b.

404 BGH, Urt. v. 4.12.1956 - VI ZR 161/55 (BGHZ 22, 293).
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

zu verstehen als das ,Fithren” eines Kraftfahrzeugs.4%> Benutzer ist deshalb
auch derjenige, der nicht selbst fahrt, jedoch eine derart beherrschende
Stellung einnimmt, dass er die Fahrt veranlasst und steuert.**® Nach dieser
Definition ist also auch ein Hacker ein Benutzer, wenn er die Kontrolle
tiber die Fahrzeugsteuerung tibernimmt.*”” Auch der Wortlaut und die
Systematik der Norm sprechen nicht dagegen, einen Gebrauch auch dann
anzunehmen, wenn die Kontrolle iiber das Fahrzeug nur virtuell erlangt
wird. Zudem hat der Gesetzgeber hier nicht den Begriff des unbefugten
Fahrzeugfiihrers, sondern der unbefugten Benutzung gewihlt.

Fraglich ist ferner, ob die Benutzung auch die Erlangung der Sachherr-
schaft tiber das Fahrzeug voraussetzt.*%® Eine solche Auslegung gibt jedoch
weder der Wortlaut noch die Systematik der Vorschrift her. Auch nach
den Kriterien des BGH ist entscheidend, ob sich der unbefugte Nutzer als
Halter geriert. Dies ist dann der Fall, wenn er sich das Kraftfahrzeug un-
ter Verwendung der motorischen Kraft als Fortbewegungsmittel dienstbar
macht und dadurch die Verfiigungsgewalt iiber das Fahrzeug ausiibt, wie
sie sonst dem Halter zusteht.*®® Da die Nutzung weiter zu verstehen ist als
das Fithren eines Kfz, ist davon auszugehen, dass auch die Fernsteuerung
unter den Begriff des Benutzens fallt. Dafiir spricht zudem die Einfithrung
von Fahrzeugen mit autonomen Fahrfunktionen, bei denen schon im be-
stimmungsgemifien Betrieb ,die Fahraufgabe ohne eine fahrzeugfiihrende
Person selbststandig® erfiillt werden kann (§ 1d Abs. 1 Nr. 1 StVG). Auch der
Halter eines Fahrzeugs mit autonomen Fahrfunktionen muss fiir die eigene
Nutzung auch nicht die physische Verfiigungsgewalt ausiiben (bspw. Va-
let-Parking oder Vehicle-on-Demand), entsprechend kann eine unbefugte

405 BGH, Urt. v. 24.1.1961 - VI ZR 80/60 (MDR 1961, 310).

406 Burmann, in: Burmann/Hef$/Hithnermann/Jahnke, Straflenverkehrsrecht, § 7 StVG
Rn.18.

407 Im Ergebnis so auch: Raith, Das vernetzte Automobil, 2019, S. 63f.; Lotscher, Wenn
das Auto den Laster nicht sieht — Verschiebung zivilrechtlicher Verantwortlichkeit
aufgrund intelligenter Algorithmen?, Jusletter IT v. 24.11.2016, https://jusletter-it.we
blaw.ch/issues/2016/24-November-2016/wenn-das-auto-den-la_ 75964ba4b5.html,
Rn.19f.

408 Andeutungsweise: Gless/Janal, JR 2016, S.561 (571f.); ablehnend: Lotscher, Wenn
das Auto den Laster nicht sieht — Verschiebung zivilrechtlicher Verantwortlichkeit
aufgrund intelligenter Algorithmen?, Jusletter IT v. 24.11.2016, https://jusletter-it.we
blaw.ch/issues/2016/24-November-2016/wenn-das-auto-den-la_ 75964ba4b5.html,
Rn. 19f.

409 BGH, Urt. v. 4.12.1956 - VI ZR 161/55 (BGHZ 22, 293).
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A. Haftung des Halters nach § 7 Abs. 1 StVG

Nutzung ebenfalls auch ohne Erlangung der physischen Verfiigungsgewalt
erfolgen 410

Zu Kldren ist allerdings, ob gleichwohl jede Bemachtigung tiber das Fahr-
zeug bereits als Benutzung anzusehen ist. Der BGH hat zwar festgestellt,
dass auch eine Benutzung des Fahrzeugs vorliegt, wenn es fiir kiirzeste
Strecken zur Fortbewegung genutzt wird.#' Doch sind gerade im Wege
der digitalen Bemdéchtigung iiber ein Fahrzeug auch andere Szenarien
denkbar. So konnte ein Hackingangriff einzig darauf abzielen, das Fahrzeug
wihrend der Fahrt auszuschalten oder seine Funktionen lediglich so zu
manipulieren, dass es unkontrolliert weiterfahrt. Eine solche Form der blo-
3en Sabotage diirfte in der Tat nicht mehr als Nutzung anzusehen sein.*2
Im Vordergrund steht hier nicht mehr die maschinelle Fortbewegung des
Fahrzeugs im Interesse des Dritten. Vielmehr ldge hier ein Eingriff in die
Fahrtiichtigkeit des Fahrzeugs vor. Dieser Fall wire also nicht anders zu
bewerten als andere Eingriffe in den Straflenverkehr, fiir die der Halter
einzustehen hat, sofern sie nicht unter den Begriff der hoheren Gewalt oder
der Unabwendbarkeit fallen.*3

Ebenfalls stellt sich die Frage, ob es einen Unterschied macht, ob sich der
Angreifer wihrend der Fahrt Zugriff auf die Fahrzeugsteuerung verschaftt
oder ob er ein zuvor ausgeschaltetes Fahrzeug startet. Wahrend letztere
nach der hier vertretenen Auffassung als unbefugter Gebrauch anzusehen
ist, 44 stellt sich die Frage, ob auch in der ersten Variante eine unbefugte
Nutzung vorliegt. Denn in diesem Fall hat der Halter die Fahrt zunéchst
willentlich begonnen und erst danach die Kontrolle iiber die Bestimmungs-
gewalt verloren. Insofern kénnte daran zu zweifeln sein, ob die Nutzung
ohne Wissen und Willen des Halters erfolgt.*'> So stellt Hammel darauf
ab, dass ein einmal mit Wissen und Wollen in Gang gesetzter Betrieb des
Fahrzeugs auch fortwirkt, wenn die Steuerung von auflen von Dritten iiber-

410 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S.305 (313 f.); Unter-
richtung durch die Bundesregierung, v. 1.4.2021 BT-Drs. 19/28178, S. 25.

411 BGH, Urt. v. 9.12.1953 - VI ZR 121/52 (NJW 1954, 392).

412 So auch Piitz/Maier, r+s 2019, S.444 (446); Rosenberger, Die auflervertragliche
Haftung fiir automatisierte Fahrzeuge, 2022, S. 108.

413 Zur hoheren Gewalt und Unabwendbarkeit bei Hackerangriffen siehe: 3. Teil: A. IV.

414 So auch: Hammel, Haftung und Versicherung bei Personenkraftwagen mit Fahreras-
sistenzsystemen, 2016, S. 208.

415 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 36 f.
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nommen wird.#1 In diesem Fall hitte der Dritte keine ginzlich neue Gefahr
heraufbeschworen, vielmehr trete er in die bestehende Betriebsgefahr ein.
Hammel verkennt jedoch, dass durch die eigenverantwortliche Steuerung
auch eine neue Gefahr geschaffen wird. Aus diesem Grund kann dieser
Fall nicht anders bewertet werden wie die Inbetriebnahme des Fahrzeugs
durch einen unbefugten Dritten. Sofern der Halter vor Gefahren geschiitzt
werden soll, die er nicht geschaffen hat, muss dies auch dann gelten, wenn
dies erst nach Fahrtbeginn erfolgt. Dies muss erst recht gelten, wenn sich
der Halter gar nicht im Fahrzeug befindet und dieses ohne seine Kenntnis
und gegen seinen Willen fortbewegt wird. Eine Einschrankung ist nur dann
vorzunehmen, wenn der unbefugte Dritte zwar die Steuerung gegen den
Willen des Halters iibernimmt, aber den Zweck der Fahrt nicht andert, z.B.
weil er das Fahrtziel nicht dndert.*”

Somit kann festgestellt werden, dass eine Schwarzfahrt im Sinne des
§7 Abs.3 S.1 Hs.1 StVG beim autonomen Fahren grundsitzlich moglich
ist und weder davon abhéngt, ob der Hacker auch die physische Verfii-
gungsgewalt iiber das Fahrzeug ausiibt, noch davon, ob das Fahrzeug zum
Zeitpunkt des Hackerangriffs bereits in Betrieb ist.*!

b. Schuldhafte Ermdglichung

Der Halter haftet jedoch dann nicht, wenn er die Schwarzfahrt nicht zu
verschulden hat (§7 Abs.3 S.1 Hs.2 StVG). Es stellt sich also die Frage,
wann dem Halter die unbefugte Benutzung vorzuwerfen ist. Dies ist der
Fall, wenn dem Halter wenigstens Fahrléssigkeit (§ 276 BGB) vorzuwerfen
ist, er also die im Verkehr erforderliche Sorgfalt bei der Sicherung des
Fahrzeugs aufSer Acht gelassen hat. Gemaf3 § If Abs.1 Nr.1 StVG muss der
Halter eines Fahrzeugs mit autonomen Fahrfunktionen sicherstellen, dass
die fiir das autonome Fahren erforderlichen Systeme regelméflig gewartet
werden. Die StVZO und die StVO schreiben zudem vor, dass ein Fahrzeug

416 Hammel, Haftung und Versicherung bei Personenkraftwagen mit Fahrerassistenz-
systemen, 2016, S. 208.

417 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.225; Hinze, Haftungs-
risiken des automatisierten und autonomen Fahrens, 2021, S. 36 f.

418 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S.305 (313f); im
Ergebnis auch Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens,
2021, S.36f.; Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahr-
zeuge, 2022, S. 107 f.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

mit Sicherheitseinrichtungen gegen unbefugte Benutzung ausgeriistet sein
muss (§ 38a StVZO) und dass diese vom Benutzer zu verwenden sind (§ 14
Abs. 2 S.2 StVO).49

Wann also bei einem selbstfahrenden Fahrzeug ein Fahrldssigkeitsver-
stof3 wegen der Erméglichung der Schwarzfahrt vorliegt, hingt von der
vom Hersteller vorgesehenen Sicherheitstechnik ab. Je nachdem, welche
Zugangsmoglichkeiten das jeweilige Fahrzeug bietet, bestimmen sich die
Sorgfaltspflichten des Halters entsprechend. Wird der Zugang also iiber
einen Schliissel gewahrleistet, so hat er diesen ordnungsgemaf3 zu verwah-
ren.*?0 Erfolgt der Zugang iiber Passworter oder PIN-Codes, sind diese
ausreichend vor dem Zugriff Dritter zu schiitzen.*?! Sicherheitsupdates des
Herstellers sind zu installieren.*?? Im Allgemeinen hat der Halter fiir eine
zumutbare Reduzierung der Gefahrenlage zu sorgen.*?

Wahrscheinlich ist, dass die Hersteller den Zugang nicht mehr physisch,
sondern digital mittels einer App oder drahtlos erméglichen.?* Insofern ist
davon auszugehen, dass es vor allem darauf ankommt, dass der Halter nicht
schuldhaft einen Datenzugriff auf die Fahrzeugsoftware ermdglicht. Er hat
in zumutbarer Weise Vorkehrungen dafiir zu treffen, dass Dritte tiber die
dafiir vorgesehenen Zugangsmoglichkeiten keinen Zugriff erlangen.??> Fiir
die allgemeine Datensicherheit, also fiir Zugriffe auf die Fahrzeugsoftware
aufgrund von Sicherheitsliicken, ist dagegen der Hersteller als Dienstean-

419 Vgl. Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S. 305 (314).

420 Mw.N. Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.246.

421 BGH, Urt. v. 11.3.2009 - I ZR 114/06, Rn. 19 (BGHZ 180, 134).

422 Raith, Das vernetzte Automobil, 2019, S. 64; nach Einschitzung des BSI ist eine
unverziigliche Einspielung von Sicherheitsupdates direkt nach Verfiigbarkeit zwin-
gend, um das Zeitfenster, in dem Softwaresysteme verwundbar sind, so klein wie
moglich zu halten: Bundesamt fiir Sicherheit in der Informationstechnik, Die Lage
der IT-Sicherheit in Deutschland 2015, S. 11.

423 Ausfiihrlich zu Pflichten von Software-Anwendern: Koch, CR 2009, S. 485 (486 f.).

424 Eine Umfrage unter 100 Geschiftsfithrern und Vorstinden aus dem Automobilsek-
tor durchgefithrt Bundesverband Informationswirtschaft, Telekommunikation und
neue Medien e. V. (BITKOM) aus dem Jahr 2015 ergab, dass 92 % der Befragten der
Aussage zustimmen, dass das Auto im Zuge der Digitalisierung mit dem Smartpho-
ne verschmelzen wird und gerade der Zugang und die Verriegelung des Fahrzeug
per App bedient werden kénnen, BITKOM, Jedes zweite Automobilunternehmen
erwartet Durchbruch fiir autonomes Fahren bis 2030 (Pressemitteilung), v. 8.9.2015,
https://www.bitkom.org/Presse/Presseinformation/Jedes-zweite-Automobilunterne
hmen-erwartet-Durchbruch-fuer-autonomes-Fahren-bis-2030.html.

425 Vgl. fiir den Schutz der unbefugten Nutzung von EC-Karten sowie Online-Banking:
Maihold, in: BankR-HdB, § 54 Rn. 73-80 und § 55 Rn. 115 f.

113

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://www.bitkom.org/Presse/Presseinformation/Jedes-zweite-Automobilunternehmen-erwartet-Durchbruch-fuer-autonomes-Fahren-bis-2030.html
https://www.bitkom.org/Presse/Presseinformation/Jedes-zweite-Automobilunternehmen-erwartet-Durchbruch-fuer-autonomes-Fahren-bis-2030.html
https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
https://www.bitkom.org/Presse/Presseinformation/Jedes-zweite-Automobilunternehmen-erwartet-Durchbruch-fuer-autonomes-Fahren-bis-2030.html
https://www.bitkom.org/Presse/Presseinformation/Jedes-zweite-Automobilunternehmen-erwartet-Durchbruch-fuer-autonomes-Fahren-bis-2030.html
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bieter verantwortlich (§ 13 Abs. 7 TMG).#2¢ Das Verschulden héngt insofern
von den konkreten technischen Gegebenheiten im Fahrzeug ab.

Nicht zu folgen ist hingegen der Auffassung von Hammel, der ein Ver-
schulden des Halters bereits dann annimmt, wenn er den Betrieb des
Fahrzeugs in Gang setzt.*?” Dies vermag nicht zu {iberzeugen, da § 7 Abs. 3
S.1 Hs.2 StVG das Verschulden nicht an den Betrieb, sondern an die
Ermoglichung der Benutzung kniipft. Es kommt also darauf an, dass der
unberechtigte Dritte durch ein vorwerfbares Verhalten {iberhaupt erst in
die Lage versetzt wird, das Fahrzeug in seinem Interesse zu nutzen.*?8
Der blofle Betrieb kann jedoch nicht das vorwerfbare Verhalten sein, da
andernfalls der Halter fiir jede unbefugte Nutzung haften wiirde und der
Ausnahmecharakter des Ausschlusses nach §7 Abs.3 S.1 Hs.1 StVG leer
liefe.#??

Fiir Halter von Fahrzeugen mit autonomen Fahrfunktionen stellt sich
zudem die Frage, ob diese im Rahmen des § 7 Abs. 3 S.1 Hs. 2 auch fiir ein
Fehlverhalten der Technischen Aufsicht einzustehen haben. Der Halter hat
gem. § 1f Abs.1 Nr.3 StVG zu gewihrleisten, dass die Aufgaben der Tech-
nischen Aufsicht erfiillt werden, und darf diese Aufgaben auch an Dritte
delegieren. Jedoch hat der Halter im Rahmen der Gefahrdungshaftung fiir
das Fehlverhalten Dritter einzustehen, wenn er sich dieser zur Erfiillung ei-
gener Pflichten bedient. Insofern haftet er auch fiir das Fehlverhalten seiner
Technischen Aufsicht, wenn diese dem Dritten fahrldssig den Zugang zur
Fahrzeugsteuerung ermdglicht.*3°

426 Droste, CCZ 2015, S.105 (109 {.); Raith, Das vernetzte Automobil, 2019, S. 46.

427 Hammel, Haftung und Versicherung bei Personenkraftwagen mit Fahrerassistenz-
systemen, 2016, S. 208.

428 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S. 305 (315).

429 Zwar ist Hammel recht zu geben, dass es fragwiirdig ist, das Risiko eines Hackeran-
griffs dem Unfallgeschidigten aufzulasten, falls der Hacker sich nicht ermitteln ldsst,
jedoch ldsst § 7 Abs.3 S.1 Hs.2 StVG keinen Raum fiir eine unbegrenzte Haftung
des Halters eines selbstfahrenden Fahrzeugs. Ob deshalb eine de lege ferenda eine
andere Regelung notwendig erscheint (vgl. Gless/Janal, JR 2016, S. 561 (571f.)) oder
der Hersteller haftet, wird im 3. Teil dieser Arbeit erdrtert.

430 Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021, S. 305 (315); Gesetzes-
entwurf der Bundesregierung, Entwurf eines Gesetzes zur Anderung des Straflen-
verkehrsgesetzes und des Pflichtversicherungsgesetzes - Gesetz zum autonomen
Fahren v. 9.3.21, BT-Drs. 19/27439, S. 25.
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A. Haftung des Halters nach § 7 Abs. 1 StVG
3. § 8 StVG

Fiir konventionelle Fahrzeuge sowie Fahrzeuge mit hoch bzw. vollautomati-
sierten Fahrfunktionen sieht § 8 Nr.1 StVG einen Haftungsausschluss fiir
Fahrzeuge vor, die bauartbedingt nicht schneller als 20 km/h fahren kon-
nen. Da der Gesetzgeber fiir Fahrzeuge mit autonomen Fahrfunktionen
eine Haftungsliicke befiirchtete, wurde die Vorschrift durch das Gesetz
zum autonomen Fahren fiir solche Fahrzeuge mit einer Riickausnahme
versehen, sofern sie sich im autonomen Fahrbetrieb befinden.**! Insofern
sind auch etwa sehr langsam fahrende selbstfahrende Shuttle-Busse, wie
sie in vielen Pilotprojekten im Straflenverkehr getestet werden, von der
Halterhaftung erfasst.

Ein weiterer Ausschluss von der Haftung besteht gem. § 8 Nr. 2 StVG fiir
Personen, die bei dem Betrieb des Kraftfahrzeugs titig sind. Normzweck
ist es, dass derjenige, der sich freiwillig der Betriebsgefahr des Fahrzeugs
aussetzt, auch nicht von der Gefahrdungshaftung profitieren soll.**? Dies
ist dementsprechend auch der Fahrzeugfiihrer eines Kraftfahrzeugs.*33 Bei
der Nutzung von autonomen Fahrfunktionen i.5.d. § 1d Abs.1 StVG oder
autonomen Fahrzeugen sind die Passagiere nicht als Fahrzeugfiihrer in
diesem Sinne anzusehen, da sie nicht die Méglichkeit haben, das Fahrzeug
eigenverantwortlich zu steuern.*3

Gleichwohl diskutiert Ringlage in diesem Zusammenhang, ob der Nutzer
eines derartigen Fahrzeugs jedenfalls dann von Anspriichen ausgeschlossen
ist, wenn er das Fahrzeug etwa als Vertragspartner eines Car-Sharing-Un-
ternehmens nutzt und das Fahrtziel bestimmt. Dieser sei dann in diesem
Sinne ,bei dem Betrieb® titig, da er das Ziel vorgibt und das Fahrzeug
zumindest indirekt ,steuere“*3> Dies vermag jedoch nicht zu tiberzeugen.
Schon das zur Argumentation zugrunde gelegte Urteil des OLG Saarlands
birgt die Gefahr von Wertungswiderspriichen. Danach soll ein Beifahrer,
der dem Fahrzeugfithrer das Fahrzeug zur Verfiigung stellt und das Ziel
bestimmt, ebenfalls beim Betrieb titig sein, da er sich freiwillig der Gefahr

431 Gesetzesentwurf der Bundesregierung, Entwurf eines Gesetzes zur Anderung des
Straflenverkehrsgesetzes und des Pflichtversicherungsgesetzes — Gesetz zum auto-
nomen Fahren v. 9.3.21, BT-Drs. 19/27439, S. 31.

432 Greger, in: Greger/Zwickel, Haftung im StrafSenverkehr, Rz. 22.9.

433 Mw.N. Laws/Lohmeyer/Vinke, in: jurisPK-StrVerkR, §8 StVG Rn.22 (Stand:
1.12.2021).

434 Vgl. 2. Teil: C. II1.

435 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 45f.
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aussetzt.*3® Dem steht jedoch entgegen, dass die Vorschrift des § 8 Nr.2
StVG eng auszulegen ist**” und nicht ersichtlich ist, weshalb der das Fahr-
zeug iiberlassende Insasse anders behandelt werden soll als sonstige Passa-
giere, die in gleicher Weise von der Fahrt profitieren. Die Entscheidung
des OLG Saarland wird deshalb auch zurecht kritisiert.*3® Auch bei der Be-
nutzung selbstfahrender Fahrzeuge tiberzeugt es nicht, den Vertragspartner,
der ein solches Fahrzeug — auch im Rahmen eines Car-Sharing-Vertrages —
wie ein Taxi nutzt, aus dem Anwendungsbereich der Gefahrdungshaftung
zu nehmen, nur weil er das Ziel bestimmt. Diese Ansicht deckt sich auch
mit der Wertung des § 8a StVG, wonach die Haftung im Rahmen der ent-
geltlichen Beforderung gegeniiber den Insassen nicht beschrankt werden
darf. Beim autonomen Fahren entspricht jedoch jede Form der vertragli-
chen Uberlassung gegen Geld der entgeltlichen Personenbeforderung. Da
ein Fahrer nicht mehr erforderlich ist, kann nicht mehr zwischen einer
Beforderungsleistung im Rahmen von Car-Sharing oder einem klassischen
Taxidienst unterschieden werden. Insofern greift der Ausschluss des § 8
Nr.2 StVG fiir die Fahrgiste selbstfahrender Fahrzeuge nicht, nur weil sie
die Fahrt veranlassen.

Daneben besteht ein Ausschluss fiir die Beschddigung beforderter Sa-
chen (§8 Nr.3 StVG, §1 Abs.3 Nr.2 HaftPflG). Dieser diirfte hingegen
ohne Einschridnkungen auch bei selbstfahrenden Fahrzeugen angewendet
werden. Fiir beférderte Sachen gilt, dass deren Beschddigung dann von
der Haftung ausgenommen ist, wenn die Fahrt gerade der Beférderung
der Sache dient. Dient die Fahrt im selbstfahrenden Fahrzeug hingegen
der entgeltlichen Personenbeforderung, so unterliegen die getragenen oder
mitgefithrten Gegenstinde, wie etwa das Reisegepéck, der vollen Haftung
nach § 7 Abs. 1StVG.4%¥

436 OLG Saarland, Urt. v. 21.4.2009 — 4 U 395/08 - 122, Rn. 27 ff. (BeckRS 2009, 15767).

437 BGH, Urt. v. 5. 10. 2010 - VI ZR 286/09, Rn. 23 (NJW 2011, 292); Heﬂ, in: Bur-
mann/Hef$/Hiihnermann/Jahnke, Straflenverkehrsrecht, § 8 StVG Rn. 7.

438 Walter, SVR 2016, S. 209 (211).

439 HefS, in: Burmann/Hefl/Hithnermann/Jahnke, Straflenverkehrsrecht, §8 StVG
Rn. 12.
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A. Haftung des Halters nach § 7 Abs. 1 StVG
4. Sonstige Haftungsausschliisse

Hinzu kommen eine Reihe weiterer Haftungsausschliisse, die sich vor allem
aus dem Arbeitsverhiltnis,*4? bei Eingreifen einer gesetzlichen Unfallversi-
cherung*¥! und aus o6ffentlich-rechtlicher Dienstbeziehungen ergeben kon-
nen.**2 Auch hier ergeben sich keine Besonderheiten fiir den Halter eines
selbstfahrenden Fahrzeuges.

5. Haftungshochstgrenze nach § 12 StVG

Zudem besteht bei Haftungsanspriichen nach dem StVG eine Haftungs-
hochstgrenze gem. §12 StVG. Diese betragt fiir konventionelle Fahrzeuge
bei der Tétung oder Verletzung eines oder mehrerer Menschen bis zu
einem Betrag von insgesamt fiinf Millionen Euro, bei Sachbeschadigungen
einer oder mehrerer Sachen bis zu einer Grenze von einer Million Euro.
Mit der Einfithrung von hoch- und vollautomatisierten Fahrzeugen wurde
die Haftungshochstgrenze fiir Unfille, die aufgrund der Verwendung einer
hoch- und vollautomatisierten Fahrfunktion i.S.d. §1a StVG verursacht
werden, verdoppelt. Der Halter hat also bis zu einem Betrag von zehn
bzw. zwei Millionen Euro einzustehen. Bei der geschiftsméfiigen Personen-
beforderung erhoht sich bei der Tétung oder Verletzung von mehr als acht
Personen dieser Betrag um 600.000 Euro fiir jede weitere Person.

Die unterschiedliche Behandlung von Geschédigten, die durch konven-
tionelle Fahrzeuge einerseits und hoch- und vollautomatisierte Fahrzeuge
andererseits verletzt oder getotet werden, stofit im Schrifttum zum Teil auf
Kritik.*4* Die Anhebung des Hochstbetrages hat jedoch den Hintergrund,
dass bei derartigen Unfillen der Fahrzeugtiihrer als Haftungssubjekt nicht
in Betracht kommt und somit die Haftung nur auf einem Systemversagen
beruhen kann. Aus Griinden des Opferschutzes und mangels vorliegender
Erfahrungen mit Unfédllen, an denen Fahrzeuge mit hoch- und vollautoma-
tisierten Fahrfunktionen beteiligt sind, hat der Gesetzgeber die Erhohung

440 Greger, in: Greger/Zwickel, Haftung im Straf8enverkehr, Rz. 22.67 ff.

441 Ebenda, Rz. 22.80 ff.

442 Ebenda, Rz. 22.156 ff.

443 Vor allem Huber, NZV 2017, S.545; aber auch: Greger, NZV 2018, S.1 (2); Konig,
NZV 2017, S.123 (126); Griinvogel, MDR 2017, S. 973 (974); Berndt, SVR 2017, S.121
(125); Armbriister, ZRP 2017, S. 83 (84).
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fur erforderlich gehalten.*** Der Einwand, es sei widerspriichlich, wenn
der Gesetzgeber einerseits davon ausgehe, dass das automatisierte Fahren
den Verkehr sicherer mache, andererseits aber die Haftungshochstgrenzen
anhebe, vermag nicht zu tiberzeugen.**> Dem kann entgegengehalten wer-
den, dass durch automatisierte Fahrzeuge die Unfallzahlen zwar insgesamt
reduziert werden sollen. Dies bedeutet jedoch nicht, dass einzelne Unfall-
ereignisse — fiir sich betrachtet — nicht immense Schdden verursachen
kénnen. Dies konnte allein schon in der bisher unvorhersehbaren Art der
Unfille begriindet sein.#4

Zwar ist die neu geschaffene Vorschrift des § 12 StVG nicht unmittelbar
auf autonome Fahrzeuge anwendbar, es ist aber davon auszugehen, dass
der Gesetzgeber mit der allgemeinen Zulassung dieser Fahrzeuge auch
die Haftungssummen entsprechend anpassen oder sogar weiter erhthen
wird.*¥” Dies wird maf3geblich davon abhéingen, welche Erfahrungen bis
dahin mit Unféllen im Zusammenhang mit automatisierten Fahrzeugen
gesammelt werden. Es ist jedoch zu erwarten, dass der Gesetzgeber im
Wesentlichen an den Haftungshochstgrenzen festhalten wird,**® um die
Versicherungspramien fiir Halter ertréglich zu halten.*4

Die Haftungshdchstgrenzen gelten nur fiir Anspriiche gegen den Halter
nach § 7 StVG. Kann der Geschédigte ein Verschulden des Halters nachwei-
sen und steht ihm deshalb ein Anspruch aus § 823 Abs.1 oder Abs.2 BGB
zu, so kann er auch {iber die Haftungshéchstgrenzen des § 12 StVG hinaus
Ersatz verlangen.

444 Begriindung zum Gesetzesentwurf der Bundesregierung zur Anderung des Straflen-
verkehrsgesetzes v. 20.2.2017, BT-Drs. 18/11300, S.14f,; vgl. auch Lange, NZV 2017,
S. 345 (350); Armbriister, ZRP 2017, S. 83 (84).

445 Griinvogel, MDR 2017, S. 973 (974).

446 Schon heute legen Studien nahe, dass es zu andersartigen Unfallen mit der Betei-
ligung von selbstfahrenden Fahrzeugen kommen wird. Dies hat unter anderem
seinen Grund darin, dass Fahrzeugfiihrer nicht auf die Fahrweise selbstfahrender
Fahrzeuge eingestellt sind, Petrovic/Mijailovié/Pesi¢ (2020) 45 Transportation Re-
search Procedia 161, 166; Favaro u. a. (2017) 12 PLoS ONE, 11.

447 Dafiir eindringlich schon fiir hoch- und vollautomatisierte Fahrzeuge Huber, NZV
2017, S. 545 (547 ).

448 Vgl. auch Hilgendorf, in: Rofinagel/Hornung, Grundrechtsschutz im Smart Car,
2019, S. 147 (151).

449 Greger, in: Greger/Zwickel, Haftung im StrafSenverkehr, Rz. 22.1.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

6. Verjahrung, § 14 StVG

Nach § 14 StVG verjahren die Anspriiche aus dem StVG nach den Vorschrif-
ten des BGB iiber die unerlaubten Handlungen. Da das frither geltende Ver-
jahrungsrecht fiir deliktische Anspriiche nach § 852 BGB a.F. aufgehoben
wurde,*? unterliegen sie nunmehr der regelméfiigen Verjihrung von drei
Jahren nach § 195 BGB. Besonderheiten fiir selbstfahrende Fahrzeuge sind
nicht ersichtlich.

IV. Haftungsabwégung und Unabwendbarkeit

Die Haftung des Halters kann gemindert oder ausgeschlossen sein, wenn
der Geschiddigte den Unfall mitverursacht hat. Zum einen kommt eine
Quotelung der Haftung in Betracht, wenn beide Parteien zur Verursachung
des Unfalls beigetragen haben. In Féllen, in denen der Unfall fiir den
Halter unabwendbar war, ist ein Anspruch gegen den Halter sogar ganz
ausgeschlossen. Beiden Haftungsbeschrankungen ist gemein, dass sie im
Kern von der Einhaltung von Sorgfaltsanstrengungen der beteiligten Akteu-
re abhdngen. Es handelt sich also um Haftungsausschliisse, welche von
verschuldenséhnlichen Kriterien abhéngig sind. Insofern ist in diesem Zu-
sammenhang relevant, ob auch einem selbstfahrenden Fahrzeug ein Fahr-
lassigkeitsvorwurf gemacht werden kann und welcher Sorgfaltsmafistab
haftungsrechtlich erwartet werden kann.

1. Haftungsabwiagung bei Mitverursachung durch den Geschidigten

Eine Haftungsminderung kommt in Betracht, wenn der Geschédigte den
Unfall mitverursacht hat. Im StVG unterscheiden sich jedoch die Normen,
nach denen eine Haftungsquote gebildet werden kann. Entscheidend ist, ob
der Anspruchsteller seinerseits einer Gefdhrdungshaftung unterliegt oder
ob es sich bei dem Geschddigten um einen in der Regel nicht motorisierten
Verkehrsteilnehmer handelt. unterliegt der Geschidigte seinerseits einem
Geféhrdungshaftungstatbestand, auf den in § 17 Abs. 3 und 4 StVG und § 18
Abs. 3 StVG verwiesen wird, kommt die Spezialnorm des §17 Abs.1 und
Abs. 2 StVG zur Anwendung. Der Regelfall ist der Unfall mit zwei Kraftfahr-

450 Ebenda, Rz.24.1.
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zeugen, deren Halter jeweils der Haftung nach § 7 Abs. 1 StVG unterliegen.
In allen anderen Fillen, insbesondere bei Beteiligung von Fuf3gingern und
Radfahrern, gelten iiber die Verweisung des § 9 StVG die Regelungen zum
Mitverschulden nach § 254 BGB.

Der Unterschied zwischen den beiden Entlastungstatbestdinden besteht
darin, dass der Halter gegeniiber nicht-motorisierten Verkehrsteilnehmern
hinsichtlich eines Mitverschuldens des Geschédigten voll beweisbelastet
ist,*! wihrend gegeniiber anderen Fahrzeughaltern die jeweiligen Betriebs-
gefahren gegeneinander abgewogen werden und jede Partei die fiir sie
maf3geblichen Umstande zu beweisen hat.*>2 Aber auch wenn keine Partei
gefahrerh6hende Umstidnde der anderen nachweisen kann, bleibt es bei
der einfachen Betriebsgefahr, die von jedem Fahrzeug ausgeht. Nimmt also
ein Fahrzeughalter einen anderen Fahrzeughalter in einem Verkehrsunfall-
prozess in Anspruch und kann keine der Parteien ein Verschulden oder
sonstige gefahrerh6hende Umstidnde nachweisen, so betrigt die Quote fiir
jeden Unfallbeteiligten 50 %. Gelingt es dem Halter hingegen gegeniiber
einem Fuflginger nicht, diesem einen Sorgfaltsverstofy nachzuweisen, so
haftet er zu 100 %.

Maf3geblich fiir die Haftungsquote ist aus Sicht des Halters, in welcher
Hohe sich der Verursachungsbeitrag seines Fahrzeugs gegeniiber dem Mit-
verschulden bzw. dem Verursachungsbeitrag des Geschadigten ausgewirkt
hat. Dieser Verursachungsbeitrag bestimmt sich nach der sich konkret aus-
wirkenden Betriebsgefahr.*>3 Dabei wird die konkrete Betriebsgefahr des
Fahrzeugs sowohl gegen ein etwaiges Mitverschulden als auch im Rahmen
des §17 Abs.2 StVG gegen die konkrete Betriebsgefahr des anderen Fahr-
zeugs abgewogen.*>* Im Gegensatz zur abstrakten Betriebsgefahr, bei der
es im Rahmen des Haftungsgrundes nach § 7 Abs.1 StVG lediglich darauf
ankommt, ob sich der Unfall bei Betrieb eines Kraftfahrzeuges ereignet
hat, entscheidet die konkrete Betriebsgefahr dariiber, inwieweit sich das Be-
triebsrisiko des Fahrzeuges konkret und situationsbezogen auf den Unfall
ausgewirkt hat.

451 BGH, Urt. v. 29.11.1977 — VI ZR 51/76, Rn. 29 (VersR 1978, 183).

452 BGH, Urt. v. 27.6.2000 — VI ZR 126/99, Rn.23 (NJW 2000, 3069); BGH, Urt. v.
10.1.1995 - VI ZR 247/94, Rn. 11 (VersR 1995, 357).

453 Greger, in: Greger/Zwickel, Haftung im Stralenverkehr, Rz. 25.133; Hefs, in: Bur-
mann/Hef$/Hithnermann/Jahnke, Straffenverkehrsrecht, § 9 StVG Rn. 11.

454 Greger, in: Greger/Zwickel, Haftung im StrafSenverkehr, Rz. 25.125 ff.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

In der Rechtsprechung haben sich verschiedene Kriterien zur Bestim-
mung der konkreten Betriebsgefahr herausgebildet.*>> Dazu gehoren u.a.
die Beschaffenheit des Fahrzeugs, die Geschwindigkeit zum Unfallzeit-
punkt oder die Durchfithrung eines gefdhrlichen Fahrmand&vers. Ein typi-
sches Beispiel ist die Erhohung der Betriebsgefahr eines Sattelzuges gegen-
tiber einem anderen Verkehrsteilnehmer. Allein die Gréfie und Immobilitat
des Fahrzeugs fiihrt zu einem erhdhten Unfallrisiko und einem schwere-
ren Unfallverlauf.**® Auch technische Mangel am Fahrzeug konnen die
Betriebsgefahr erhohen.*>” Bei diesen rein objektiven Kriterien gentigt es,
wenn der jeweilige Umstand nachgewiesen wird und er sich auf den Unfall
ausgewirkt hat.48

Diese Kriterien zur Gefahrerhohung sind auch ohne weiteres auf selbst-
fahrende Fahrzeuge tibertragbar. Gerade bei technischen Besonderheiten
und Mingeln am Fahrzeug macht es keinen Unterschied, ob diese bei
einem konventionellen oder einem selbstfahrenden Fahrzeug vorliegen.
Nicht iiberzeugend ist es hingegen, ein Mitverschulden allein deshalb anzu-
nehmen, weil der Geschadigte kein selbstfahrendes Fahrzeug benutzte oder
Funktionen des Fahrzeugs nicht nutzte, obwohl sie im Fahrzeug installiert
waren. Es besteht weder eine Pflicht, noch eine Obliegenheit, moderne
Technologien zu nutzen, wenn sie verfiigbar sind.*>

Es gibt aber auch Kriterien, die nicht auf selbstfahrende Fahrzeuge an-
wendbar sind. Dies gilt insbesondere fiir die mangelnde Eignung des Fahr-
zeugfiihrers, die nicht einem Steuerungssystem angelastet werden kann.*6°
Zudem wirkt sich ein etwaiges Verschulden des Fahrzeugfiihrers gefahr-
erhéhend aus. In diesem Zusammenhang stellt sich die Frage, ob sich
das Verhalten des Steuerungssystems in gleicher Weise gefahrerhéhend aus-
wirkt wie Sorgfaltsverstéfie des Fahrzeugfiihrers. Ein schuldhaftes Verhal-

455 Greger, in: Greger/Zwickel, Haftung im Strafenverkehr, Rz. 25.134.

456 Z.B.: LG Frankfurt, Urt. v. 24.11.1993 - 2/1 S 211/93 (NZV 1994, 235).

457 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 25.134.

458 M.w.N. BGH, Urt. v.10.1.1995 - VI ZR 247/94, Rn. 10 (VersR 1995, 357).

459 Buck-Heeb/Dieckmann, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 3.1 Rn. 131f.; Greger, NZV 2018, S.1 (4); Rosenberger, Die aufervertragli-
che Haftung fiir automatisierte Fahrzeuge, 2022, S. 132 f.; aA wohl Schulz, NZV 2017,
S.548 (553); Stender-Vorwachs/Steege, in: Oppermann/Stender-Vorwachs, Autono-
mes Fahren, 2020, Kap. 3.6.1 Rn. 36 ff.

460 BGH, Urt. v. 2.7.1985 — VI ZR 68/84 (VersR 1985, 965).
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ten des Fahrzeugfiihrers liegt insbesondere dann vor, wenn die Vorschriften
der StVO nicht beachtet werden.*6!

Das Verschulden des Fahrzeugfiihrers bestimmt sich nach dem Maf3-
stab eines ordentlichen Kraftfahrzeugfiihrers.#62 Entscheidend ist also, ob
sich ein durchschnittlich getibter Fahrer in der konkreten Unfallsituati-
on dhnlich verhalten hitte. Der Verschuldensmafistab ist allerdings den
menschlichen Fahigkeiten angepasst. Bei erkennbaren Gefahren sind hohe-
re Anforderungen an die Bremsbereitschaft zu stellen als bei unvorherseh-
baren.** Der Mafistab ist daher situationsabhdngig zu beurteilen. Fehler
sind hinzunehmen, wenn in plétzlich auftretenden Gefahrensituationen die
Grenzen des menschlichen Leistungsvermdgens erreicht werden. Treten
Gefahren vorhersehbar und plotzlich auf, wird dem durchschnittlichen
Fahrzeugfiihrer neben der Reaktionszeit zusdtzlich eine Schreckzeit zuge-
standen.*** Auch sachwidriges Verhalten, also objektive Fahrfehler, fithren
nicht zwangslaufig zu einem Verschulden, wenn die eigentlich ungeeigne-
te oder unangemessene Reaktion aus verstandlicher Bestiirzung getroffen
wurde.*6> Weiter darf sich ein Fahrzeugfiihrer in gewissem Umfang auf das
verkehrsgerechte Verhalten anderer Verkehrsteilnehmer verlassen. Es gilt
der sogenannte Vertrauensgrundsatz, wonach ein Fahrzeugfithrer grund-
sdtzlich mit dem verkehrsgerechten Verhalten anderer Verkehrsteilnehmer
rechnen darf.46¢

Solange ein hoch- oder vollautomatisiertes Fahrzeug bestimmungsgemafy
verwendet wird und fiir den nach §la Abs.4 StVG lediglich fingierten
Fahrzeugfiihrer kein Anlass zur Ubernahme der Fahrzeugsteuerung be-
steht, handelt ein Fahrzeugfiihrer bei der Unfallverursachung nicht schuld-
haft. In diesem Fall handelt nicht mehr der Mensch, sondern ausschlief3-
lich das Steuerungssystem, das die ,tatsichliche Gewalt iiber das Steuer®
austibt.*6” Bei Fahrzeugen mit autonomen Fahrfunktionen bzw. autono-
men Fahrzeugen ist ohnehin kein Fahrzeugfithrer erforderlich. Aus diesem
Grund kann dem Halter in diesen Fallen auch kein Verschulden des Fahr-

461 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 25.38.

462 RG, Urt. v. 20.7.1936 - VI 80/36 (RGZ 152 1936, 46); OLG Hamm, Urt. v. 8.9.1999 -
13 U 45/99, Rn. 20 (NZV 2000, 201).

463 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 4.26.

464 BGH, Urt. v. 21.12.1993 — VI ZR 246/92 (NJW 1994, 941); Heﬁ, in: Burmann/Hef$/
Hihnermann/Jahnke, Straflenverkehrsrecht, § 1 StVO Rn. 57-59.

465 Vgl. mw.N. BGH, Urt. v. 16.3.1976 - VI ZR 62/75 (NJW 1976, 1504).

466 BGH, Urt. v. 25.3.2003 - VI ZR 161/02 (NJW 2003, 1929).

467 Buck-Heeb/Dieckmann, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 3.1 Rn. 30.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

zeugfiihrers im Rahmen der Haftungsabwédgung nach §17 bzw. §9 StVG
iV.m. § 254 BGB zugerechnet werden.

Insofern kann bei selbstfahrenden Fahrzeugen nur auf das duflere ,Ver-
halten der Steuerungssoftware in der jeweiligen Unfallsituation abgestellt
werden, um dem Halter einen Verursachungsbeitrag bei der Entstehung
des Unfalls zuzurechnen. Eine Software handelt jedoch nicht schuldhaft im
menschlichen Sinne.**® Dem deutschen Zivilrecht liegt in §1 BGB ein an-
thropozentrisches Leitbild zugrunde.*®® Rechtliche Verantwortung tragt zu-
néchst der Mensch.#’% Nur natiirliche Personen sollen Tréger von Rechten
und Pflichten sein. Zwar erkennt der Gesetzgeber auch juristischen Perso-
nen eine eigene Rechtspersonlichkeit zu. Rechtsféhigkeit erlangen sie aber
nur, wenn ihnen diese von der Rechtsordnung in einem Verfahren unter
Mitwirkung des Staates zuerkannt wird.*”! Selbstfahrende Fahrzeuge haben
daher ohne entsprechende Regelung keine eigene Rechtspersonlichkeit,
die ggf. schuldfihig wire.*’? Das Handeln eines Steuerungssystems kann
deshalb auch nicht unter dem Gesichtspunkt der Fahrlassigkeit beurteilt
werden.*”3 Insofern kann ein verkehrswidriges ,Verhalten“ des selbstfahren-
den Fahrzeugs allenfalls nach anderen Kriterien dem Halter zugerechnet
werden. 4

Gleichzeitig sieht das StVG vor, dass Fahrzeuge mit hoch- bzw. vollau-
tomatisierten Fahrfunktionen den an die Fahrzeugfithrung gerichteten Ver-
kehrsvorschriften entsprechen miissen (§1a Abs.2 Nr.2 StVG sowie §le
Abs.2 Nr.2 StVG). Es ist also gesetzgeberisch intendiert, dass sich objek-
tive Fahrfehler gefahrerhéhend auswirken konnen. Als gefahrerhdhende
Momente beim autonomen Fahren kommen vor allem objektive Kriterien
in Betracht, die sich aus dem Fahrzeug selbst oder aus dem Fahrverhalten
des Regelsystems ergeben. Eine Ausnahme diirften die Félle bilden, in
denen der Halter oder ein berechtigter Benutzer den Unfall unmittelbar

468 Hacker, RW 2018, S. 243 (256); Borges, CR 2022, S. 553 (556).

469 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S.89; Thdne,
Autonome Systeme und deliktische Haftung, 2020, S. 181 ff.

470 Hartmann, PHi 2016, S. 114 (116 £.).

471 Leuschner, in: MiiKo BGB, Vorb. zu §§ 21 ff. BGB Rn. 1.

472 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S.92; fir die
Zuerkennung einer eigenen Rechtspersonlichkeit fiir autonome Systeme gibt es aber
durchaus Stimmen. Vgl. hierzu ausfiihrlich 4. Teil: B. L. 7.

473 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (675).

474 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 221; Schwartz, in: Tae-
ger, Den Wandel begleiten, 2020, S. 669 (675).
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schuldhaft herbeigefithrt hat. Unter welchen Voraussetzungen von einer
Einhaltung der an die Fahrzeugfithrung gerichteten Verkehrsvorschriften
auszugehen ist, bedarf hingegen einer gesonderten Erorterung.*’>

2. Unabwendbares Ereignis

Der Halter kann sich vollstindig von der Haftung befreien, wenn er nach-
weist, dass der Unfall auf einem fiir ihn unabwendbaren Ereignis i.5.d. § 17
Abs. 3 StVG beruht. Danach ist die Ersatzpflicht ausgeschlossen, wenn der
Unfall durch ein unabwendbares Ereignis verursacht worden ist, das weder
auf einem Fehler in der Beschaffenheit des Kraftfahrzeugs noch auf einem
Versagen seiner Vorrichtungen beruht (§17 Abs. 2 S.1 StVG). Dabei gilt ein
Ereignis nur dann als unabwendbar, wenn sowohl der Halter als auch der
Fithrer des Kraftfahrzeugs jede nach den Umstinden des Falles gebotene
Sorgfalt beobachtet hat (§17 Abs.3 S.2 StVG). Bis zum 1.8.2002 war der
Ausschlussgrund gegeniiber allen Anspriichen anwendbar. Der Gesetzgeber
hat jedoch im Rahmen der Reformierung des Straflenverkehrsgesetzes die
Haftungsregeln fiir Halter bei Unfillen zu Lasten nicht motorisierter Ver-
kehrsteilnehmer verscharft.#’¢ Deshalb findet der Nachweis der Unabwend-
barkeit nur noch gegeniiber Anspriichen von anderen Kraftfahrzeug- bzw.
Anhingerhaltern samt deren Eigentiimern, Fahrzeugfithrern sowie Tierhal-
tern und Bahnunternehmern Anwendung (§17 Abs. 3, 4 StVG, §18 Abs. 3
SEtVG).477

475 Vgl. 3. Teil: A.1V. 3. c.

476 Zweites Gesetz zur Anderung schadensersatzrechtlicher Vorschriften vom 19.7.2002,
BGBL1, S.2674 (2675f.); hierzu: Greger, in: Greger/Zwickel, Haftung im Stra-
Renverkehr, Rz. 3.258.; Scholten, in: jurisPK-StrVerkR, §17 StVG Rn.14 (Stand:
14.4.2023).

477 Dass die Norm - anders als der Nachweis hoherer Gewalt (§7 Abs.2 StVG) -
nur innerhalb der genannten Gruppen Anwendung findet, wird in der Literatur
durchaus kritisiert, da die Aufspaltung der Entlastungsbeweise im Regressfall zu
unsachgemifien Ergebnissen fithren kann. Bei Unfillen zwischen Kraftfahrzeughal-
tern und anderen Verkehrsteilnehmern konnte sich bspw. der Halter gegen einen
anderen Halter oder Fahrzeugfiihrer entlasten, nicht aber gegeniiber einem mitge-
schéddigten sonstigen Verkehrsteilnehmer. Vgl. hierzu: Greger, in: Greger/Zwickel,
Haftung im Straflenverkehr, Rz. 3.267 u. 39.24.
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a. Begriff des unabwendbaren Ereignisses

Die Anwendung des § 17 Abs. 3 StVG erfordert ein unabwendbares Ereignis,
welches sich kausal auf den Unfall ausgewirkt hat.*’® Ein Ereignis ist dabei
dasjenige duflere Vorkommnis, welches den Personen- oder Sachschaden
unmittelbar ausgelost hat.#”® Dieses Ereignis muss im naturwissenschaftli-
chen Sinne kausal fiir den Unfall geworden sein.*8? Entscheidend ist allein,
dass der Unfall durch ein unabwendbares Ereignis verursacht wurde; uner-
heblich ist, ob der Unfall bei gesteigerter Sorgfalt in seinen Folgen geringer
ausgefallen wire.*8! Unabwendbar ist ein Ereignis, wenn sowohl der Halter
als auch der Fahrzeugfiihrer jede nach den Umstdnden des Falles gebotene
Sorgfalt beobachtet haben (§17 Abs.3 S.2 StVG). Es handelt sich dabei
also um einen gesteigerten Sorgfaltsmaf3stab, der iiber die Anforderungen
des §276 Abs.2 BGB hinausgeht. Gefordert ist nicht nur die im Verkehr
erforderliche Sorgfalt, sondern die grofitmogliche.*82

Diesen Maf3stab auf eine allgemeingiiltige Formel zu bringen, gestaltet
sich in der Praxis als schwierig, so dass sich in der Rechtsprechung der
Begriff des Idealfahrers bzw. Idealhalters entwickelt hat, der in der Lage ist,
alle erkennbaren Gefahrmomente zu tiberblicken und stets geistesgegen-
wirtig die bestmogliche Reaktion zeigt.*®* Bei der Beurteilung des ,.idealen®
Verhaltens wird nicht nur auf das Verhalten in der Unfallsituation abge-
stellt, sondern auch tberpriift, ob ein Idealfahrer iiberhaupt in eine solche
Gefahrenlage geraten wire.*3* Mithin muss nachgewiesen werden, dass der
Unfall nicht bereits im Vorhinein unter Beriicksichtigung der gebotenen

478 Ebenda, Rz. 3.268.

479 BGH, Urt. v. 27.6.1957 - II ZR 299/55, Rn. 7 (BGHZ 25, 34).

480 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.269.

481 Ebenda, Rz. 3.271.

482 BGH, Urt. v. 2.1.1965 - VI ZR 187/64, Rn.10 (VersR 1966, 62); BGH, Urt. v.
18.1.2005 — VI ZR 115/04, Rn. 15 (VersR 2005, 566); BGH, Urt. v. 17.3.1992 - VI ZR
62/91, Rn. 10 (BGHZ 117, 337).

483 Vgl. mw.N.: Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.275;
BGH, Urt.v.17.3.1992 - VI ZR 62/91, Rn. 10 (BGHZ 117, 337).

484 BGH, Urt. v.17.3.1992 - VI ZR 62/91, Rn. 11 (BGHZ 117, 337); BGH, Urt. v. 13.12.2005
- VI ZR 68/04, Rn. 21 (NJW 2006, 393).
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Umstdnden vermeidbar gewesen wire.*85 Allerdings ist die Unabwendbar-
keit auch nicht mit absoluter Unvermeidbarkeit gleichzusetzen.*8

b. Sorgfaltsmaf3stab des Idealhalters

Bei konventionellen Fahrzeugen kommt es sowohl darauf an, ob der Un-
fall sowohl fiir den Fahrer als auch fiir den Halter als unabwendbar anzu-
sehen ist. So treffen den Halter — der nicht gleichzeitig Fahrzeugfiihrer
ist - im Wesentlichen Aufklarungspflichten gegeniiber dem Fahrer iiber
Besonderheiten des Fahrzeugs.*3” Hierzu gehort auch die Einweisung in die
Nutzung etwaiger Fahrerassistenzsysteme, deren Leistungsgrenzen sowie
deren Ubersteuerbarkeit.#8% Dariiber hinaus hat der Halter auch fiir die
ordnungsgemaifle Instandhaltung des Fahrzeugs zu sorgen. Denn soweit
ein Versagen der Vorrichtungen des Fahrzeugs fiir den Unfall (mit-)urséach-
lich ist, greift der Unabwendbarkeitsausschluss gem. §17 Abs.3 S.1 StVG
ohnehin nicht. Insofern kann auch von einer ,Garantiehaftung“ des Halters
fir den ordnungsgemiflen technischen Zustand seines Fahrzeugs im Un-
fallzeitpunkt gesprochen werden.*%

c. Sorgfaltsmafistab des Idealfahrers

In der Praxis wesentlich relevanter ist die Beurteilung, ob ein fiir den
Fahrzeugfiihrer unabwendbares Ereignis vorliegt, ob er sich also wie ein
Idealfahrer verhalten hat. Da es sich um einen erhdhten Sorgfaltsmaf3stab
handelt, reicht es nicht aus, dass der Fahrzeugfiihrer die Anforderungen der
StVO eingehalten hat. Dem Gedanken der weitreichenden Gefdhrdungs-
haftung wird insofern Rechnung getragen, als eine Haftung auch dann
in Betracht kommt, wenn nicht einmal ein verkehrswidriges Verhalten
nachgewiesen werden kann. So fiihrt etwa die Uberschreitung der Richtge-
schwindigkeit dazu, dass der Nachweis der Unabwendbarkeit nicht gelingt,

485 Greger, in: Greger/Zwickel, Haftung im Stralenverkehr, Rz. 3.276; BGH, Urt. v.
20.9.1966 - VI ZR 16/65, Rn. 13 (VersR 1966, 1076).

486 BGH, Urt. v. 20.9.1966 - VI ZR 16/65, Rn.13 (VersR 1966, 1076); LG Kassel, Urt. v.
29.2.2012 - 9 0 1722/10, Rn. 53.

487 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.281.

488 Vogt, NZV 2003, S.153.

489 Scholten, in: jurisPK-StrVerkR, § 17 StVG Rn. 15 (Stand: 14.4.2023).
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sofern die erlaubte Geschwindigkeitsiiberschreitung den Unfall (mit)verur-
sacht hat.*** Hingegen fiihrt jeder nachgewiesene Verstof} gegen Verkehrs-
vorschriften zum Ausschluss der Unabwendbarkeit, sofern sich der Verstof§
auch auf das Unfallgeschehen ausgewirkt hat.4!

Nichtsdestotrotz sind die Anforderungen an den menschlichen Fahr-
zeugfithrer in bestimmten Verkehrssituationen herabgesetzt. Aus dem
Grundsatz, dass unabwendbar nicht gleichbedeutend mit unvermeidbar
ist, lasst sich ableiten, dass der Begriff des Idealfahrers an die Mafistibe
menschlicher Leistungsfahigkeit angepasst wird, wenn nach menschlichem
Ermessen nicht mit einer Gefahrsituation zu rechnen ist.*? Dies betrifft
zum einen plotzlich auftretende Gefahrenlagen®® und zum anderen Si-
tuationen, in denen aufgrund des strafSenverkehrsrechtlichen Vertrauens-
grundsatzes nicht mit einem Fehlverhalten anderer Verkehrsteilnehmer
gerechnet werden muss.*** In diesen Situationen kann auch ein verspitetes
oder gar unzweckmafliges Verhalten hingenommen werden, ohne dass dies
den Nachweis der Unabwendbarkeit ausschlieft. Biegt also ein entgegen-
kommendes Fahrzeug, vollig unvorhersehbar und ohne zu blinken nach
links ab, so kann selbst dem idealen Fahrer nicht zum Vorwurf gemacht
werden, wenn er sich fiir ein Ausweichmandver in die falsche Richtung
entscheidet und es dadurch zu einem Unfall kommt. Dies gilt auch dann,
wenn die Kollision durch ein Ausweichmandver in die andere Richtung
hitte vermieden werden kénnen.

Ausnahmsweise kann auch ein gerechtfertigtes Verhalten des Schadigers
einen Fall der Unabwendbarkeit begriinden.**> So kann z.B. der Schaden
aus einer polizeilichen Verfolgungsfahrt als rechtlich unabwendbar angese-
hen werden, wenn der Fahrer zur Gefahrenabwehr vorsatzlich eine Kollisi-
on mit dem fliichtenden Fahrzeug herbeifiihrt, um dieses zum Anhalten zu
zwingen. ¢

490 BGH, Urt. v. 17.3.1992 - VI ZR 62/91, Rn. 12 (BGHZ 117, 337); OLG Frankfurt, Urt.
v. 9.4.2015 - 22 U 238/13, Rn. 9 (NZV 2016, 222).

491 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.284.

492 Rebler, SVR 2011, S. 246 (247).

493 Mw.N. Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.286.

494 Ebenda, Rz. 3.289.

495 Scholten, in: jurisPK-StrVerkR, § 17 StVG Rn. 22 (Stand: 14.4.2023); Greger, in: Gre-
ger/Zwickel, Haftung im StrafSenverkehr, Rz. 3.276.

496 BGH, Urt. v. 31.1.2012 - VI ZR 43/11, Rn. 19 (BGHZ 192, 267).
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d. Anwendbarkeit auf selbstfahrende Fahrzeuge

Dies wirft die Frage auf, nach welchen Kriterien bei selbstfahrenden Fahr-
zeugen von einer Unvermeidbarkeit ausgegangen werden kann. Betrachtet
man die Anforderungen, die an den Halter eines selbstfahrenden Fahrzeugs
gestellt werden, so unterscheiden sich diese nicht wesentlich von denen
fiir konventionelle Fahrzeuge: Auch er muss die Benutzer seines Fahrzeugs
iber die Funktionsweise und mégliche Sicherheitsrisiken des Fahrzeugs
und seiner Funktionen aufkldren. Dabei hat er insbesondere auf Moglich-
keiten der Ubersteuerung bestimmter Fahrzeugfunktionen hinzuweisen,
die gleichzeitig die Betriebsgefahr des Fahrzeugs erhéhen kénnen. Kann
beispielsweise eine schnellere Fahrweise gewdhlt werden, die jedoch zu
Lasten bestimmter Sicherheitsmerkmale geht, so hat er auf die damit ver-
bundenen Gefahren hinzuweisen. Wenn es also mdoglich ist, zu wihlen,
ob die das Steuerungssystem die Richtgeschwindigkeit einhalten oder auch
tberschreiten darf, so schliefit allein die Nutzung dieser Funktion den
Nachweis der Unabwendbarkeit aus, wenn es infolge dieser Geschwindig-
keitstiberschreitung zu einem Unfall kommt.*®” Zwar stellt eine solche
Funktion keinen Fehler in der Beschaffenheit des Kraftfahrzeugs oder ein
Versagen seiner Vorrichtungen i.S.d. §17 Abs.2 S.1 StVG dar, gleichwohl
fiuhrt die Einschaltung einer solchen Funktion dazu, dass das Fahrzeug
nicht mehr idealtypisch am Verkehr teilnimmt. Ferner ist auch der Hal-
ter eines selbstfahrenden Fahrzeugs zur ordnungsgeméifien Wartung ver-
pflichtet. Dies ergibt sich bei Fahrzeugen mit autonomen Fahrfunktionen
schon aus §1f Abs.1 StVG sowie den besonderen Halterpflichten aus § 13
AFGBV. Hierzu zdhlen insbesondere die Wartung und Instandhaltung des
Steuerungssystems. Zudem muss taglich vor Betriebsbeginn eine erweiterte
Abfahrkontrolle durchgefiihrt werden und alle 90 Tage eine Gesamtprii-
fung vorgenommen werden.**® Daneben ist es auch Pflicht des Halters,
Sicherheits-Updates des Herstellers zeitnah aufzuspielen, sobald diese zur
Verfiigung stehen.*® Werden gravierende Sicherheitsliicken in der Fahr-
zeugsoftware bekannt, fiir die der Hersteller nicht zeitnah ein Update zur

497 Vgl. diesbeziiglich die genannten Urteile zur Uberschreitung der Richtgeschwindig-
keit bei konventionellen Fahrzeugen: BGH, Urt. v. 17.3.1992 - VI ZR 62/91 (BGHZ
117, 337); OLG Frankfurt, Urt. v. 9.4.2015 - 22 U 238/13 (NZV 2016, 222).

498 Vgl. Spindler, JZ 2022, S.793 (798); Bodungen/Gatzke, RDi 2022, S.354 (358);
Haupt, NZV 2022, S.166 (167).

499 Raith, Das vernetzte Automobil, 2019, S. 66; vgl. auch schon 3. Teil: A. IIL 1. c.
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Verfiigung stellt, kann vom Halter sogar verlangt werden, den Betrieb sei-
nes Fahrzeugs bis zur Verfiigbarkeit eines Updates vollstdndig einzustellen.

Jedoch diirfte in solchen Fillen eine Sicherheitsliicke in der Steuerungs-
software ohnehin einen Fehler in der Beschaffenheit des Fahrzeugs bzw.
ein Versagen der Vorrichtungen i.5.d. §17 Abs.3 S.1 StVG darstellen, so
dass einem unterlassenen Update nur dann eine eigenstindige Bedeutung
zukdme, wenn dieses im Sinne eines Upgrades die Sicherheit des Fahrzeugs
im Straflenverkehr {iber das ohnehin schon erforderliche Maf§ hinaus ver-
bessern wiirde.>00

Ahnlich wie der Halter eines konventionellen Fahrzeugs, der fiir die
Sorgfaltsverstofie des von ihm betrauten Fahrzeugfiihrers einzustehen hat,
muss auch der Halter eines selbstfahrenden Fahrzeugs fiir die Fahrfehler
der Steuerungssoftware einstehen. Allerdings diirfte es nicht allein ausrei-
chen, dass das Fahrzeug die an die Fahrzeugfithrung gerichteten Verkehrs-
vorschriften wie ein menschlicher einhilt. Ahnlich wie bei der Figur des
Idealfahrers ist der Maf3stab noch hoher anzusetzen.

Insgesamt kann festgestellt werden, dass der Nachweis der Unabwend-
barkeit auch dem Halter eines selbstfahrenden Fahrzeugs offensteht. Der
Halter hat andere Wartungs- und Instandhaltungspflichten als bei einem
konventionellen Fahrzeug, da er neben der Mechanik des Fahrzeugs auch
die Software regelmifig tiberpriifen und ggf. aktualisieren muss. Welchen
Sicherheitsstandard selbstfahrende Fahrzeuge konkret einhalten miissen,
um den Nachweis der Unabwendbarkeit zu erbringen, wird im Folgenden
ermittelt.

3. Kriterien fiir die Betriebsgefahr und die Unabwendbarkeit

Betrachtet man die gerichtliche Praxis, so stellt die Haftungsabwédgung
das Hauptproblem der richterlichen Entscheidung dar>®! Liegt ein unab-
wendbares Ereignis vor oder tritt die Betriebsgefahr bei der Abwiagung
der Verursachungsbeitrége vollstandig hinter der des Geschédigten zuriick,
kann sich die Haftung des Halters bis auf null reduzieren. Die Betriebsge-
fahr wiegt bei der Abwigung der Verursachungsbeitrage schwerer, wenn
bestimmte gefahrerhéhende Umstdnde vorliegen. Im konventionellen Stra-

500 Vgl. zu konventionellen Fahrzeugen: Greger, in: Greger/Zwickel, Haftung im Stra-
flenverkehr, Rz. 3.282.
501 Griineberg, Haftungsquoten bei Verkehrsunféllen, 2020, Einl.
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Benverkehr konnen sowohl ein nachweislich verkehrswidriges Verhalten
des Fahrzeugfiihrers als auch technische Mingel des Fahrzeugs die Be-
triebsgefahr erhohen.>%? Ebenso ist der Nachweis der Unabwendbarkeit
gem. §17 Abs. 3 S.1 Hs. 2 StVG ausgeschlossen, wenn der Unfall auf einem
Versagen der Vorrichtungen des Fahrzeugs beruht oder der Fahrer nicht
jede nach den Umstdnden des Falls gebotene Vorsicht beobachtet hat.

Einem intelligenten System kann jedoch kein schuldhafter Verkehrsver-
stofl zur Last gelegt werden.>® Es verbleibt insofern nur die Zurechnung
eines Fehlverhaltens des selbstfahrenden Fahrzeugs als technischer Defekt.
Unter welchen Voraussetzungen ein Versagen der Vorrichtungen des selbst-
fahrenden Fahrzeugs in Bezug auf dessen Fahrweise vorliegt, ist jedoch
normativ zu bestimmen. Es miissen daher Kriterien gefunden werden, an-
hand derer sich ein Sicherheitsmafistab bestimmen lasst, der an das Fahr-
verhalten selbstfahrender Fahrzeuge im Straflenverkehr angelegt werden
kann.

a. Pauschale Erh6hung oder Minderung der Betriebsgefahr

Zum Teil gibt es Stimmen in der Literatur, die auf einen gesonderten
Sicherheitsmafistab fiir selbstfahrende Fahrzeuge ganzlich verzichten wol-
len. So wird vorgeschlagen, pauschal Zuschldge>* oder Abschlige>® auf
die allgemeine Betriebsgefahr vorzunehmen.>¢ Solche Vorschlige wurden
bereits bei der Einfithrung von Fahrerassistenzsystemen gemacht.>” Wih-
rend fiir eine Erhéhung argumentiert wird, dass die technischen Einrich-
tungen nicht in der Lage seien, das Verkehrsgeschehen so aufzunehmen
und zu interpretieren, wie es ein menschlicher Fahrer konne,>*® wird fiir
eine pauschale Reduzierung argumentiert, dass das allgemeine Unfallrisi-
ko bei selbstfahrenden Fahrzeugen im Vergleich zu menschlichen Fahr-

502 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 25.134.

503 Vgl. 3. Teil: A.IV. 3. c.

504 Gail, SVR 2019, S. 321 (3251.).

505 Fleck/Thomas, NJOZ 2015, S.1393 (1394); andeutungsweise Bodungen/Hoffmann,
NZV 2016, S. 449 (451); Kénig, JR 2017, S. 323 (327).

506 Eine @hnliche Diskussion wurde bereits fiir den Einsatz von Fahrerassistenzsyste-
men gefithrt. Zum Streitstand Hammel, Haftung und Versicherung bei Personen-
kraftwagen mit Fahrerassistenzsystemen, 2016, S. 94 ff.

507 Vgl. ebenda, S. 93-104.

508 Gail, SVR 2019, S. 321 (326).
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zeugfithrern sinken werde.’®® Beiden Ansichten ist gemein, dass sie dem
zivilrechtlichen Kausalitatserfordernis widersprechen. Es konnen sich nur
solche Umstinde gefahrerh6hend auswirken, die sich auch nachweislich
auf den konkreten Unfallverlauf ausgewirkt haben.’'® Zwar konnen auch
bestimmte Fahrzeugtypen bauartbedingt eine héhere Betriebsgefahr auf-
weisen als andere. So wird regelméflig eine erhéhte Betriebsgefahr von
Lkw gegeniiber Pkw angenommen.”! Dies kann haftungstechnisch jedoch
nur dann Beriicksichtigung finden, wenn sich die typenbedingten Eigen-
heiten auch im konkreten Unfallgeschehen als besonders gefahrerhohend
erweisen. So mag von einem am Straflenrand abgestellten Lkw keine beson-
ders erhohte Gefahr ausgehen,”> wohl aber dann, wenn er am fliefenden
Verkehr teilnimmt und bauartbedingt seine Schwere, Masse und Tragheit
den Unfallverlauf mafigeblich beeinflussen kann.>®* Dies hat der BGH auch
schon mehrfach bei alkoholisierten Fahrern entschieden. Zwar ist auch
der alkoholisierte Fahrer langsamer in der Aufnahme und Interpretation
des Verkehrsgeschehens als ein niichterner Fahrer, jedoch muss sich die
Alkoholisierung auch auf das Unfallgeschehen auswirken, um eine Gefahr-
erh6hung annehmen zu kénnen.> Im Rahmen der Gefdhrdungshaftung
werden konkrete Verursachungsbeitrage gegeneinander abgewogen. Blofie
Méglichkeiten der Verursachung bleiben hingegen aufSer Betracht.’”> Dem-
entsprechend kann aus dem abstrakten Sicherheitsgewinn durch selbstfah-
rende Fahrzeuge nicht abgeleitet werden, dass dadurch im konkreten Fall
eine niedrigere Betriebsgefahr anzunehmen ist.>!¢ Insofern gelten diese
Uberlegungen auch fiir selbstfahrende Fahrzeuge und es ist weder von
einer generell erhShten noch von einer generell verminderten Betriebsge-
fahr auszugehen.>”

509 Fleck/Thomas, NJOZ 2015, S.1393 (1394).

510 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 25.135.

511 Etwa Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge,
2022, S.1291.

512 BGH, Urt. v. 18.3.1969 - VI ZR 22/68 (VersR 1969, 713).

513 BGH, Urt. v. 24.1.1966 - III ZR 111/64 (VersR 1966, 521).

514 BGH, Urt. v. 10.1.1995 - VI ZR 247/94, Rn. 13 (NJW 1995, 1029); OLG Saarland, Urt.
v. 25.2.2003 - 3 U 514/02, Rn. 21 (OLGR Saarbriicken 2003, 172); aA OLG Celle,
Urt. v.10.3.1988 - 5 U 24/87 (VersR 1988, 608).

515 BGH, Urt. v.10.1.1995 — VI ZR 247/94, Rn. 11 (NJW 1995, 1029).

516 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (676 f.).

517 So auch Greger, NZV 2018, S.1 (2); Buck-Heeb/Dieckmann, in: Oppermann/Sten-
der-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1 Rn.12; dementsprechend kann
auch nicht von einer gnerell gleichbleibenden Betriebsgefahr ausgagengen werden,
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b. Unterschreiten der Anforderungen des StVG

Fiir automatisierte Fahrzeuge gibt es gesetzliche Konstruktionsvorgaben
gem. §§ laff. StVG und §§ 1d ff. StVG. Werden diese nicht eingehalten, liegt
ein gefahrerhdhendes Fehlen oder Versagen der Einrichtungen vor, auch
wenn den Halter diesbeziiglich gerade kein Verschulden trifft.>!8

So kann angenommen werden, dass sich die Betriebsgefahr eines hoch-
oder vollautomatisierten Fahrzeugs erhoht, wenn das Fahrzeug die Erfor-
derlichkeit der eigenhandigen Fahrzeugsteuerung durch den Fahrzeugfiih-
rer nicht erkennt (§1a Abs.2 S. Nr.4 StVG) oder nicht auf eine in der
Systembeschreibung zuwiderlaufende Verwendung hingewiesen wird (§ la
Abs.2 S. Nr. 6 StVG). Vor allem diirfte jedoch entscheidend sein, welche
Anforderungen an die ,ausreichende Zeitreserve® zu stellen sind, die das
Fahrzeug dem Fahrzeugfiihrer einrdumen muss, wenn zur Ubernahme der
Fahrzeugsteuerung aufgefordert wird (§ la Abs. 2 S. Nr. 5 StVG).>"

Gleiches gilt fiir Fahrzeuge mit autonomen Fahrfunktionen. Soweit das
Fahrzeug nicht in der Lage ist, die gesetzlichen technischen Anforderun-
gen zu erfiillen, ist dieser Umstand gefahrerhdhend, sofern er sich tatsach-
lich auswirkt. Dies betrifft vor allem das Uberschreiten des festgelegten
Betriebsbereichs (§ 1d Abs. 2 StVG), fehlende oder mangelhafte Kommuni-
kation mit der Technischen Aufsicht (§1e Abs.2 Nr.4, 5, 6, 8, 9, 10 und
Abs.3 StVG) oder Fehler bei der Uberfithrung in den risikominimalen
Zustand (§ 1d Abs. 4 sowie § le Abs.2 Nr.3 und 7 StVG). Insbesondere die
mangelnde Fahigkeit zum Erkennen der eigenen Systemgrenzen, bei denen
sich das Fahrzeug entweder in den risikominimalen Zustand versetzen oder
die Technische Aufsicht kontaktieren muss, kann sich gefahrerhthend aus-
wirken. Erkennt das Fahrzeug also nicht, dass die Witterungsverhaltnisse
eine Weiterfahrt aufgrund der technischen Gegebenheiten nicht zulassen
und wird dadurch ein Unfall verursacht, so stellt dies einen gefahrerhéhen-
den Umstand dar.

Unter allen denkbaren Unfallursachen diirfte die Nichteinhaltung der
technischen Vorschriften des StVG jedoch nur eine untergeordnete Rolle
spielen. Wesentlich relevanter ist es, ob das Fahrzeug den an die Fahrzeug-

vgl. Rosenberger, Die aufiervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.129ff.

518 Scholten, in: jurisPK-StrVerkR, § 17 StVG Rn. 40 (Stand: 14.4.2023).

519 Bislang fehlen hier Normierungen, Bodungen/Hoffmann, NZV 2018, S.97 (102);
vgl. auch Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge,
2022, S.135.
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fithrung gerichteten Verkehrsvorschriften entspricht (§ 1a Abs. 2 Nr.2 StVG
und §1d Abs.2 Nr.2 StVG). Dies ist zwar auch eine Vorgabe des StVG,
allerdings verweist die Norm auf die Einhaltung des Verhaltensrechts. In-
sofern stellt sich die Frage, unter welchen Umstdnden sich ein Fahrzeug
verkehrsgerecht im Sinne der StVO verhalt.

c. Einhaltung der an die Fahrzeugfithrung gerichteten Verkehrsvorschriften

Dreh- und Angelpunkt fiir die Beurteilung des Fahrverhaltens eines selbst-
fahrenden Fahrzeugs ist die Einhaltung der ,an die Fahrzeugfithrung ge-
richteten Verkehrsvorschriften® (§1a Abs.2 Nr.2 StVG sowie §le Abs.2
Nr. 2 StVG). Bei menschlichen Fahrzeugfithrern wirken sich Verstofle gegen
die Verkehrsvorschriften nur dann gefahrerhdhend aus, wenn sie schuld-
haft begangen werden. Sofern dem Fahrzeugfiihrer nicht wenigstens Fahr-
lassigkeit vorgeworfen werden kann, ist ein blof3 objektiver Regelverstof§
unbeachtlich.>2°

Ein dem Verschulden vergleichbarer Maf3stab fiir die Beurteilung der
Verkehrswidrigkeit von Steuerungsentscheidungen selbstfahrender Fahr-
zeuge existiert jedoch nicht. Ein solcher ist jedoch fiir die Beurteilung
der Frage, ob und in welchem Umfang der Halter fiir einen durch die
Steuerung des Fahrzeugs (mit-)verursachten Schaden einzustehen hat, un-
erlasslich.

Der Halter muss sich allerdings jeden technischen Fehler des Fahrzeugs
im Rahmen der Halterhaftung zurechnen lassen. Ein Versagen der Einrich-
tungen des Kraftfahrzeuges erhoht die Betriebsgefahr, auch wenn dem
Fahrer oder Halter im Einzelfall kein Verschuldensvorwurf gemacht wer-
den kann.?! Hierzu zahlen auch Steuerungsfehler der Software. Es liegt
insofern nahe, parallel zum menschlichen Fahrer auf einen verschuldens-
aquivalenten Mafistab abzustellen, anhand dessen ermittelt werden kann,
wann ein vorwerfbarer Verstofy gegen geltende Verkehrsvorschriften vor-
liegt.>?? Insofern kommt es auch beim autonomen Fahren darauf an, ob sich
das selbstfahrende Fahrzeug entsprechend den Sorgfaltsanforderungen des

520 Scholten, in: jurisPK-StrVerkR, §17 StVG Rn.32ff. (Stand: 14.4.2023); Greger, in:
Greger/Zwickel, Haftung im StrafSenverkehr, Rz. 25.150.

521 Scholten, in: jurisPK-StrVerkR, § 17 StVG Rn. 40 (Stand: 14.4.2023).

522 So auch Hacker, der den Begriff des funktionalen Verschuldensaquivalents im Rah-
men einer denkbaren Zurechnung gem. § 278 BGB verwendet, RW 2018, S.243
(2591f).
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Straflenverkehrs verhalten hat. Unklar ist allerdings, anhand welcher Krite-
rien die konkrete Vorwerfbarkeit eines Fahrverhaltens bestimmt werden
kann. Folgende Orientierungspunkte kommen hierfiir in Betracht

(aa) Orientierungspunkte fiir einen verschuldensiquivalenten Maf3stab

Es bedarf Kriterien, nach denen bestimmt werden kann, unter welchen
Voraussetzungen ein selbstfahrendes Fahrzeug in vorwerfbarer Weise gegen
geltende Verkehrsvorschriften verstofit. Diese Fragestellung weist eine ge-
wisse Parallelitit zu der Frage auf, wie berechtigte Sicherheitserwartungen
im Rahmen der Produkthaftung i.S.d. § 3 Abs.1 ProdHaftG zu beurteilen
sind. Auch dort geht es im Kern darum, nach welchen Kriterien beurteilt
werden kann, ob ein konkretes Steuerungsverhalten der Software einen
Produktfehler darstellt, wenn es zu einem Verkehrsunfall kommt.>2

(1) Orientierung an den Anforderungen der StVO

Es liegt nahe, zur Bestimmung eines Mafistabs fiir das verkehrsgerechte
Verhalten selbstfahrender Fahrzeuge zundchst auf das Verhaltensrecht der
StVO zuriickzugreifen. Die StVO regelt in diesem Rahmen, welche (polizei-
lichen) Anforderungen an den Verkehr und an die Verkehrsteilnehmer ge-
stellt werden, um Gefahren von anderen Verkehrsteilnehmern oder Dritten
abzuwenden und einen optimalen Ablauf des Verkehrs zu gewahrleisten.>2*
In der StVO sind diverse Ge- und Verbote an die Verkehrsteilnehmer adres-
siert, aus denen sich Kriterien fur einen Verhaltensstandard ableiten lassen,
welcher auch fiir selbstfahrende Fahrzeuge Geltung beanspruchen konnte.
In diesem Zusammenhang stellt sich zunachst die Frage, inwieweit das
Regelungswerk der StVO iiberhaupt auf selbstfahrende Fahrzeuge anwend-
bar ist.>> Normadressaten in der StVO sind zunichst alle Verkehrsteilneh-
mer.>26 So stellt § 1 StVO Grundregeln fiir die ,Teilnahme® am Straflenver-
kehr auf. Weitere Vorschriften benennen nicht explizit eine bestimmte Art

523 Hierzu siehe 3. Teil: D. V. 4. b.

524 BVerfG, Beschl. v. 10.12.1975 - 1 BvR 118/71, Rn. 33 (BVerfGE 40, 371).

525 Ausfiihrlich hinsichtlich automatisierter Fahrzeuge Hammer, Automatisierung im
Stralenverkehr, 2015, S. 133-155.

526 Ausfithrlich HefS, in: Burmann/Hef$/Hithnermann/Jahnke, Straflenverkehrsrecht,
§1StVO Rn. 15 ff.
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von Verkehrsteilnehmern, so dass diese Regelungen fiir motorisierte als
auch nicht motorisierte Verkehrsteilnehmer gelten.>”” Daneben gibt es spe-
ziellere Normen, die sich an bestimmte Gruppen von Verkehrsteilnehmern
richten, z.B. Fahrzeugfiihrer (z.B. § 3 Abs. 1 S.1 StVO), Fuf3ginger (z.B. § 18
Abs. 9 StVO) oder Radfahrer (z.B. § 5 Abs. 8 StVO). Zwar ist ein Grofiteil
der Normen so formuliert, dass der Normadressat allein aus dem Wortlaut
nicht klar erkennbar ist,>28 dennoch lasst sich aus §1 StVO herleiten, dass
stets der jeweilige Verkehrsteilnehmer gemeint ist. Leitbildartig geht des-
halb die StVO auch vom selbst im Fahrzeug anwesenden Fahrer aus.? Die
StVO ist jedoch insgesamt ein Regelwerk, das sich an Menschen richtet, die
in der Lage sind, die komplexe Regelungsanforderungen zu interpretieren
und Sachverhalte darunter zu subsumieren.>*

Andererseits wird in §la Abs.2 Nr.2 StVG und §1d Abs.2 Nr.2 StVG
gefordert, dass automatisierte Fahrzeuge in der Lage sein miissen, ,den an
die Fahrzeugfiihrung gerichteten Verkehrsvorschriften zu entsprechen Der
Gesetzgeber geht also wie selbstverstindlich davon aus, dass die StVO von
derartigen Fahrzeugen einzuhalten ist. Auf welche Weise die zum Teil kom-
pliziert umzusetzenden Vorschriften zu erfiillen sind, wird jedoch nicht
geregelt. Es mag Vorschriften geben, die ohne weiteres auf selbstfahrende
Fahrzeuge anwendbar sind. Zu denken ist hier an Regelungen, die ein
deskriptives Normverhalten verlangen wie etwa die Einhaltung der zulés-
sigen Hochstgeschwindigkeit (§ 3 Abs.3 StVO) oder das Halten an einer
Lichtzeichenanlage (§37 Abs.2 S.2 Nr.1 StVO). Diese Normen enthalten
nach eindeutigen Parametern programmierbare Anforderungen, die von
einem Steuerungssystem ebenso erfiillt werden konnen wie von einem
Menschen.>3!

Schwieriger wird es bei Normen, die normative und auslegungsbediirfti-
ge Anforderungen an das Fahrverhalten formulieren, die sich situativ unter-
scheiden. Dies betriftt etwa die Pflicht, nur so schnell zu fahren, wie es

527 Hiihnermann, in: Burmann/Hef$/Hithnermann/Jahnke, Straffenverkehrsrecht, Vor-
bem. StVO Rn. 5.

528 Etwa §2 Abs.1 S.1 StVO ,Fahrzeuge miissen die Fahrbahnen benutzen, von zwei
Fahrbahnen die rechte“ sowie Abs. 2 ,Es ist moglichst weit rechts zu fahren, nicht
nur bei Gegenverkehr, beim Uberholtwerden, an Kuppen, in Kurven oder bei
Untibersichtlichkeit.

529 Lutz/Tang/Lienkamp, NZV 2013, S.57 (60); Hotitzsch/May, in: Hilgendorf/Beck,
Robotik im Kontext von Recht und Moral, 2014, S. 189 (197 1.).

530 Gstottner u. a., NZV 2021, S. 593 (597).

531 Lutz, in: Hartmann, KI & Recht, 2020, S. 117 (129 ff.).
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Straflen-, Verkehrs-, Sicht- und Wetterverhiltnisse sowie die personlichen
Fahigkeiten und die Eigenschaften von Fahrzeug und Ladung zulassen (§ 3
Abs.18S.2 StVO). UnkKlar ist auch, wie ein fahrerloses Fahrzeug der doppel-
ten Riickschaupflicht (§9 Abs.1 S.4 StVO) nachkommen kann oder wie
beim Liegenbleiben ein Warndreieck 100 m vor dem Fahrzeug aufgestellt
werden soll (§ 15 StVO).532

Steege schlagt deshalb vor, dass die Regelungen der StVO von selbst-
fahrenden Fahrzeugen nicht handlungsorientiert, sondern erfolgsorientiert
eingehalten werden miussen.® Dies bedeutet, dass es darauf ankomme,
dass die Verhaltensanforderungen der StVO primidr ihrem Zweck nach
erfiilllt werden miissen. Entscheidend ist nicht das ,Wie“ der Ausfiihrung,
sondern dass der Regelungszweck der jeweiligen Vorschrift erreicht wird.
Dient etwa die doppelte Riickschaupflicht in §9 Abs.1 S.4 StVO dem
Zweck, den nachfolgenden Verkehr nicht zu gefahrden, so konne auch ein
selbstfahrendes Fahrzeug die Verhaltensnorm erfiillen, wenn dieses Ziel mit
der vorhandenen Sensorik und Software erreicht werden kann.>3* Dieser
Ansatz iiberzeugt, solange der Zweck einer Vorschrift auf unterschiedliche
Weise erfiillt werden kann. Er stoflt jedoch dort an seine Grenzen, wo
die Einhaltung einzelner Vorschriften der StVO bei Menschen und selbst-
fahrenden Fahrzeugen zu unterschiedlichen Schlussfolgerungen fiihrt. So
darf unabhingig von der zuldssigen Hochstgeschwindigkeit nur so schnell
gefahren werden, dass das Fahrzeug jederzeit beherrscht werden kann.
Hierbei sind die Straflen-, Verkehrs-, Sicht- und Wetterverhaltnisse sowie
die personlichen Fahigkeiten und Eigenschaften des Fahrzeugs zu beachten
(§ 3 Abs. 1 StVO). Schon an diesen Formulierungen wird deutlich, dass eine
direkte Ubertragung dieser Regelungen auf selbstfahrende Fahrzeuge pro-
blematisch ist. Ein selbstfahrendes Fahrzeug ,sieht“ nicht wie ein Mensch.
Es verfiigt iiber eine differenzierte Sensorik, die es ihm ermdglicht, den
Straflenraum zu iiberwachen. Die Wahrnehmung des Verkehrsgeschehens
durch Kameras, Radar und Lidar ist jedoch nicht mit dem ,Sehen® eines
Menschen vergleichbar. Wann die ,Sichtverhiltnisse” eine bestimmte Ge-
schwindigkeit nicht mehr zuldsst, kann fiir ein Steuerungssystem vollig
anders aussehen als fiir einen Menschen.

Auch ein starres Festhalten an den Regelungen der StVO ist nicht in
jedem Fall geboten. Es besteht ein Spannungsverhiltnis zwischen der Fliis-

532 Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 121 .
533 Ebenda.
534 Ebenda, S.124f.
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sigkeit und der Sicherheit des Straflenverkehrs.3> So kann es angezeigt
sein, bestimmte Verkehrsregeln zu iibergehen, um dadurch Gefahren abzu-
wehren 53¢ Fahrzeuge mit autonomen Fahrfunktionen werden auf die Tech-
nische Aufsicht verwiesen, wenn eine Weiterfahrt mit den Regelungen der
StVO kollidieren wiirde (§ le Abs.2 Nr. 3 und 4 StVG). Vollstindig autono-
me Fahrzeuge miissen derartige Normkonflikte jedoch eigenstindig losen
konnen. Hierfiir miisste allerdings das Recht zum ,bewussten Rechtsbruch®
gesetzlich eingerdaumt werden.>¥’

Noch komplexer ist die Anwendung generalklauselartiger Rechtsbegrif-
fe, wie z.B. dem Riicksichtnahmegebot, welches sich aus §1 Abs.1 StVO
ableiten ldsst. Dieser iibergeordnete Grundsatz des gebotenen Verhaltens
stellt eine Art Leitfaden fur das Verhalten im Straflenverkehr dar, wenn
die speziellen Regelungen keine konkreten Anforderungen statuieren.>3
Die Verpflichtung zur stindigen Vorsicht und Riicksicht ermdglicht es dem
Verkehrsteilnehmer, komplexe Situationen im Straflenverkehr auch dann
zu bewidltigen, wenn die tibrigen Regelungen der StVO keine eindeutigen
Handlungsvorgaben enthalten.

Eine Software hingegen kann sich nicht ,riicksichtsvoll verhalten. Es ist
allenfalls moglich, sie so zu programmieren, dass a priori Steuerungsmodi
festgelegt werden, nach denen die Software sich im konkreten Fall entschei-
det.> So kann eine defensive Steuerung festgelegt werden, die in ihrer
Wirkung moglicherweise als riicksichtsvoll empfunden wird. Riicksicht-
nahme im eigentlichen Sinne bedeutet aber auch, Verstindnis zu zeigen
und Gefiihle, Umstinde und Interessen ausreichend zu beriicksichtigen.>40
Riicksichtnahme enthélt somit eine subjektiv-menschliche Komponente,
die eine Software per se nicht erfiillen kann.

Dariiber hinaus erfordert die Einhaltung des Riicksichtnahmegebots
auch kommunikative Fahigkeiten des Fahrzeugfiihrers. So kann ein Fahr-
zeugfithrer durch Hupen auf Gefahren aufmerksam machen.>*! Durch Auf-

535 Gstottner u. a., NZV 2021, S. 593.

536 BGH, Urt. v. 14.7.1964 - VI ZR 106/63, Rn. 14 (NJW 1964, 1149); Zwickel, in: Gre-
ger/Zwickel, Haftung im StrafSenverkehr, Rz. 3.276.

537 Thone, Autonome Systeme und deliktische Haftung, 2020, S. 241.

538 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 14.11.

539 Vgl. hierzu das Fallbeispiel: ,Autonome Kraftfahrzeuge an einer Kreuzung“ in Kirn/
Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme, 2016,
S.109 ff.

540 Dey u. a. (2020) 7 Transportation Research Interdisciplinary Perspectives 1, 15 f.

541 Miither, in: jurisPK-StrVerkR, § 1 StVO Rn. 33 (Stand: 1.6.2023).
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

blenden oder Handzeichen kann er signalisieren, dass er auf sein Vorfahrts-
recht zu Gunsten des anderen Verkehrsteilnehmers verzichtet. Derartige
~Verhandlungssituationen® lassen sich durch geltende Verhaltensregeln des
Straflenverkehrsrechts nicht ohne Weiteres darstellen.’*? Es handelt sich
um informelle und eingespielte Verhaltensweisen menschlicher Kommuni-
kation im Straflenverkehr. Zwar wire es denkbar, selbstfahrende Fahrzeuge
so zu programmieren, dass sie in solchen Situationen blinken oder hupen.
Problematisch ist jedoch, dass ein Fahrer durch das Aufblenden je nach
Kontext auch auf einen defekten Blinker aufmerksam machen oder auf der
Autobahn den anderen Fahrer zum Spurwechsel auffordern kann. Eben-
so kann durch Hupen der Arger iiber die Fahrweise anderer Verkehrsteil-
nehmer zum Ausdruck gebracht werden. Das Gebot der Riicksichtnahme
erfordert daher, diese im Straflenverkehr ublichen, aber teilweise sehr kom-
plexen Kommunikationsvorgange lesen und richtig anwenden zu kénnen,
um Missverstandnisse, die zu Unfallen fuhren konnen, zu vermeiden. Zwar
sind auch technische Losungen denkbar, die eine solche Kommunikation
auch fiir selbstfahrende Fahrzeuge denkbar machen. Solche eHMIs werden
bereits in verschiedenen Varianten getestet.>*> Jedoch fehlen bislang ver-
bindliche Regelungen dariiber, wie selbstfahrende Fahrzeuge mit anderen
Verkehrsteilnehmern in Kontakt treten kénnen. Auch wire es denkbar,
vor allem autonome Fahrzeuge generell als solche kenntlich zu machen.>#4
Insgesamt verbleiben also Unklarheiten dariiber, wie die Regelungen der
StVO von selbstfahrenden Fahrzeugen eingehalten werden konnen.

Selbst wenn man also davon ausgeht, dass die StVO ihrem Zweck nach
auch auf selbstfahrende Fahrzeuge anwendbar ist, lasst sich allein aus dem
Verhaltensrecht nicht ableiten, wann ein Verhalten des Steuerungssystems
als fehlerhaft und damit gefahrerhohend anzusehen ist.

Bei den Vorschriften der StVO, die keine deskriptiven Vorgaben enthal-
ten, ist normativ zu entscheiden, wo die Grenze zwischen verkehrswidri-
ger Uberschreitung und gebotener Nichtbeachtung einzelner Vorschriften
verlduft.>*> Insofern kann allein aus dem Wortlaut der Regelungen der

542 Théne, Autonome Systeme und deliktische Haftung, 2020, S. 241.

543 So gibt es Ansitze, dass selbstfahrende Fahrzeuge anthropomorphisch, mittels Text,
Symbolen oder abstrakten Formen mit anderen Verkehrsteilnehmern kommunizie-
ren konnen. Hierzu ausfithrlich: Dey u. a. (2020) 7 Transportation Research Interdi-
sciplinary Perspectives 1{t.; vgl. auch 2. Teil: B. IIL. 3.

544 Thone, Autonome Systeme und deliktische Haftung, 2020, S. 241.

545 Gstottner u. a., NZV 2021, S.593 (597); Hammer, Automatisierung im Straflenver-
kehr, 2015, S. 161.
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A. Haftung des Halters nach § 7 Abs. 1 StVG

StVO kein Mafistab fiir selbstfahrende Fahrzeuge abgeleitet werden. Die
grundsitzliche Fahigkeit eines Steuerungssystems, die StrafSenverkehrsord-
nung in ihren wesentlichen Vorgaben zu befolgen, ist zwar Voraussetzung
fur die Zulassung selbstfahrender Fahrzeuge,>*¢ es bedarf jedoch weiterer
Kriterien, um entscheiden zu kénnen, wie verkehrsgerechtes von verkehrs-
widrigem Steuerungsverhalten unterschieden werden kann.

(2) Orientierung am anthropozentrischen Maf3stab

Es liegt daher nahe, den Sicherheitsmafistab fiir selbstfahrende Fahrzeuge
an den fiir Menschen geltenden Verschuldensmaf3stab anzulehnen.>*” Nach
diesem anthropozentrischen®#® oder ,anthro-parallelen“**® MafSstab verhalt
sich ein selbstfahrendes Fahrzeug dann verkehrsgerecht, wenn es sich in
der jeweiligen Unfallsituation wie ein durchschnittlicher Fahrer verhilt.
Ein gefahrerhohender Systemfehler lige dann vor, wenn das selbstfahrende
Fahrzeug ,nicht eine Reaktion vornimmt, die von einem menschlichen
Fahrer zu erwarten wire“>? und der Unfall darauf zuriickzufithren ist.
Zum Teil wird in der Literatur auf den Durchschnittsfahrer, teilweise auf
den Idealfahrer abgestellt.>!

Nach diesem Ansatz ist zu erwarten, dass fahrerlose Fahrzeuge, wenn
sie am Verkehr teilnehmen sollen, mindestens in der Lage sein miissen,
ein Sicherheitsniveau zu bieten, das dem eines menschlichen Fahrers ent-
spricht. Dem ist auch insofern zuzustimmen, als das Fahrniveau niemals
unter den Fahigkeiten eines Menschen liegen sollte.”>? Die Frage ist nur,
ob die Orientierung am Menschen allein ausreicht.’>* Denn auch wenn der

546 Lutz, in: Hartmann, KI & Recht, 2020, S. 117 (132).

547 So etwa: Gomille, JZ 2016, S.76 (77); Hey, Haftung des Herstellers autonomer
Fahrzeuge, 2019, S 47f.; Borges, CR 2016, S.272 (276); Wagner, AcP 2017, S.707
(733); Viadeck (2014) 89 Wash. L. Rev. 117, 129 {f.

548 Wagner, AcP 2017, S.707 (733).

549 Hacker, RW 2018, S. 243 (259).

550 Borges, CR 2016, S.272 (276).

551 Fiir den Standard des Idealfahrers, Freise, VersR 2019, S. 65 (70); Steege, NZV 2019,
S. 459 (466); teilweise Feldle, Notstandsalgorithmen, 2018, S. 187 f.

552 Wagner, AcP 2017, S.707 (733); Gomille, JZ 2016, S.76; Janal, in: Gless/Seelmann,
Intelligente Agenten und das Recht, 2016, S. 139 (159).

553 So verlangt die Ethikkommission sogar eine ,positive Risikobilanz“ gegeniiber der
menschlichen Fahrleistung, Bundesministerium fiir Verkehr und digitale Infrastruk-
tur Deutschland, Bericht der Ethik-Kommission: Automatisiertes und vernetztes
Fahren, 2017, S.10.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

anthropozentrische Ansatz im Kern {iberzeugend ist, gibt es doch einige
Kritikpunkte. Dies kann an einem Fallbeispiel verdeutlicht werden:>>*

Ein selbstfahrendes Fahrzeug féhrt in der Dammerung auf einer Land-
strafle unter Einhaltung aller Verkehrsregeln. Plétzlich iiberquert ein Reh
von links zwischen Baumen die Fahrbahn. Die Steuerung leitet ein Notaus-
weichmanover auf die Gegenfahrbahn ein. Das Fahrzeug kann jedoch nicht
mehr rechtzeitig auf den rechten Fahrstreifen zuriickwechseln und streift
einen entgegenkommenden Pkw, der die zuldssige Hochstgeschwindigkeit
von 100 km/h um 30 km/h iiberschreitet. An beiden Fahrzeugen entsteht
Sachschaden. Die Insassen beider Fahrzeuge waren - wie von der Steue-
rungssoftware berechnet — zu keinem Zeitpunkt in Gefahr. Aus Sicht eines
menschlichen Fahrzeugfithrers wire die Ausweichreaktion nachvollziehbar
gewesen, da das Reh plotzlich und unerwartet die Fahrbahn tiberquerte.
Typischerweise wird menschlichen Fahrerzeugfithrern in derartigen Situa-
tionen neben der Reaktionszeit von bis zu einer Sekunde eine zusdtzliche
Schreckzeit von bis zu 0,9 Sekunden zugestanden.>> Wiirde ein selbstfah-
rendes Fahrzeug etwa diese Zeit bendétigen, um ein Mandéver durchzufiih-
ren, wire dieses Steuerungsverhalten nach menschlichem Ermessen Durch-
schnittsfahrer ebenbiirtig. Es lage kein vorwerfbarer Fahrfehler vor.

Problematisch wiére dieses Ergebnis, wenn die Fahrzeugsoftware das
Reh wegen eines Interpretationsfehlers zundchst nicht als Hindernis wahr-
genommen hdtte und deshalb eine Reaktionszeit von fast zwei Sekunden
bis zum Ausweichmanéver verstrichen wiére, wihrend bei korrekter Ver-
arbeitung der vorhandenen Informationen ein Ausweichmandver bereits
nach 0,5 Sekunden mdéglich gewesen wire, so dass der Unfall bei korrektem
Ablauf sogar vollstandig hatte vermieden werden konnen.>>

Wiirde man nun in einem solchen Fall den menschlichen Maf3stab fiir
die Bewertung der jeweiligen Verursachungsbeitrdge zugunsten des Halters
des selbstfahrenden Fahrzeugs anlegen, so wiirde ein Gericht zu dem Er-
gebnis kommen, dass hier kein vorwerfbares Fahrverhalten vorliegt. Einem
menschlichen Fahrer kénnte aufgrund der Plotzlichkeit und Unvorherseh-
barkeit der Situation nicht vorgeworfen werden, zu spit reagiert zu haben.

554 Der nachfolgende Fall beruht im Kern auf Schwartz, in: Taeger, Den Wandel beglei-
ten, 2020, S. 669 (678).

555 So in der gerichtlichen Praxis, Hef, in: Burmann/Hef}/Hithnermann/Jahnke,
Straflenverkehrsrecht, § 1 StVO Rn. 53-59.

556 Wie etwa bei dem bereits erorterten Tesla Unfall im Jahr 2016, NHTSA, Automatic
vehicle control systems - investigation of Tesla accident, 2017.
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Es wire sogar denkbar, hier ein unabwendbares Ereignis anzunehmen,
wenn das Gericht zu dem Ergebnis kdme, dass auch ein menschlicher
Idealfahrer den Unfall nicht hitte vermeiden kénnen. Denn auch diesem
wird in plétzlich auftretenden Unfallsituationen eine Schreckzeit und die
Ausfithrung sachwidrigen Verhaltens zugestanden.> Die Haftungsquote
wiirde allein wegen der Geschwindigkeitsiiberschreitung des anderen Fahr-
zeugs zu Gunsten des Halters des selbstfahrenden Fahrzeugs ausfallen.

Dabei bliebe jedoch unberiicksichtigt, dass die Software fehlerhaft funk-
tioniert hat, indem sie erst nach ca. 2 Sekunden auf das Reh reagieren
konnte, obwohl technisch 0,5 Sekunden mdéglich gewesen wiren. Hier liegt
das Problem bei der Anwendung eines rein anthropozentrischen Maf3stabs.
Denn die Ubertragung des menschlichen Standards vernachlissigt die Un-
terschiede zwischen der Informationsverarbeitung eines Menschen und
der einer Software. Selbst der fihigste Fahrzeugtiihrer ist in seiner Aufnah-
mefahigkeit und Interpretation von Informationen stark limitiert und je
nach Einzelfall gar nicht in der Lage, Verkehrssituationen mit allen Details
rational zu erfassen und daraus die richtigen Schliisse zu ziehen.>*® Diese
biologisch-psychologischen Grenzen sind von der Rechtsprechung selbst-
verstdndlich anerkannt und werden bei der Beurteilung von Unfallsituatio-
nen beriicksichtigt.>® Die Einrdumung einer Schreckzeit, die Zubilligung
sachwidrigen Verhaltens und der Vertrauensgrundsatz sind Auspragung
dessen. Es wird der Tatsache Rechnung getragen, dass der Mensch in be-
sonders plétzlichen und unerwarteten Situationen nicht in der Lage ist, mit
der gleichen Schnelligkeit und Prézision zu handeln wie unter optimalen
Bedingungen. Dies fiihrt sogar dazu, dass der Sorgfaltsmafistab abnimmt,
je weniger mit einer Gefahr zu rechnen ist. So wird im Stadt- und Ortsver-
kehr vom Fahrzeugfiihrer eine hohere Reaktionsbereitschaft abverlangt als
auf der Landstrafle.>® Ein solcher Mafistab erscheint auch angemessen,
wenn nur Menschen am StrafSenverkehr teilnehmen und deshalb denselben
Limitierungen unterworfen sind.

Dies kann jedoch dann nicht gelten, wenn ein softwaregesteuertes Fahr-
zeug derartigen Restriktionen nicht im selben Mafle unterworfen ist. Die

557 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.286 f.

558 Die héufigste Unfallursache besteht darin, dass Fahrzeugfiihrer relevante Informa-
tionen zu spit oder gar nicht wahrnehmen, Griindl, Fehler und Fehlverhalten als
Ursache von Verkehrsunfillen und Konsequenzen fiir das Unfallvermeidungspoten-
zial und die Gestaltung von Fahrerassistenzsystemen, 2005, S. 125.

559 Siehe 3. Teil: A.IV.1und 2. c.

560 OLG Dusseldorf, Urt. v. 2.4.1976 - 3 Ss OWi 245/76, Rn. 8 (DAR 1977, 26).
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Hard- und Software kann bei Funktionsfihigkeit aller Einrichtungen den
Verkehr mit der immer gleichen Genauigkeit iiberwachen. Eine Software
wird nicht von plotzlich auftretenden Gefahrenquellen ,iiberrascht® und
biifit auch keine kognitiven Fihigkeiten ein, wenn eine Situation nicht vor-
hersehbar ist. Im Gegenteil muss die Software so programmiert sein, als ob
jederzeit mit einer plotzlichen Gefahr zu rechnen wire.>®! Ein abgestufter
Sorgfaltsmafistab, der je nach Verkehrssituation eine andere Qualitit an
die Reaktion des selbstfahrenden Fahrzeugs stellt, wiirde den technischen
Gegebenheiten nicht gerecht. Insofern wire es widersinnig, selbstfahrenden
Fahrzeugen eine Schreckzeit zugestehen oder sachwidriges Verhalten zu
tolerieren.>62

Aus diesem Grund kann auch der Vertrauensgrundsatz als Grenze der
allgemeinen Sorgfaltsanforderungen fiir selbstfahrende Fahrzeuge nicht
uneingeschriankt gelten.®® Es kann vielmehr verlangt werden, dass das
Steuerungssystem anderen Verkehrsteilnehmern in gewissem Umfang zu
misstrauen hat.564 Zwar besteht die Gefahr, dass eine zu defensive Fahrwei-
se den Verkehrsfluss beeintrachtigt.>> Gleichwohl kann von einem Steue-
rungssystem, das tiber die Vorteile einer umfassenden Sensorik verfiigt,
erwartet werden, dass es auch dann permanent bremsbereit ist, wenn
nach menschlichem Ermessen nicht damit zu rechnen ist, dass sich andere
Verkehrsteilnehmer verkehrswidrig verhalten werden. Es ist insofern ein
Ubersoll an Vorsicht von selbstfahrenden Fahrzeugen zu erwarten.56¢

Aus den genannten Griinden kann der menschliche Maf3stab fiir selbst-
fahrende Fahrzeuge allenfalls als Untergrenze eines akzeptablen Sicher-
heitsniveaus angesehen werden. Fiir die Frage, ob ein konkretes Unfall-

561 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (679).

562 Vgl. Hilgendorf, in: Rofinagel/Hornung, Grundrechtsschutz im Smart Car, 2019,
S.147 (1541.); Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (680); an-
deutungsweise Gomille, JZ 2016, S. 76 (77).

563 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (679f.); zum Vertrauens-
grundsatz Greger, in: Greger/Zwickel, Haftung im Stralenverkehr, Rz. 14.12.

564 Feldle, Notstandsalgorithmen, 2018, S.187 f.; aA Hilgendorf, in: Rofinagel/Hornung,
Grundrechtsschutz im Smart Car, 2019, S. 147.

565 Miither, in: jurisPK-StrVerkR, § 1 StVO Rn. 36 (Stand: 1.6.2023); hinsichtlich auto-
nomer Fahrzeuge: Feldle, Notstandsalgorithmen, 2018, S.187f; Wiist, Autonome
Sonntagsfahrer, Der SPIEGEL 13/2018 v. 24.3.2018, S. 118, https://www.spiegel.de/w
issenschaft/autonome-sonntagsfahrer-a-28c0326a-0002-0001-0000-000156458065,
S.118.

566 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (682).
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verhalten noch als verkehrsgerecht hinzunehmen ist, bedarf es weiterer
Ankniipfungspunkte.

(3) Orientierung am technischen Durchschnittsmaf3stab

Es ist daher eine Orientierung an einem technischen Maf3stab in Betracht
zu ziehen. Statt allein auf den menschlichen Durchschnittsfahrer abzustel-
len, konnte ein Vergleich mit dem Durchschnittsfahrzeug angestellt werden.
Beispielsweise konnte die Reaktionsqualitdt des konkreten Steuerungssys-
tems in einer Unfallsituation mit anderen auf dem Markt befindlichen
Steuerungssystemen verglichen und so ein technischer Durchschnittsmaf3-
stab entwickelt werden.>®” Liegt das am Unfall beteiligte Fahrzeug unter
diesem Durchschnitt, wire ein relevanter Fahrfehler anzunehmen, der die
konkrete Betriebsgefahr des Fahrzeugs erhoht. Dieses Vorgehen hitte zu-
dem den Vorteil, dass die Hersteller indirekt einen Anreiz hitten, moglichst
sichere Fahrzeuge auf den Markt zu bringen, um dem Halter Haftungs-
kosten zu ersparen und den Kauf eines solchen Fahrzeugs attraktiver zu
machen.

Die grofitmogliche Sicherheit wiirde dabei ein Maf3stab bieten, der sich
nicht am verfiigbaren Durchschnittsfahrzeug orientiert, sondern am best-
moglichen Fahrzeug auf dem Markt.>®® Insofern konnte der Mafistab das
Idealfahrzeug im Gegensatz zum Idealfahrer sein.

Bezogen auf das obige Beispiel miisste also gutachterlich ermittelt wer-
den, wie sich vergleichbare Fahrzeuge in einer dhnlichen Situation verhal-
ten, und auf dieser Grundlage konnte beurteilt werden, ob das am Unfall
beteiligte Fahrzeug fehlerhaft gehandelt hat. Doch auch diese Methode
stofSt auf praktische Schwierigkeiten. Es diirfte nahezu unmdglich sein,
Unfallsituationen so zu rekonstruieren, dass fiir jedes Ereignis ein Durch-
schnitts- oder Maximalstandard ermittelt werden kann. Zwar kénnte mit-
hilfe von Event Data Recording (EDR) ermittelt werden, welche Fahrreak-

567 Angedacht von Wagner, AcP 2017, S.707 (737); Schwartz, in: Taeger, Den Wandel
begleiten, 2020, S. 669 (678); auch Viadeck (2014) 89 Wash. L. Rev. 117, 132; in Bezug
auf KI vgl. auch Hacker, RW 2018, S. 243 (263).

568 Ebenfalls Wagner, AcP 2017, S.707 (737); Schwartz, in: Taeger, Den Wandel beglei-
ten, 2020, S. 669 (678).
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tion das Fahrzeug in welcher Reaktionszeit durchgefiihrt hat;>¢° es diirfte
jedoch kaum praktikabel sein, festzustellen, wie andere auf dem Markt
befindliche Fahrzeuge in der gleichen Situation reagiert hitten. Hinzu
kommt, dass Entscheidungen von KI in vielen Fillen weder ex ante pro-
gnostiziert noch ex post nachvollzogen werden kénnen.>? Insofern miisste
der Unfall in einem Crashtest nachgestellt werden, um verldssliche Ergeb-
nisse zu erhalten. Abgesehen von den hohen Kosten solcher Szenarien ist
es — wie das Beispiel zeigt - unmdglich, alle Umweltparameter, die einen
Unfall beeinflussen konnen, nachzustellen. Zwar kann der Richter auch
bei konventionellen Unfallsituationen nicht zweifelsfrei feststellen, wie sich
ein Durchschnittsfahrer in einer konkreten Unfallsituation verhalten hatte;
allerdings stellt der Durchschnittsfahrer wie auch der Idealfahrer einen
normativ objektivierten Sorgfaltsmaf$stab dar, der menschlichen Unzulang-
lichkeiten Rechnung tragt. Hingegen wiirde der Vergleich selbstfahrender
Fahrzeuge untereinander einen empirischen Maf3stab schaffen, der fiir die
Festlegung von Sorgfaltsnormen kaum praktikabel ist.

Hinzu kommt, dass zu erwarten ist, dass selbstfahrende Fahrzeuge mit
der Zeit immer besser in der Lage sein werden, in Unfallsituationen sach-
gerechte Entscheidungen zu treffen.”! Dies wiirde auch bedeuten, dass An-
forderungen an das Durchschnitts- bzw. Idealfahrzeug mit der Zeit immer
weiter ansteigen wiirden. Mit jedem neuen Fahrzeug auf dem Markt oder
mit jedem Update der Steuerungssoftware miisste zumindest der Durch-
schnittsstandard angepasst werden. Eine solche Dynamisierung hitte zur
Folge, dass die Rechtsprechung in jedem einzelnen Verfahren nach dem
Stand der Fahrzeugtechnik zum Unfallzeitpunkt entscheiden miisste, wel-
ches Reaktionsverhalten als durchschnittlich oder bestméglich anzusehen
ist.572 Jeder Verkehrsunfallprozess wiirde eine noch aufwendigere Beweis-
aufnahme nach sich ziehen, als dies ohnehin schon der Fall ist.

Auflerdem wiirden die Hersteller einen {ibermifligen Anreiz erhalten,
die Sicherheit der Fahrzeuge um jeden Preis zu erh6hen, um die Haftungs-
risiken des Halters zu minimieren, die auch der Hersteller wegen der Re-

569 Hierzu Raith, Das vernetzte Automobil, 2019, S.358ff.; Brockmann/Nugel, ZfSch
2016, S. 64; Schmidt-Cotta, in: Hilgendorf/Beck, Rechtliche Aspekte automatisierter
Fahrzeuge, 2015, S. 67.

570 Zech, ZfPW 2019, S. 198 (202); Europdische Kommission, Weifibuch zur Kiinstlichen
Intelligenz, S 14.

571 Gomille, JZ 2016, S.76 (77).

572 In diesem Beitrag noch als objektivierter Maf3stab beschrieben Schwartz, in: Taeger,
Den Wandel begleiten, 2020, S. 669 (680).
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gressmoglichkeit fiirchtet. Dies wiederum konnte zu Lasten der Leichtigkeit
des Verkehrs gehen. Dies wiederum widerspricht der Vorgabe in § 4 Abs. 1
Nr.4 AFGBYV, wonach durch den Betrieb weder die Sicherheit noch die
Leichtigkeit des Straflenverkehrs beeintrachtigt werden darf. Denn sofern
alle selbstfahrenden Fahrzeuge Unfille um jeden Preis vermeiden wiirden,
wiirde eine zu defensive Fahrweise den Verkehr letztlich zum Erliegen brin-
gen.>”3 Ein zusitzliches Anreizproblem koénnte darin bestehen, dass sich
andere Verkehrsteilnehmer gegeniiber zu defensiv programmierten selbst-
fahrenden Fahrzeugen riicksichtslos verhalten kénnten.””* Denn wenn ein
Verkehrsteilnehmer weif3, dass die Software besser und schneller reagieren
muss als ein Mensch, um eine Haftung des Halters auszuschliefSen, konnte
er bewusst ein hoheres Risiko eingehen, da sein Haftungs- (und Verlet-
zungs-)risiko gering ausfallt.>”> Eine alleinige Ausrichtung am technischen
Durchschnitts- bzw. Idealfahrzeug ist deshalb ebenfalls nicht zielfithrend.

(bb) Menschlich-technischer SicherheitsmafSstab

Da also weder die Ausrichtung am menschlichen Fahrzeugfiihrer noch
am Durchschnittsfahrzeug allein zur Bildung eines Maf3stabs herangezogen
werden kann, sind Kriterien erforderlich, die den oben genannten Orientie-
rungspunkten trotz der berechtigten Kritik an ihnen gerecht werden.

(1) Menschlich-technischer Maf3stab zur Ermittlung der Betriebsgefahr

Insgesamt erscheint es sachgerecht, den menschlichen oder anthropozen-
trischen Maf3stab als Mindestmafd heranzuziehen. Hinsichtlich der disku-
tierten Sorgfaltserleichterungen, die fiir menschliche Fahrzeugfiihrer gel-
ten, wie z.B. die Einrdumung einer Schreckzeit oder die Zubilligung ei-
nes sachwidrigen Verhaltens, konnen diese jedoch nicht fiir selbstfahren-
de Fahrzeuge gelten. Denn sofern menschlichen Fahrerzeugfithrern nur
deshalb ein herabgesetzter Sorgfaltsmafistab zugebilligt wird, weil eine

573  Miither, in: jurisPK-StrVerkR, § 1 StVO Rn. 36 (1.6.2023).

574 Es gibt bereits Anzeichen, dass sich andere Verkehrsteilnehmer gegeniiber selbstfah-
renden Fahrzeugen riicksichtsloser als gegeniiber Fahrzeugfithren verhalten und
zum Teil sogar aggressiv werden, Liu u. a. (2020) 137 Accident Analysis and Preven-
tion 105457.

575 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (681).
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bestimmte Steuerungsreaktion aufgrund der biologischen und psychologi-
schen Limitierungen des Menschen als nachvollziehbar angesehen wird,
kann dies fiir ein intelligentes Steuerungssystem nicht gelten.

Der Vertrauensgrundsatz bedarf einer Einschrankung, da einem selbst-
fahrenden Fahrzeug nicht in gleicher Weise wie einem Menschen zugemu-
tet werden kann, auf das verkehrsgerechte Verhalten anderer Verkehrsteil-
nehmer zu vertrauen. Gleichzeitig darf dies aber auch nicht dazu fiihren,
dass selbstfahrende Fahrzeuge so defensiv programmiert werden, dass der
Verkehr praktisch zum Erliegen kommt. Es ist also einerseits ein Ubersoll
an Vorsicht zu verlangen, welches in den Grundziigen denen eines Ideal-
fahrers entspricht, andererseits miissen die Anforderungen an eine ziigige
Fahrweise erfiillt werden. Das Steuerungssystem muss insofern anderen
Verkehrsteilnehmern nur dann misstrauen, wenn dies zur Vermeidung von
Unfillen notwendig erscheint.’’® Dies bedeutet, dass ein selbstfahrendes
Fahrzeug vor allem in tibersichtlichen Verkehrssituationen bremsbereit sein
muss.

Fir den eingangs geschilderten Fall”” wiirde dies bedeuten, dass die
Reaktionszeit eines selbstfahrenden Fahrzeugs deutlich verkiirzt wire und
nicht mit dem menschlichen Maf3stab von knapp zwei Sekunden angesetzt
werden konnte. In der verspéteten Ausweichreaktion lage ein verschuldens-
gleiches Systemversagen vor, das bei der Abwégung der Betriebsgefahren zu
Lasten des Halters zu beriicksichtigen wire. Die Haftungsquote wiirde sich,
da das Lenkmandéver als vorwerfbar anzusehen ist, deutlich zu Lasten des
Halters des selbstfahrenden Fahrzeugs verschieben.

Dies wiirde zwar zu einer haftungsrechtlichen Ungleichbehandlung von
konventionellen und selbstfahrenden Fahrzeugen fiihren, erscheint aber
sachgerecht. Zum einen muss sich auch nach der aktuellen Rechtsprechung
ein Halter bauartbedingte Betriebsgefahrerh6hungen zurechnen lassen;
zum anderen ist es gerechtfertigt, dem Halter hohere Anforderungen an
die Fahrsicherheit aufzubiirden, der ein selbstfahrendes Fahrzeug am Stra-
Benverkehr teilnehmen ldsst, dessen Steuerungsvorgidnge er nicht selbst
beherrscht.””8 Die Ungleichbehandlung zielt zudem allein darauf ab, dass
menschliches Fehlverhalten in unvorhersehbaren Situationen hinzuneh-
men ist. Technischen Systemen, die darauf programmiert sind, auch bei

576 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (681f).
577 3.Teil: A.1V. 3. c. (aa) (2).
578 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (682).
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solchen Ereignissen mit gleichbleibender Rationalitdt zu handeln, kann ein
solcher Vorteil nicht gewdhrt werden.

Ein solcher Maf3stab wére objektivierbar und unabhédngig von Herstel-
lerangaben. Dies bedeutet, dass die Anforderungen z.B. an die Reaktions-
geschwindigkeit fiir alle selbstfahrenden Fahrzeuge gleich wiren, auch
wenn das jeweilige Fahrzeug nach Herstellerangaben zu noch besseren
Reaktionszeiten in der Lage wire. Ebenso wie einem besonders geschick-
ten Fahrer nicht vorgeworfen werden kann, dass er in einer bestimmten
Situation nicht so schnell reagiert hat, wie es ihm ansonsten gelingt, damit
aber immer noch eine Reaktionsgeschwindigkeit zeigte, die der des Durch-
schnittsfahrers entspricht,””® muss dies auch fir selbstfahrende Fahrzeuge
gelten. Andernfalls wiirden Halter von Fahrzeugen mit {iberlegenen Steue-
rungssystemen dann bestraft, wenn bspw. die Reaktionszeit zwar oberhalb
der Herstellerangaben lag, damit jedoch immer noch kiirzer ist als die
eines menschlichen Fahrers oder anderer Fahrzeuge auf dem Markt. Die-
ser Umstand zeigt, dass ein Unterschied zwischen den berechtigten Sicher-
heitserwartungen der Produkthaftung und dem verkehrsrechtlich relevan-
ten Sicherheitsniveau besteht. Wahrend ein langsameres Ansprechen der
Lenkung als vom Hersteller versprochen ein Produktfehler sein kann, muss
dies nicht zwangsldufig ein gefahrerhdhender Systemfehler sein, solange
die Reaktion insgesamt noch dem fiir den StrafSenverkehr erforderlichen
Sicherheitsniveau entspricht.>8?

Der hier vorgeschlagene Mafistab hitte zudem den Vorteil, dass sich
die Rechtsprechung an der fiir Fahrzeugfiihrer geltenden Rechtsprechung
orientieren und diese insofern konsequent fortfithren kénnte. Zwar mag es
zu einem gewissen Zeitpunkt geniigend Erfahrungswerte geben, nach de-
nen die Leistungsfahigkeit selbstfahrender Fahrzeuge so weit iiber der des
menschlichen Fahrers liegt, aber gerade bei der Einfithrung des autonomen
Fahrens im Mischverkehr ist es sinnvoll, sich an einem menschlich-maschi-
nellen Maf3stab zu orientieren.

Bei Anwendung dieses Mafistabs ist auch nicht zu erwarten, dass die
Versicherungspramien steigen werden. Auch wenn die Betriebsgefahr eines
selbstfahrenden Fahrzeugs nach strengeren Kriterien beurteilt wird, diirfte

579 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 4.26.
580 Zur Fehlerhaftigkeit des Fahrzeugs bei Unterschreiten der Anforderungen an die
funktionelle Sicherheit vgl. 3. Teil: D. V. 4. b.
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die Unfallwahrscheinlichkeit pro Kilometer deutlich sinken, so dass es ins-
gesamt zu weniger Haftpflichtfillen kommen wird.>8!

(2) Menschlich-technischer ,,Idealfahrer®

Der Mafistab fiir das Vorliegen eines unabwendbaren Ereignisses orientiert
sich daher im Wesentlichen an den Sorgfaltsanforderungen des mensch-
lichen Idealfahrers.®8? Allerdings gilt auch hier, dass menschlich nachvoll-
ziehbares, aber technisch vermeidbares Fehlverhalten zum Ausschluss der
Unabwendbarkeit fuhrt. Jedoch darf die Unabwendbarkeit auch nicht zur
Unvermeidbarkeit ausgedehnt werden.>® Insofern kann der menschlich-
maschinelle Maf3stab fiir den Nachweis der Unabwendbarkeit nicht unbe-
grenzt angehoben werden. Nur hinsichtlich der messbaren Kriterien kénnte
man hier einen Marktvergleich vornehmen und z.B. Reaktionszeiten for-
dern, die sich am Durchschnitt der zugelassenen Fahrzeuge orientieren.
Wenn also ein Fahrzeug 0,8 Sekunden bendtigt, um einen Bremsvorgang
einzuleiten, der Durchschnitt aller auf dem Markt befindlichen Systeme
aber eine Reaktionszeit von 0,5 Sekunden erreicht, konnte dies die Unab-
wendbarkeit ausschlieflen. Dies konnte selbst dann gelten, wenn die Reakti-
onszeit nach dem hier vertretenen menschlich-maschinellen Mafstab nicht
zu einer erhohten Betriebsgefahr fithrt. Wegen dieser hohen Anforderun-
gen diirfte der Nachweis der Unabwendbarkeit die Ausnahme darstellen, da
die Anforderungen deutlich heraufgesetzt sind.

581 Die Versicherungsbranche rechnet sogar mit einem Pramienriickgang von 15-20 %
Kfz-Versicherungsbranche: Autonomisierung der Autos wird dauern Versicherun-
gen, 2020, https://www.heise.de/newsticker/meldung/Kfz-Versicherungs branche-
Autonomisierung-der-Autos-wird-dauern-3673010.html.

582 Schwartz, in: Taeger, Den Wandel begleiten, 2020, S. 669 (683); Schwartz, InTeR
2021, S.77 (83).

583 BGH, Urt. v. 28.5.1985 - VI ZR 258/83, Rn.7 (VersR 1985, 864); BGH, Urt. v.
20.9.1966 - VI ZR 16/65 (VersR 1966, 1076); BGH, Urt. v. 10.10.1972 - VI ZR 104/71
(NJW 1973, 44).
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4. Dilemma-Situationen im Rahmen des StVG

Zu Kléren ist auch, wie die in der Literatur viel beachteten Dilemma- bzw.
Notstandssituationen>®* im Rahmen der verkehrsrechtlichen Haftung zu
behandeln sind. So stellt sich die Frage, ob der Halter eines selbstfahren-
den Fahrzeugs fiir Schaden einzustehen hat, die darauf beruhen, dass das
Steuerungssystem ,vor der ,Entscheidung’ steht, eines von zwei nicht abwi-
gungsfahigen Ubeln notwendig verwirklichen zu miissen.8> Wihrend die-
se Frage im Zusammenhang mit selbstfahrenden Fahrzeugen im Schrifttum
vor allem aus strafrechtlicher®® und produkthaftungsrechtlicher Sicht>®”
diskutiert wird, ist sie aus verkehrsrechtlicher Perspektive bislang noch
nicht behandelt worden.

a. Notstand und Dilemma im konventionellen Straflenverkehr

Fraglich ist, ob es im Rahmen des § 7 Abs. 1 StVG {iberhaupt von Bedeutung
ist, ob sich das Fahrzeug in einer notstandsahnlichen Situation befand oder
nicht. Schlief’lich ist zunachst festzustellen, dass es im Rahmen der Halter-
haftung des StVG nicht darauf ankommt, ob die Rechtsgutverletzung wi-
derrechtlich herbeigefithrt wurde. Hierin liegt neben dem Verschuldenser-
fordernis ein wesentlicher Unterschied zum allgemeinen Deliktsrecht. Die
Gefahrdungshaftung ist keine Unrechtshaftung.>®® Die Verkehrswidrigkeit

584 Der Begriff Dilemma-Situationen wird vor allem {iber die Disziplinen hinweg,
insbesondere in ethischen Auseinandersetzungen verwendet, in rechtswissenschaft-
lichen (hier vor allem strafrechtlichen) wird haufig auch von notstandséhnlichen
Situationen gesprochen. Vgl. etwa Schuster, RAW 2017, S.13; Feldle, Notstandsalgo-
rithmen, 2018; Wolf, ZstW 2020, S. 283 ff.

585 So die Definition der Ethik-Kommission, Bundesministerium fiir Verkehr und digi-
tale Infrastruktur Deutschland, Bericht der Ethik-Kommission: Automatisiertes und
vernetztes Fahren, 2017, S. 10.

586 Stellvertretend fiir viele Weber, NZV 2016, S.249; Englinder, ZIS 2016, S.608;
Schuster, RAW 2017, S.13; Beck, in: Hilgendorf/Beck, Autonome Systeme und neue
Mobilitat, 2017, S. 117; Hilgendorf, ZStW 2018, S. 674; Feldle, Notstandsalgorithmen,
2018; Waorner, ZIS 2019, S. 41; Lenk, SVR 2019, S. 166; Wolf, ZstW 2020, S. 283.

587 Wagner, AcP 2017, S.707 (740 ff.); Ebers, in: Oppermann/Stender-Vorwachs, Auto-
nomes Fahren, 2017, S. 94 (109 f.); Hey, Haftung des Herstellers autonomer Fahrzeu-
ge, 2019, S. 75 ff.

588 Mw.N. BGH, Urt. v. 31.1.2012 - VI ZR 43/11, Rn. 9 (BGHZ 192, 267).
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ebenso wie die personliche Vorwerfbarkeit ist fiir die Anspruchsentstehung
unerheblich.>®

Dennoch gibt es auch im konventionellen Straflenverkehr Situationen,
in denen der Fahrzeugfiihrer bspw. ein Ausweichmanéver durchfiihrt, um
entweder sich selbst oder Rechtsgiiter Dritter zu schiitzen. Auch hier liegt
grundsitzlich eine Dilemmasituation aus Sicht des Fahrzeugfiihrers vor.

Eine solche Situation konnte ggf. als unabwendbares Ereignis i.5.d. § 17
Abs. 3 StVG bewertet werden. Denn eine Dilemmasituation liegt regelma-
{3ig nur dann vor, wenn ein an sich gefahrloses Verkehrsgeschehen plotzlich
und unerwartet in eine Situation umschligt, in der wegen der kurzen Re-
aktionszeit und der fehlenden Auswahl schadensvermeidender Reaktions-
moglichkeiten die Aufopferung eines Rechtsguts zugunsten eines anderen
unvermeidbar ist. In Situationen, die nicht plotzlich und unerwartet eintre-
ten, liegt Unabwendbarkeit schon deshalb nicht vor, weil sich der Fahrer
offensichtlich unter Auflerachtlassung der gebotenen Sorgfalt selbst in die
Dilemmasituation mandvriert hat und damit jedenfalls kein idealtypisches
Verhalten mehr vorliegt.>*® So hat das OLG Koblenz entschieden, dass es
unerheblich ist, ob sich ein Fahrzeugfiihrer einer rechtfertigen Pflichtenkol-
lision ausgesetzt sah, wenn er gleichzeitig zu schnell fuhr.>!

Eine Dilemma-Situation zeichnet sich dadurch aus, dass der Notstands-
pflichtige eine umfassende Giliterabwédgung vornehmen muss. Dies setzt
voraus, dass alle relevanten Informationen zur Verfiigung stehen und rich-
tig ausgewertet werden.>*? Ein Mensch wird daher in einer Unfallsituation
regelmidflig nicht in der Lage sein, alle Informationen sachgerecht zu er-
fassen und auf dieser Grundlage eine rationale Entscheidung zu treffen.
Vielmehr werden allenfalls reflexartige Mandver durchgefiihrt; gezielte und
gewollte Reaktionen diirften eher selten sein.>** Es kommt bei derartigen
Unfallreaktionen nur darauf an, ob das Reaktionsverhalten unter Beriick-
sichtigung der geringen Reaktionszeit nachvollziehbar erscheint, nicht aber,

589 Kaufmann, in: Geigel Haftpflichtprozess, Kap. 25 Rn. 7.

590 Ein Idealfahrer hat sich so verhalten, dass er gar nicht erst in eine Gefahrensituation
gerdt, BGH, Urt. v. 17.3.1992 - VI ZR 62/91, Rn. 11 (BGHZ 117, 337); BGH, Urt. v.
13.12.2005 - VI ZR 68/04, Rn. 21 (NJW 2006, 393).

591 OLG Koblenz, Urt. v. 28.4.2006 - 12 U 61/05 (OLGR Koblenz 2006, 861).

592 So erfordert eine Notstandshandlung nach § 904 BGB, dass diese willentlich erfolgt,
da anders eine umfassende Giiterabwagung gar nicht denkbar ist, Briickner, in:
MiiKo BGB, § 904 BGB Rn. 7.

593 Sander/Hollering, NStZ 2017, S.193 (201); Lenk, SVR 2019, S.166 (168); Steege,
Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 157.
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ob es gerechtfertigt war.>** So kann ein unabwendbares Ereignis angenom-
men werden, wenn ein Fahrer einem plotzlich auf die Strafle laufenden
Kind ausweicht und dabei mit einem anderen Fahrzeug kollidiert.>>> Dabei
muss die Reaktion nicht einmal sachgerecht sein, wenn sie zumindest unter
dem Eindruck der plétzlichen Gefahr nachvollziehbar erscheint.”® Gerit
der Fahrzeugtiihrer also unverschuldet in eine Situation, in der jede mogli-
che Reaktion sicher zu einem Unfall fiihrt, so kann ein unabwendbares
Ereignis angenommen werden.>”

Eine Ausnahme bilden die Unfélle von Polizeifahrzeugen mit Fluchtfahr-
zeugen. Der BGH hat zwar festgestellt, dass die Erfiillung einer iiberge-
ordneten offentlich-rechtlichen Pflicht allein noch keine Unabwendbarkeit
begriindet.>*® Dennoch kann ein rechtlicher Notstand zur Unabwendbar-
keit fithren. So haftet der Staat als Halter von Polizeifahrzeugen nicht fiir
Schiden an einem Fluchtfahrzeug, wenn jenes vorsatzlich gerammt wird.
Zwar seien derartige Unfalle tatsachlich vermeidbar, nicht aber rechtlich.>

594 So hat der BGH in einem Fall, in dem ein Motorradfahrer zur Rettung seines eige-
nen Lebens einem Pkw ausweichen musste und dabei einen Sachschaden an einem
anderen Pkw verursachte, offengelassen, ob ein Fall der rechtlichen Unabwendbar-
keit wegen des Eingreifens eines Rechtfertigungsgrundes vorliegt. Vielmehr kam der
erkennende Senat zu der Uberzeugung, dass das Ausweichverhalten fiir einen be-
sonders geistesgegenwirtigen und auflerst sorgfaltigen Kraftfahrer eine sachgerechte
Reaktion darstellte, mithin die Voraussetzungen des Idealfahrers erfiillt sind. Das
Gericht hatte jedoch auch noch iiber das Vorliegen der Voraussetzungen des § 904
BGB zu entscheiden und nahm hier an, dass es jedenfalls an einer bewussten
und gewollten Einwirkung auf die fremde Sache fehle. Denn der Motorradfahrer
handelte reflexartig und nicht bewusst und gewollt, BGH, Urt. v. 30.10.1984 - VI ZR
74/83 (BGHZ 92, 357).

595 ,Lauft damit ein Kind fiir einen Kraftfahrer unvermittelt und unvorhersehbar plotz-
lich iiber die Strafle, dann liegt fiir den Fahrer, wenn es zu einem Unfall kommt,
ein unabwendbares Ereignis vor, denn dieses Ereignis konnte auch durch duf3erste
mogliche Sorgfalt nicht abgewendet werden.“ LG Erfurt, Urt. v. 31.5.2001 - 1 S 22/01
(VersR 2002, 454).

596 So in einem Fall, in dem der Fahrer einem plétzlich auf die Strafle tretenden Reh
auswich, dabei ins Schleudern geriet und mit einem Fahrzeug auf der Gegenfahr-
bahn kollidierte, so dass die Beifahrerin verstarb. Im Ergebnis hat der Senat das
Verfahren jedoch wegen fehlender tatsdchlicher Feststellungen zuriickverwiesen,
BGH, Urt. v. 23.9.1986 - VI ZR 136/85 (VersR 1987, 158).

597 So etwa LG Koln, Urt. v. 18.1.1980 - 10 O 298/79 (VersR 1980, 1032).

598 BGH, Urt. v. 5.7.1988 - VI ZR 346/87 (BGHZ 105, 65).

599 BGH, Urt. v. 31.1.2012 - VI ZR 43/11, Rn.20 (BGHZ 192, 267); OLG Hamm, Urt.
v. 710.1987 - 11 U 40/87 (NJW 1988, 1096); OLG Hamm, Urt. v. 8.12.1997 - 3 U
80/97 (VersR 1998, 1525); OLG Koblenz, Urt. v. 22.4.1996 - 12 U 849/95 (NZV 1997,
180); z.T. wird auch vertreten derartige Félle seien nicht vom Schutzzweck der Norm
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Die Gerichte gingen in solchen Fillen von einem rechtmifligen Verhalten
der Fahrer der Polizeifahrzeuge aus, das die Annahme eines unabwend-
baren Ereignisses rechtfertige. Diese Fille sind nur bedingt mit den viel
beschriebenen Dilemma-Situationen bei selbstfahrenden Fahrzeugen ver-
gleichbar. Allen Polizeiféllen ist gemein, dass eine hoheitliche Rechtspflicht
der Polizeibeamten zum Einschreiten bestand, aber der Unfall zum einen
tatsichlich vermeidbar war und zudem der Geschidigte die den Unfall
auslosende Situation selbst herbeigefiihrt hat. Derartige Fille diirften bei
selbstfahrenden Fahrzeugen keine Relevanz haben.

Der Nachweis der Unabwendbarkeit kommt also nur dann in Betracht,
wenn sich der Unfall zwischen zwei Beteiligten ereignet, die fiir eine Be-
triebs- oder Tiergefahr einzustehen haben (vgl. §17 Abs.3 iV.m. Abs.1
und 4 StVG). Bis zur Anderung des Straflenverkehrsgesetzes im Jahr 2002
konnte eine Haftungsfreistellung wegen eines unabwendbaren Ereignisses
auch gegeniiber nicht motorisierten Verkehrsteilnehmern gem. §7 Abs.2
StVG a.F. geltend gemacht werden.®%° Dies ist nach geltendem Recht nicht
mehr moglich. Alle Schiaden gegeniiber nicht-motorisierten Verkehrsteil-
nehmern unterliegen deshalb — unabhéngig von einer denkbaren faktischen
Unvermeidbarkeit — der Halterhaftung des §7 Abs.1 StVG. In Betracht
kdme allenfalls die Berufung auf hohere Gewalt, deren Vorliegen bei ge-
wohnlichen Unfallsituationen regelmiflig nicht gegeben sein wird. Dies
entspricht auch der ratio der Betriebsgefahrhaftung. Die Haftung fiir der-
artige Schiden ist der Preis fiir das erlaubte Er6ffnen einer Gefahrenquel-
1.0 Dies deckt sich zudem mit dem Zweck, den der Gesetzgeber mit der
Ausdehnung der Halterhaftung auf nicht motorisierte Verkehrsteilnehmer
erreichen wollte.?02 So entfallt in der Regel auch ein Anspruch des Halters
gegeniiber demjenigen, dem ausgewichen wurde, aus Geschiftsfithrung

gedeckt OLG Miinchen, Urt. v. 15.11.1996 - 10 U 3260/92 (OLGR Miinchen 1997,
162).

600 Zweites Gesetz zur Anderung schadensersatzrechtlicher Vorschriften vom 19.7.2002,
BGBL. 1, S.2674 (26751f.). So entschied noch das LG Erfurt in einem Fall vor
Inkrafttreten des neu gefassten §17 Abs.3 StVG: ,Lauft damit ein Kind fiir einen
Kraftfahrer unvermittelt und unvorhersehbar plotzlich tiber die Strafle, dann liegt
fiir den Fahrer, wenn es zu einem Unfall kommt, ein unabwendbares Ereignis vor,
denn dieses Ereignis konnte auch durch duflerste mogliche Sorgfalt nicht abgewen-
det werden“ LG Erfurt, Urt. v. 31.5.2001 - 1 S 22/01 (VersR 2002, 454).

601 BGH, Urt. v. 24.3.2015 - VI ZR 265/14 (NJW 2015, 1681).

602 Insbesondere die Position von Kindern und Hilfsbediirftigen Personen sollte ge-
starkt werden, da gleichzeitig die Regelungen zur Deliktsfahigkeit heraufgesetzt
wurden, s. Begriindung Gesetzentwurf der Bundesregierung eines Zweiten Gesetzes
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ohne Auftrag. Denn es ist die ,ureigenste Pflicht des Kraftfahrers’, andere
nicht zu schadigen.%®® Die Einhaltung dieser Pflicht muss deshalb auch
nicht honoriert werden.

b. Notstand und Dilemma bei selbstfahrenden Fahrzeugen

Die Feststellung, dass Dilemmasituationen fiir den Fahrzeugfiihrer ein un-
abwendbares Ereignis sein konnen, wirft die Frage auf, ob dies auch gilt,
wenn selbstfahrende Fahrzeuge anstelle des Menschen agieren.

(aa) Dilemma als unabwendbares Ereignis

Hierfiir miisste eine Entscheidung des Steuerungssystems zunéchst den be-
reits erdrterten Kriterien des menschlich-maschinellen Maf3stabs entspre-
chen.®* Kann der Unfall trotz gesteigerter Anforderungen an die Reak-
tionsgeschwindigkeit gleichwohl nicht vermieden werden, stellt sich die
Frage, ob in derartigen Dilemma-Situationen ein Unfall als unabwendbar
angesehen werden kann.

Dagegen spricht zunéchst, dass selbst dann, wenn der Unfall fiir das
Steuerungssystem im Rahmen eines Dilemmas unabwendbar ist, sich die
Situation von einem gewdhnlichen unabwendbaren Unfall unterscheidet.
Bei Letzterem ist der Unfall samt Schaden generell unabwendbar und not-
wendiges Ubel der unabwendbaren Situation. Anders verhilt es sich bei der
Dilemma-Situation. Hier ist es zwar nicht mehr unabwendbar, dass es zu
einem Unfall kommt, es ist jedoch unmittelbar vor der Entscheidung des
Steuerungssystems noch offen, welches Rechtsgut verletzt wird. Bei einer
Dilemma-Situation kann das Steuerungssystem also nicht mehr vermeiden,
dass iiberhaupt ein Rechtsgut verletzt wird; es muss sich jedoch entschei-
den, welchem Rechtsgut es den Vorzug gibt. Isoliert betrachtet, hingt die
Verletzung des jeweiligen Rechtsguts von der rationalen Entscheidung der
Software ab und ist damit streng genommen nicht mehr unvermeidbar, da
immer ein Alternativverhalten méglich erscheint.

zur Anderung schadensersatzrechtlicher Vorschriften v. 7.12.2001, BT-Drs. 14/7752,
S. 30.

603 Rebler, MDR 2013, S. 254 (256).

604 S.o.: 3. Teil: A. IV. 3. c. (bb).
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Insofern kann sich die Unabwendbarkeit eines solchen Ereignisses nur
aus der Rechtmifligkeit der jeweiligen Auswahlentscheidung zugunsten des
einen und zu Lasten des anderen Rechtsguts ergeben. Diese Rechtméfiig-
keit konnte sich aus den rechtlichen Anforderungen an den Umgang mit
Dilemma-Situationen ergeben.

(bb) Pflicht zum Einbau von Unfallvermeidungssystemen

Fir Fahrzeuge mit autonomen Fahrfunktionen gilt gem. § le Abs.2 Nr.2
StVG, dass diese iiber ein System der Unfallvermeidung verfiigen miissen,
das auf Schadensvermeidung und Schadensreduzierung ausgelegt ist, bei
einer unvermeidbaren alternativen Schédigung unterschiedlicher Rechts-
gliter die Bedeutung der Rechtsgiiter beriicksichtigt, wobei der Schutz
menschlichen Lebens die héchste Prioritdt geniefit und fiir den Fall einer
unvermeidbaren alternativen Gefdhrdung von Menschenleben keine weite-
re Gewichtung anhand personlicher Merkmale vorsieht.®%° Insofern hat der
Gesetzgeber das Problem von notstandséhnlichen Situationen erkannt und
gibt einige Entscheidungspréferenzen fiir selbstfahrende Fahrzeuge vor.

Zum einen miissen Fahrzeuge mit autonomen Fahrfunktionen {iiber-
haupt iiber ein solches System zur Unfallvermeidung verfiigen. Zum ande-
ren muss das System so programmiert sein, dass es vorrangig Schdden
vermeidet und, falls dies nicht mdéglich ist, Schdden minimiert. Dement-
sprechend kann davon ausgegangen werden, dass der Halter in jedem Fall
dann fiir Schaden haftet, wenn das selbstfahrende Fahrzeug vorwerfbar
in eine dilemmatische Unfallsituation geraten ist, weil damit gegen die
Schadensvermeidungspflicht verstoflen wurde. Gleiches gilt, wenn Schiaden
nicht gemindert wurden, also bei der Abwagung von Rechtsgiitern das
hoherwertige verletzt wurde. In diesen Fillen wire jeweils eine Berufung
auf die Unabwendbarkeit des Geschehens unzuldssig, da das System nicht
entsprechend den gesetzgeberischen Vorgaben reagiert hat und damit ein
Fehler der Einrichtungen des Fahrzeugs vorliegt.

Fraglich ist jedoch, ob ein unabwendbares Ereignis zumindest dann
vorliegt, wenn das Steuerungssystem die gesetzgeberischen Anforderungen

605 Es stellt sich die Frage, ob eine solche Pflicht nicht auch fiir Fahrzeuge mit hoch-
bzw. vollautomatisierten Fahrfunktionen gilt, fiir die gesetzgeberisch kein Unfallver-
meidungssystem vorgesehen ist, tiefergehend Rosenberger, Die auflervertragliche
Haftung fiir automatisierte Fahrzeuge, 2022, S. 362 ff.
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an Unfallvermeidungssysteme erfiillt. Denkbar wire beispielsweise, dass
ein selbstfahrendes Fahrzeug einen Blechschaden an einem anderen Fahr-
zeug verursacht, weil es mit diesem kollidiert, um einem auf die Strafle
laufenden Kind auszuweichen. In diesem Fall hitte das Fahrzeug dem
Gebot der Schadensminderung entsprochen. Sofern ein Dilemma vorliegt,
in dem Menschenleben gegeneinander abgewogen werden miissen, ist
vorgeschrieben, dass keine weitere Gewichtung anhand personlicher Merk-
male erfolgt. Insofern konnte argumentiert werden, dass zumindest dann
ein unabwendbares Ereignis angenommen werden kann, wenn eine unver-
meidbare Gefdhrdung von Menschenleben vorliegt und das System keine
weitere Gewichtung anhand personlicher Merkmale vornimmt und sich
bspw. nach dem Zufall entscheidet.%%® Dies entsprache den Anforderungen
an menschliche Fahrer. Auch diese reagieren in solchen Situationen meist
reflexartig, so dass der Schadensausgang zufillig ist.

Dennoch sind die Entscheidungen eines intelligenten Softwaresystems
nicht mit der menschlichen Entscheidungsfindung vergleichbar, da die Auf-
opferung eines Rechtsgutes stets eine rationale und nie eine reflexartige
Entscheidung sein kann. Dementsprechend muss das Steuerungssystem
in jeder Dilemmasituation eine Auswahlentscheidung treffen. Die Entschei-
dung, das eine Rechtsgut zu retten, beinhaltet auch immer die rationale
Entscheidung, das andere zu opfern. Insofern sind solche Unfille isoliert
betrachtet nicht unvermeidbar, sondern allenfalls rechtlich geboten. In die-
sem Zusammenhang stellt sich die Frage, ob die gesetzlichen Anforderun-
gen an Unfallvermeidungssysteme eine Rechtfertigung der Rechtsgutsver-
letzung durch den Halter darstellen kénnen.

(cc) Anwendung von Rechtfertigungsgriinden
Menschliche Fahrer haben ndmlich auch die Mdoglichkeit, sich fiir scha-

digendes Verhalten zu rechtfertigen oder zu entschuldigen. So wird die
rechtfertigende Pflichtenkollisionen im Rahmen der Unabwendbarkeit an-

606 Dies wire eine denkbare Entscheidungspriferenz, vgl. Hilgendorf, in: Hilgen-
dorf/Beck, Das Recht vor den Herausforderungen der neuen Technik, 2015, S.11
(22); Feldle, Notstandsalgorithmen, 2018, S.199ff.; Schuster, in: Hilgendorf/Beck,
Autonome Systeme und neue Mobilitdt, 2017, S.99 (110); Lin, in: Maurer u. a.,
Autonomes Fahren, 2015, S. 69 (71).

155

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

erkannt.%%” Auch ein rechtfertigender oder entschuldigender Notstand wire
fir menschliche Fahrer denkbar.6%8

Die Berufung auf Rechtfertigungsgriinde diirfte jedoch nicht greifen,
wenn eine Maschine anstelle eines Menschen handelt. So kann bereits
der rechtfertigende oder entschuldigende Notstand nicht in Betracht kom-
men, da bereits die hierfiir erforderliche existentielle Entscheidung in einer
Ausnahmesituation fiir den Steuerungsalgorithmus nicht vorliegt. Der Al-
gorithmus handelt rational und frei von Werturteilen, so dass diese Recht-
fertigungsgriinde nicht einschlagig sein kdnnen.

Ferner ist allen Rechtfertigungsgriinden gemein, dass ausnahmsweise
ein Téter, der vorsitzlich ein Rechtsgut verletzt, kein Unrecht begeht, weil
er keine rechtsfeindliche Gesinnung offenbart.%® Rechtfertigungsgriinde
erlauben es dem sich rechtmifiig verhaltenden Schadiger, ausnahmswei-
se, nicht fiir Schdden zur Verantwortung gezogen zu werden, obwohl
eine Rechtsgutsverletzung in zurechenbarer Weise eingetreten ist. Rechtfer-
tigungsgriinde ermdglichen es, dass der Schiddiger, der sich rechtmaflig
verhilt, ausnahmsweise nicht fiir einen Schaden verantwortlich gemacht
werden kann, obwohl eine Rechtsgutsverletzung zurechenbar eingetreten
ist. Ein solches Bediirfnis besteht im Rahmen der Halterhaftung nicht.
So muss sich der Halter auch dann, wenn das Fahrzeug den gesetzlichen
Anforderungen an eine Unfalloptimierung entspricht, zurechnen lassen,
dass sein Fahrzeug nach rationalen Parametern eine Entscheidung dariiber
getroffen hat, welche Rechtsgiiter Dritter verletzt werden. Das System zeigt
dabei keine rechtsfreundliche Gesinnung, sondern folgt lediglich der Aus-
fithrung programmierter Entscheidungspriferenzen. Dieses Risiko muss
sich der Halter im Rahmen der allgemeinen Betriebsgefahrhaftung zurech-
nen lassen, auch wenn sich das Fahrzeug in der Unfallsituation mensch-
lich nachvollziehbar verhalten hat. Hierfiir spricht auch, dass bei einer
Haftungsfreistellung des Halters fiir solche Schdden die Gefahr bestiinde,
den mit der Gefahrdungshaftung bezweckten Opferschutz auszuhohlen.

Insgesamt ist es daher abzulehnen, den Halter eines selbstfahrenden
Fahrzeugs in Dilemmasituationen von der Haftung zu befreien. Dies muss
selbst dann gelten, wenn sich das Fahrzeug entsprechend den Entschei-
dungsparametern in § le Abs.2 Nr.2 StVG verhalten hat. Da die Gefahr-

607 Vgl. vorangegangenen Abschnitt Teil 2 A. V. 1 sowie BGH, Urt. v. 30.10.1984 - VI
ZR 74/83 (BGHZ 92, 357); OLG Koblenz, Urt. v. 28.4.2006 — 12 U 61/05 (OLGR
Koblenz 2006, 861).

608 Weber, NZV 2016, S. 249 (250f.).

609 Feldle, Notstandsalgorithmen, 2018, S. 52.
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dungshaftung gerade keine Unrechtshaftung ist, reicht es gerade nicht
aus, dass das Fahrzeug den gesetzlichen Konstruktionsvorgaben entspricht.
Zwar erscheint in einer Dilemmasituation die Schadigung eines Rechtsguts
unvermeidbar, aber nur deshalb, weil das Steuerungssystem es rational
zugunsten eines anderen opfert. In der Schadigung verwirklicht sich daher
eine dem Unfallverhiitungssystem immanente Betriebsgefahr, fiir die der
Halter einzustehen hat.

V. Zwischenergebnis

Die Haftung nach §7 Abs.1 StVG gilt dem Grunde nach auch fiir den
Halter eines selbstfahrenden Fahrzeugs. Wesentliche Unterschiede ergeben
sich jedoch immer dann, wenn bei dem Unfall der Geschidigte die Gefahr
mitverursacht hat und eine Abwagung der jeweiligen Verursachungsbeitra-
ge vorgenommen werden muss. Die Bewertung der Betriebsgefahr eines
selbstfahrenden Fahrzeugs muss sich an neuen Kriterien ausrichten. Vorge-
schlagen wird deshalb die Ausrichtung anhand eines menschlich-maschi-
nellen Mafistabs, nach welchem ein Systemfehler des Steuerungssystems
im Grundsatz dann vorliegt, wenn die Software nicht in der Lage ist,
die Unfallsituation so zu meistern, wie dies ein Mensch vermag. Jedoch
gelten erhebliche Einschrdnkungen. Denn nach der hier vertretenen Auf-
fassung miissen typische menschliche biologische und psychologische Li-
mitierungen aufler Acht bleiben. So kann selbstfahrenden Fahrzeugen kei-
ne Schreckzeit zugestanden werden, unangemessenes Reaktionsverhalten
kann nicht toleriert werden und der Vertrauensgrundsatz kann nur mit
Einschriankungen gelten. Fiir den Nachweis eines unabwendbaren Ereignis-
ses gelten noch einmal erhhte Anforderungen an die Reaktionsfahigkeit,
die sich an den Durchschnittswerten aller auf dem Markt befindlichen
Fahrzeuge orientieren.

Die viel diskutierten Dilemma-Situationen spielen hingegen im Rahmen
der Haftung nach dem StVG keine Rolle. Die Gefdhrdungshaftung gebietet
es, auch fiir Schdden einzustehen, die Folge des rechtmifligen Betriebs
eines Fahrzeugs sind.
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B. Haftung des Halters nach § 18 Abs.1iV.m. § 7 Abs. 1 StVG analog

Zum Teil wird erwogen, den Betreiber gem. § 18 Abs. 1iV.m. § 7 Abs. 1 StVG
analog fiir Unfille von selbstfahrenden Fahrzeugen haftbar zu machen.
Nach dieser von Schulz vorgeschlagenen Mdoglichkeit sollen den Betreiber
zwar keine fahrerbezogenen Pflichten treffen, wohl aber Sorgfaltspflichten
vor Fahrtantritt.%1° Zwar mag der Halter verpflichtet sein, das Fahrzeug vor
Fahrtbeginn auf seine Fahrtiichtigkeit zu inspizieren und eine ordnungsge-
mifle Einweisung vorzunehmen;®! hierbei handelt es sich jedoch nicht um
spezifische Sorgfaltspflichten, die sich aus § 18 Abs.1 StVG ergeben. Zudem
ist der Halter bereits im Wege der allgemeinen Betriebsgefahr fiir Instrukti-
on und Wartung des Fahrzeugs verantwortlich.%2 Damit fehlt es bereits an
einer planwidrigen Regelungsliicke, so dass eine Analogie abzulehnen ist.

C. Haftung des Halters nach dem allgemeinen Deliktsrecht

Es kommt auflerdem die Haftung des Halters nach den Vorschriften des
allgemeinen Deliktsrechts in Betracht.

I. Haftung nach § 823 Abs.1und 2 BGB

Neben der Halterhaftung aus § 7 Abs.1 StVG kommt zudem eine Haftung
des Halters gem. § 823 Abs.1 sowie §823 Abs.2 BGB in Betracht. Die
Anwendbarkeit des allgemeinen Deliktsrechts stellt § 16 StVG explizit klar.
Nach §823 Abs.1 BGB haftet der Halter verschuldensabhingig fiir
die rechtswidrige Schiadigung von Leib, Leben, Eigentum oder sonstiger
Rechtsgiiter. Die Norm hat grundsitzlich neben dem Anspruch aus §7
Abs. 1 StVG eine geringe eigenstandige Bedeutung fiir Anspriiche aus Unfil-
len im Straflenverkehr, da die Verletzung widerrechtlich erfolgen und ein
Verschulden nachgewiesen werden muss.®?® Relevant ist die Norm jedoch in
den Fillen, in denen der Schaden die Haftungshochstgrenze des §12 StVG

610 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 149 f.

611 Ebenda, S.150.

612 Vgl. 3. Teil: A. IV. 2. d; Greger, in: Greger/Zwickel, Haftung im Stralenverkehr,
Rz. 14.11f.

613 Jinich/Schrader/Reck, NZV 2015, S. 313 (316); Lutz/Tang/Lienkamp, NZV 2013, S. 57
(61).
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tibersteigt oder ein in §7 Abs.1 StVG nicht genanntes Rechtsgut verletzt
wird .61

In Betracht kommen vor allem Anspriiche aus § 823 Abs.1 BGB wegen
der Verletzung von Verkehrssicherungspflichten, d.h. wenn der Halter eine
Gefahrenquelle schafft oder aufrechterhilt, jedoch nicht die notwendigen
und zumutbaren Vorkehrungen zum Schutze anderer trifft.5!> Hier gelten
fiir selbstfahrende Fahrzeuge grundsitzlich die gleichen Pflichten wie fiir
konventionelle Fahrzeuge. So ist der Halter eines Fahrzeugs gem. § 31
Abs.2 StVZO fiir den ordnungsgemédfien Betrieb verantwortlich, hat fiir
die Instandhaltung zu sorgen,®'® das Fahrzeug sachgerecht zu bedienen®”
und andere Benutzer tiber Funktionen und Risiken zu informieren (sog.
Instruktionspflicht).®'® Dies bedeutet nicht, dass der Halter vor jeder Fahrt
den Zustand des Fahrzeugs tberpriifen muss, allerdings darf er auch
nicht blind auf dessen Funktionstiichtigkeit tiber einen lingeren Zeitraum
vertrauen.®”® Zu den Inspektionspflichten zdhlt neben der Wartung von
Reifen und Bremsen®? auch die regelmiflige Uberpriifung der Sensorik
des Fahrzeugs.®?! Dariiber hinaus ist der Halter verpflichtet, sicherheitsrele-
vante Software-Updates zeitnah nach Bereitstellung durch den Hersteller
aufzuspielen.®?? Erlangt er Kenntnis von Sicherheitsliicken der Steuerungs-

614 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 10.2, 10.5; Fleck/
Thomas, NJOZ 2015, S. 1393 (1396); Albrecht, DAR 2005, S. 186 (190).

615 BGH, Urt. v. 6.2.2007 — VI ZR 274/05, Rn.14 (NJW 2007, 1683); BGH, Urt. v.
30.4.1953 - III ZR 377/51 (BGHZ 9, 373); BGH, Urt. v. 9.12.1953 - VI ZR 121/52
(NJW 1954, 392).

616 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 14.1 ff.; Kaufmann, in:
Geigel Haftpflichtprozess, Kap. 25 Rn. 112 f; Hey, Haftung des Herstellers autonomer
Fahrzeuge, 2019, S.31; zum Streitstand bei Fahrerassistenzsystemen, s. Hammel,
Haftung und Versicherung bei Personenkraftwagen mit Fahrerassistenzsystemen,
2016, S.124-139.

617 Raith, Das vernetzte Automobil, 2019, S. 70 f.

618 Wagner/Ruttloff/Freytag, CB 2017, S.386 (389); Jianich/Schrader/Reck, NZV 2015,
S.313 (316); Vogt, NZV 2003, S. 153 (156).

619 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 14.1; Jinich/Schrader/
Reck, NZV 2015, S. 313 (315).

620 Wagner/Ruttloff/Freytag, CB 2017, S. 386 (389).

621 Bodungen/Hoffmann, NZV 2016, S. 449 (451); Hey, Haftung des Herstellers autono-
mer Fahrzeuge, 2019, S. 31.

622 So ausdriicklich Meents, in: Specht-Riemenschneider u. a., FS-Taeger, 2020, S.13;
Wagner, AcP 2017, S. 707 (757); Théne, Autonome Systeme und deliktische Haftung,
2020, S. 219; s.a. Raith, Das vernetzte Automobil, 2019, S. 64; hinsichtlich Virenscan-
ner Koch, CR 2009, S. 485 (486); Spindler, Verantwortlichkeiten von IT-Herstellern,
Nutzern und Intermediéren, Studie im Auftrag des BSI, 2020, S. 125f.
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software, kann ggf. sogar eine vorriibergehende Stilllegung des Fahrzeugs
notwendig und zumutbar sein.%?* Letztlich wird es im Regelfall jedoch
unerheblich sein, ob es der Halter schuldhaft unterlésst, ein Update aufzu-
spielen, da ihm Fehler in der Beschaffenheit des Fahrzeugs ohnehin im
Rahmen des § 7 Abs. 1 StVG zugerechnet werden.%2*

Insgesamt diirfen dem Halter selbstfahrender Fahrzeuge auch keine
iberspannten Verkehrspflichten auferlegt werden, da nicht erwartet werden
kann, dass er iiber vertiefte technische Fertigkeiten und Kenntnisse verfiigt,
die es ihm ermdglichen, jeden Aspekt eines selbstfahrenden Fahrzeugs zu
verstehen und potenzielle Risiken zu erkennen. Eine regelméfliige Wartung
ist daher ausreichend, sofern keine Anhaltspunkte fiir Sicherheitsméngel
vorliegen. Werden dem Halter jedoch Sicherheitsméngel bekannt, muss er
unverziglich handeln.®?

Im Ubrigen gelten fiir den Halter eines selbstfahrenden Fahrzeugs die
sonstigen Pflichten, die sich aus der StVO bzw. der StVZO im Zusammen-
hang mit dem Betrieb ergeben.6?¢

Daneben gelten besondere Halterpflichten fiir Fahrzeuge mit autonomen
Fahrfunktionen. Hier kommt ferner eine Haftung gem § 823 Abs.2 BGB
in Verbindung mit der Verletzung von Schutzgesetzen in Betracht.6?” Als
Schutzgesetze kommen etwa §31 Abs.2 StVZO, §1 PfIVG, §21 Abs.2
Nr.2 StVG sowie §38a StVZO in Betracht.®2® Dariiber hinaus statuiert
§1f Abs. 1 StVG spezifische Pflichten fiir Halter von Fahrzeugen mit auto-
nomen Fahrfunktionen, welche auch den Schutz anderer Verkehrsteilneh-
mer bezwecken. Der Halter ist verpflichtet, die regelmaflige Wartung der

623 Diese Pflicht ergibt sich schon aus § 23 StVO, dariiber hinaus wohl auch aus § 31
Abs. 2 StVZO, vgl. Bewersdorf, Zulassung und Haftung bei Fahrerassistenzsystemen,
2005, S.121,; aA Raue, NJW 2017, S.1841 (1843), der die Verantwortung bei den
Softwareherstellern sieht und eine Stilllegung fiir volkswirtschaftlich fiir nicht gebo-
ten halt; wahrscheinlicher ist indes, dass der Hersteller bestimmte Fahrfunktionen
selbststandig abschaltet, um seinerseits einer Haftung zu entgehen, Bodungen/Hoff-
mann, NZV 2016, S.503 (506); Gomille, JZ 2016, S.76 (81); Raith, Das vernetzte
Automobil, 2019, S. 50.

624 Vgl.3. Teil: A. 1L 1.

625 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 14.3.

626 Bewersdorf, Zulassung und Haftung bei Fahrerassistenzsystemen, 2005, S. 120.

627 Rosenberger, Die aufervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.183ff,; Janich/Schrader/Reck, NZV 2015, S. 313 (316); Bewersdorf, Zulassung und
Haftung bei Fahrerassistenzsystemen, 2005, S.122f; Zech, in: Gless/Seelmann, In-
telligente Agenten und das Recht, 2016, S.163 (183).

628 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.186 ff.
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erforderlichen Systeme sicherzustellen (§1f Abs.1 S.1 lit.a StVG) und hat
Vorkehrungen zu treffen, dass die sonstigen, nicht an die Fahrzeugfiihrung
gerichteten Verkehrsvorschriften eingehalten werden (§1f Abs.1 S.1 lit.b
StVG). Ferner hat er zu gewiéhrleisten, dass die Aufgaben der Technischen
Aufgaben erfiillt werden (§1f Abs.1 S.1 lit. ¢ StVG). Diese Anforderungen
entfalten insofern drittschiitzende Wirkung, da sie die Sicherheit der Fahr-
zeuge im Straflenverkehr gewiéhrleisten sollen und sind somit als Schutzge-
setze im Sinne des § 823 Abs. 2 BGB anzusehen.

Alles in allem kann sich also auch aus den Regelungen des allgemei-
nen Deliktsrechts ein Anspruch des Geschiddigten eines Verkehrsunfalls
ergeben. Die Bedeutung dieser Anspruchsnormen ist jedoch wegen der
gegeniiber § 7 Abs. 1 StVG erhohten Anforderungen gemindert.

II. Haftung nach § 829 BGB analog

Teilweise wird in der Literatur diskutiert, dass Nutzer automatisierter Sys-
teme auch gem. § 829 BGB analog fiir Schdden haften sollen.®” Die An-
nahme einer solchen Analogie wiirde voraussetzen, dass der Betrieb eines
selbstfahrenden Fahrzeugs mit dem Zustand eines Ausschlusses der frei-
en Willensbildung (§ 827 BGB) oder einem Minderjdhrigen (§ 828 BGB)
gleichzusetzen wire. Der Halter eines Fahrzeugs befindet sich jedoch bei
Betrieb des selbstfahrenden Fahrzeugs weder in einem Zustand der Be-
wusstlosigkeit noch ist ersichtlich, dass ihm der Minderjéhrigenschutz zu-
gutekommen sollte, so dass eine solche Analogie zurecht abgelehnt wird.63

IT1. Haftung nach § 831 BGB analog

Fraglich ist, ob auch der Halter eines selbstfahrenden Fahrzeugs fiir Scha-
den gem. § 831 BGB haftet, die das Fahrzeug anderen zufiigt. Die Norm
begriindet eine Haftung des Geschéftsherrn fiir Schiden, die sein Verrich-
tungsgehilfe in Ausfithrung der ihm tbertragenen Tatigkeit anderen wider-
rechtlich zufiigt. Die Haftung kniipft dabei an ein vermutetes Verschulden

629 Hanisch, Haftung fiir Automation, 2010, S.196 ff.; Giinther, Robotor und rechtliche
Verantwortung, 2016, S. 142 ff.

630 Hanisch, Haftung fiir Automation, 2010, S.198; Giinther, Robotor und rechtliche
Verantwortung, 2016, S. 144.
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des Geschiftsherrn an. Er kann sich vom Verschuldensvorwurf nur entlas-
ten, wenn er darlegen und beweisen kann, dass er bei der Auswahl und
Uberwachung des Verrichtungsgehilfen sowie bei dessen Anleitung und
Ausstattung die erforderliche Sorgfalt angewendet hat; nur dann kann er
sich vom Verschuldensvorwurf exkulpieren. Zudem kann er nachweisen,
dass der Schaden auch bei Anwendung der gebotenen Sorgfalt entstanden
wire. Da es erforderlich ist, dass vom Verrichtungsgehilfen eine widerrecht-
liche Handlung i.S.d. §§ 823 ff. BGB begangen wird, so muss der Verrich-
tungsgehilfe eine natiirliche Person sein.®® Eine unmittelbare Anwendung
bei der Schadigung durch selbstfahrende Fahrzeuge scheidet also aus.

In der Literatur wird deshalb rege diskutiert, ob eine Haftung des Betrei-
bers fiir den Einsatz automatisierter und autonomer Systeme als digitale
Verrichtungsgehilfen i.S.d. § 831 BGB in Betracht kommt.®*? Es kann von
einer planwidrigen Regelungsliicke beim Einsatz von autonomen Systemen
ausgegangen werden, da der Gesetzgeber den Einsatz solcher Softwaresys-
teme trotz der damit verbundenen Gefahren bislang nicht geregelt hat.63
Dies kann auch fiir den Einsatz selbstfahrender Fahrzeuge angenommen
werden. Zwar haftet hier ohnehin der Halter gem. § 7 Abs.1 StVG, jedoch
besteht aus Sicht des Geschédigten eine Haftungsliicke, da der verkehrs-
rechtliche Anspruch gem. § 12 StVG in der Hohe begrenzt ist.

Es miisste jedoch auch eine vergleichbare Interessenlage bestehen. Die
Haftung nach § 831 BGB beruht auf dem Grundgedanken, dass derjenige,
der Tatigkeiten delegiert, um seinen Handlungskreis zu erweitern, auch
das damit verbundene Organisationsrisiko zu tragen hat.®** Geht man da-

631 Hanisch, Haftung fiir Automation, 2010, S.46; Kluge/Miiller, in: Taeger, Smart
World - Smart Law?, 2016, S. 989 (998); Giinther, Robotor und rechtliche Verant-
wortung, 2016, S.135; abweichend Schulz, Verantwortlichkeit bei autonom agieren-
den Systemen, 2015, S.146f., der davon ausgeht, dass auch juristische Personen
Verrichtungsgehilfen sein kénnen.

632 Wagner, VersR 2020, S.717 (730); Wagner, in: MiKo BGB, § 831 BGB Rn. 23 ff;
Kluge/Miiller, in: Taeger, Smart World - Smart Law?, 2016, S. 989 (997 f.); Janal, in:
Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S. 139 (154 ff.); Griitzma-
cher, CR 2016, S. 695 (697 f.); Hanisch, Haftung fiir Automation, 2010, S. 195 f.; Teub-
ner, AcP 2018, S.155 (190); Foerster, ZfPW 2019, S. 418 (433); Giinther, Robotor und
rechtliche Verantwortung, 2016, S.134f.; Schulz, Ver-antwortlichkeit bei autonom
agierenden Systemen, 2015, S.146 ff.; Denga, CR 2018, S. 69 (73); Horner/Kaulartz,
CR 2016, S.7 (8).

633 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 147.

634 Bernau, in: Staudinger BGB, § 831 BGB Rn. 5; Giinther, in: Gruber/Bung/Ziemann,
Autonome Automaten, 2015, S.155 (166); Schulz, Verantwortlichkeit bei autonom
agierenden Systemen, 2015, S. 147.
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von aus, dass technische Systeme eine ,rechtssubjektdhnliche Autonomie®
erlangen und wie menschliche Verrichtungsgehilfen zum Vorteil ihrer Be-
treiber eingesetzt werden und dabei ein Risiko fiir Rechtsgiiter Dritter
darstellen,®> kann von ihrem Nutzer auch verlangt werden, dass er das
System sorgfiltig auswéhlt und tiberwacht.®*¢ Es kann demnach keinen
Unterschied machen, ob diese Gehilfentatigkeit von einem Menschen oder
einer Maschine ausgefithrt wird.®”” Zudem sind autonome Systeme im
eigentlichen Sinne vom Nutzer abhéngig und weisungsgebunden.53® Zwar
verfiigen sie {iber ein gewisses Maf$ an Autonomie, jedoch nur im Rahmen
ihrer zugewiesenen Aufgabe.* Zwar wendet Schulz gegen die Annahme
einer Analogie ein, dass die Norm eine objektiv pflichtwidrige Handlung
eines anderen voraussetze, die bei einem autonomen System mangels Ver-
schuldensfahigkeit nicht feststellbar sei. Diese fiihre zu einer ,Verwischung®
von Verursachungs- und Verschuldenshaftung.®*® Dem ist jedoch entge-
genzuhalten, dass zumindest anhand objektiver Kriterien ein Verschulden-
sdquivalent bei selbstfahrenden Fahrzeugen und somit auch die objektive
Pflichtwidrigkeit feststellbar ist.°4! Es gibt also durchaus Argumente, welche
nahelegen, § 831 BGB auch auf selbstfahrende Fahrzeuge anzuwenden, da
diese Aufgaben im Titigkeitskreis des Halters wahrnehmen und dessen
Weisungen unterliegen.®42

635 Wagner, in: MiiKo BGB, § 831 BGB Rn. 24; fehlt es hingegen an der erforderlichen
Autonomie, muss eine Analogie folgerichtig abgelehnt werden: Giinther, Robotor
und rechtliche Verantwortung, 2016, S. 135; Griitzmacher, CR 2016, S. 695 (697 f.).

636 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 147.

637 Janal, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S. 139 (154).

638 Zur Weisungsgebundenheit BGH, Urt. v. 30.6.1966 - VII ZR 23/65, Rn.10
(BGHZ 45, 311).

639 Wagner, VersR 2020, S. 717 (730).

640 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S.147f; ob
tatsachlich ein Verschuldenserfordernis beim Verrichtungsgehilfen besteht, ist aller-
dings in Literatur und Rechtsprechung umstritten, vgl. Wagner, in: MiiKo BGB,
§ 831 BGB Rn. 34 ff.

641 Vgl. 3. Teil: A.IV. 3. c.

642 So ganz grundsitzlich auch ein Grofiteil der Literatur: Hanisch, Haftung fiir Auto-
mation, 2010, S.196; Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht,
2016, S.163; Janal, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016,
S.139 (154f.); Kluge/Miiller, in: Taeger, Smart World — Smart Law?, 2016, S. 989
(998); Wagner, VersR 2020, S. 717 (730); wohl auch Teubner, AcP 2018, S.155 (190);
aA Schaub, JZ 2017, S.342 (344) die wenig iiberzeugend davon ausgeht, dass ein
autonomes System nicht weisungsabhingig sein kénne; Schulz, Verantwortlichkeit
bei autonom agierenden Systemen, 2015, S. 147 .
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Die Anwendung der Geschiftsherrenhaftung nach § 831 BGB fiir den
Fahrzeughalter wird jedoch regelmiflig an anderer Stelle scheitern. Die
Norm sieht einen Entlastungsbeweis vor, wenn der Geschéftsherr nach-
weist, dass er bei der Auswahl oder Uberwachung des Verrichtungsgehilfen
die erforderliche Sorgfalt beachtet hat. Dies muss auch fiir digitale Verrich-
tungsgehilfen gelten.®3 Da der Halter auf das konkrete Verhalten in der Un-
fallsituation regelméfiig keinen Einfluss nehmen kann, wird ihm die Entlas-
tung in diesen Fillen auch gelingen. dass ein fiir das autonome Fahren
zugelassenes Fahrzeug im Rahmen dieser Zweckbestimmung ordnungsge-
mifl funktioniert. Eine dariiber hinausgehende Uberwachungspflicht kann
nicht verlangt werden.

In der Praxis diirfte eine analoge Anwendung wegen der umfassenden
und verschuldensunabhéngigen Zurechnung des Fahrverhaltens des selbst-
fahrenden Fahrzeugs im Rahmen des § 7 Abs.1 StVG ohnehin nur in Ein-
zelfillen bei Uberschreitung der Haftungshdchstbetrige eine Rolle spielen.

IV. Haftung nach § 832 BGB analog

In Betracht kommt weiter eine Halterhaftung analog § 832 BGB. Nach
dieser Norm kann ein Aufsichtspflichtiger fiir Schaden haften, die die
aufsichtsbediirftige Person Dritten widerrechtlich zufligt, wenn er seine
Aufsichtspflicht verletzt hat. Insofern wire eine Analogie denkbar, wenn das
selbstfahrende Fahrzeug mit einer aufsichtsbediirftigen Person im Sinne
dieser Vorschrift vergleichbar wire.®** Zwar lasst sich vertreten, dass der
Halter Aufsichtspflichten gegeniiber seinem Fahrzeug haben kann, erfor-
derlich ist jedoch eine Aufsichtspflicht, die sich aus dem Gesetz (§ 832
Abs.1 BGB) oder aus dem Vertrag (§832 Abs.2 BGB) ergibt. Mangels
gesetzlicher Regelung besteht eine vergleichbare Aufsichtspflicht fiir den
Halter eines selbstfahrenden Fahrzeugs nicht.%*> Aber selbst wenn man
jedoch von einer rechtlichen Aufsichtspflicht absehen wollte, erscheint es
schon aus moralischen Griinden zweifelhaft, das selbstfahrende Fahrzeug

643 Vgl. vorherige Fn.

644 Zum Teil wird schon die generelle Analogiefdhigkeit der Norm bestritten: BGH,
Urt. v. 15.4.1958 - VI ZR 87/57 (NJW 1958, 1775); Spindler, in: BeckOK BGB, § 832
Rn. 1; aA Hanisch, Haftung fiir Automation, 2010, S. 201 f.

645 Giinther, Robotor und rechtliche Verantwortung, 2016, S. 137.
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mit Kindern oder Behinderten gleichzusetzen.®4¢ Insbesondere liegt doch
der Vorteil eines autonomen Systems gerade darin, dass es nicht beaufsich-
tigt werden muss,®¥” so dass die Konstruktion einer Aufsichtspflicht dem
Zweck des autonomen Fahrens zuwiderlaufen wiirde.548

Letztlich wiirde auch die Annahme einer Analogie zu § 832 BGB ins
Leere gehen, da dem Aufsichtspflichtigen der Entlastungsbeweis verbleibt.
Er kann nachweisen, dass er seiner Aufsichtspflicht geniigt hat oder dass
der Schaden auch bei gehoriger Aufsichtsfithrung entstanden wire (§ 832
Abs.1S.2 BGB). Fiir den Halter eines selbstfahrenden Fahrzeugs bedeutete
dies, dass — wie im Rahmen des § 831 BGB - keine hohen Anforderungen
zu stellen sind. Schliefllich kann vom Halter nicht zugemutet werden, ein
System zu beaufsichtigten, das er iiberhaupt nicht kontrollieren kann. Fiir
unvorhersehbares Verhalten des Steuerungssystems kann auch der Halter
nicht im Wege einer Aufsichtspflichtverletzung im Sinne des § 832 Abs. 1
BGB in Anspruch genommen werden.4’

V. Haftung nach §§ 833, 834 BGB analog

Diskutiert wird auch die analoge Anwendung der Tierhalterhaftung auf den
Nutzer autonomer Systeme. § 833 BGB enthilt zwei Anspruchsgrundlagen,
zum einen die Gefahrdungshaftung fiir sog. Luxustiere nach § 833 S. 1 BGB
und zum anderen die Verschuldenshaftung fiir die kommerzielle Nutztier-
haltung nach § 833 S.2 BGB. In § 834 BGB, der wiederum auf § 833 BGB
verweist, ist zudem die Haftung des Tieraufsehers festgelegt.

Hinsichtlich der Anwendung des § 833 S. 2 BGB gelten die Ausfiithrungen
zur analogen Anwendung der anderen deliktischen Anspruchsnormen. Es
lasst sich schon dariiber streiten, ob die Unterscheidung von Nutz- und
Luxustieren sich tiberhaupt auf autonome Systeme tibertragen lasst.®>° Der
Anspruch gegen den Halter wird jedenfalls am Entlastungsbeweis scheitern,

646 Hanisch, Haftung fiir Automation, 2010, S. 200.

647 Griitzmacher, CR 2016, S. 695 (698).

648 AA Hanisch, Haftung fiir Automation, 2010, S. 200.

649 So im Ergebnis auch Schaub, JZ 2017, S. 342 (344); Zech, in: Gless/Seelmann, Intelli-
gente Agenten und das Recht, 2016, S.163 (195); Giinther, Robotor und rechtliche
Verantwortung, 2016, S. 137; Hanisch, Haftung fiir Automation, 2010, S. 200.

650 Wagner, VersR 2020, S. 717 (730 ff.); Schulz, Verantwortlichkeit bei autonom agieren-
den Systemen, 2015, S. 148 f.; Giinther, Robotor und rechtliche Verantwortung, 2016,
S.140 f.; Borges, NJW 2018, S. 977 (981).
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der parallel zu den Vorschriften der § 831 Abs.1 S.2 und § 832 Abs.1 S.2
BGB besteht.o!

Fraglich ist jedoch, ob die analoge Anwendung des § 833 S. 1 BGB grund-
satzlich moglich erscheint. Im Rahmen der Gefahrdungshaftung hat der
Tierhalter fiir die Verwirklichung einer Tiergefahr einzustehen.®>? Der Tat-
bestand weist damit gewisse Parallelen zur Betriebsgefahrhaftung nach § 7
Abs. 1 StVG auf. Eine Analogie zu § 833 S.1 BGB erscheint denkbar, da ein
autonomes System gewisse Parallelen zu einem ebenfalls nicht vollstindig
beherrschbaren Tier aufweist. Eine analoge Anwendung kommt jedoch
nur dann in Betracht, wenn Gefahrdungshaftungstatbestinde iiberhaupt
analogiefdhig sind. So wird angenommen, dass diese wegen ihres Ausnah-
mecharakters und ihrer enumerativen Ausgestaltung grundsatzlich nicht
analog anwendbar seien.®>® Diese hdchstrichterliche Feststellung wird in
der Literatur nicht widerspruchslos hingenommen.%** Dennoch soll auf
eine ausfiihrliche Darstellung der widerstreitenden Argumente an dieser
Stelle verzichtet werden. Die Annahme einer Analogie scheitert namlich
fur das autonome Fahren an anderer Stelle. Zwar sind Tiergefahr und
Autonomiegefahr insofern vergleichbar, als beide das Merkmal der Unbe-
rechenbarkeit teilen,% doch resultiert die spezifische Tiergefahr daraus,
dass sich das Tier instinktgesteuert und eigenwillig verhalt, wihrend das
autonome System deshalb unberechenbar sein kann, weil es nicht einwand-
frei programmiert oder mangelhaft abgesichert ist, also eine Betriebsgefahr
ausstrahlt.®>¢ Die Betriebsgefahr selbstfahrender Fahrzeuge wird jedoch
bereits durch die Haftungsnorm des § 7 Abs.1 StVG eingefangen. Es fehlt
also in Bezug auf selbstfahrende Fahrzeuge offensichtlich an einer plan-

651 Hanisch, Haftung fiir Automation, 2010, S.201; Giinther, Robotor und rechtliche
Verantwortung, 2016, S. 140.

652 Wagner, in: MiKO-BGB, § 833 BGB Rn. 15 ff.

653 RG, Urt. v. 11.1.1912 - VI 86/11 (RGZ 78, 171); BGH, Urt.v. 25.1.1971 - III ZR 208/68,
Rn. 13 (BGHZ 55, 229).

654 Wagner, Deliktsrecht, 2021, S.198 ff.; Schulz, Verantwortlichkeit bei autonom agie-
renden Systemen, 2015, S. 154 f.

655 So das Definitionskriterium der Rechtsprechung, mw.N. BGH, Urt. v. 20.12.2005 -
VI ZR 225/04 (VersR 2006, 416); fiir Automation Hanisch, Haftung fiir Automation,
2010, S.202; Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016,
S.163 (196).

656 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S.157; Giinther,
Robotor und rechtliche Verantwortung, 2016, S.139; Griitzmacher, CR 2016, S. 695
(698).
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widrigen Regelungsliicke.®” Hieran dndern auch die im StVG vorgesehe-
nen Haftungshéchstgrenzen nichts. Denn wenn der Gesetzgeber fiir den
speziellen Fall der Verwirklichung der Betriebsgefahr im Straflenverkehr
Hochstbetréage festgelegt hat, konnen diese nicht im Wege der Analogie zu
einem Gefahrdungstatbestand, der einen véllig anderen Regelungsbereich
vorsieht, unterlaufen werden. Aus den genannten Griinden muss deshalb
auch eine analoge Anwendung des § 834 BGB ausscheiden.

VI. Haftung nach den §§ 836 ff. BGB analog

Auch eine Haftung durch die Anwendung der §§ 836 ff. BGB analog scheint
ausgeschlossen. Nach diesen Vorschriften haftet der Grundstiicks- bzw. Ge-
baudebesitzer oder der Unterhaltspflichtige fiir Schaden, die durch Gebéu-
de verursacht werden. Neben der Frage, ob sich die Normen aufgrund der
geregelten besonderen Gefahrenlage tiberhaupt analog anwenden lassen,%8
scheitert die entsprechende Anwendung dieser Vorschriften jedoch offen-
sichtlich an der vergleichbaren Interessenlage. Ein selbstfahrendes Fahr-
zeug teilt mit einem Gebdude allenfalls die Sacheigenschaft. Die Gefahr,
die sich durch den Einsturz eines Gebdudes verwirklicht, ist jedoch eine
vollig andere als die Gefahr, die sich durch ein selbstfahrendes Fahrzeug im
Straflenverkehr verwirklichen kann. Die Gebdudehaftung dient dem Schutz
des Geschidigten vor typischen Gefahren, die der Natur der Sache nach
mit der Errichtung von Gebiuden verbunden sind.®® Von einer Ubertrag-

657 Dies gilt nur fiir selbstfahrende Fahrzeuge. Fiir andere autonome System ldsst sich
eine Regelungsliicke durchaus annehmen. Dennoch lehnt die Literatur auch dort
eine analoge Anwendung des § 833 S.1 BGB fast einhellig ab: Griitzmacher, CR
2016, S. 695 (698); Wagner, VersR 2020, S. 717 (730 £.); Giinther, Robotor und rechtli-
che Verantwortung, 2016, S. 139 ff.; Hanisch, Haftung fiir Automation, 2010, S. 201f;
Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (195f.);
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 155 f.; Borges,
NJW 2018, S. 977 (981); Schaub, JZ 2017, S. 342 (344); Brdutigam/Klindt, NJW 2015,
S.1137 (1139); aA Brunotte, CR 2017, S. 583 (585f.); Sosnitza, CR 2016, S. 764 (772).

658 Bernau, in: Staudinger BGB, § 836 BGB Rn. 12 ff.; Giinther, Robotor und rechtliche
Verantwortung, 2016, S. 141 f.; Hanisch, Haftung fiir Automation, 2010, S. 203.

659 BGH, Urt. v. 30.5.1961 - VI ZR 310/56 (NJW 1961, 1670).
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barkeit dieser gebdudespezifischen Typizitit auf selbstfahrende Fahrzeuge
kann nicht ausgegangen werden.®¢°

VII. Zwischenergebnis

In begrenzten Fillen kann sich eine Haftung des Halters vor allem aus
der Anwendung der § 823 Abs. 1 und Abs. 2 BGB ergeben. Hat er Verkehrs-
sicherungspflichten in Bezug auf das selbstfahrende Fahrzeug verletzt, kann
dies einen Schadensersatzanspruch auslosen. Aus Sicht des Geschadigten
ist eine Berufung auf § 823 Abs. 1 BGB wegen der fiir ihn negativen Beweis-
lastverteilung allerdings nur angezeigt, soweit die Haftungshochstgrenze
des §12 StVG tiberschritten ist, da die Sicherungspflichten nicht tiber den
Schutzbereich der allgemeinen Betriebsgefahr des § 7 Abs. 1 StVG hinausge-
hen

Hinsichtlich der weiteren deliktsrechtlichen Normen kommt allenfalls
eine analoge Anwendung des §831 BGB fiir das Fahrzeug als digitalen
Verrichtungsgehilfen in Betracht. Der Tatbestand wird jedoch wegen der
bestehenden Exkulpationsmdglichkeit des § 831 Abs.1 S.2 BGB regelmaflig
nicht erfiillt sein.

D. Haftung des Herstellers nach dem Produkthaftungsgesetz
Neben der Halterhaftung kommt eine Haftung des Herstellers selbstfahren-
der Fahrzeuge nach dem Produkthaftungsgesetz in Betracht.

I. Produkthaftungsgesetz und Produkthaftungsrichtlinie

Das Produkthaftungsgesetz (ProdHaftG) ist am 1.1.1990 in Kraft getreten.6¢!
Das Gesetz ist Ergebnis der Umsetzung der Richtlinie 85/374/EWG zur
Angleichung der Rechts- und Verwaltungsvorschriften der Mitgliedstaaten

660 So auch Giinther, Robotor und rechtliche Verantwortung, 2016, S. 142; eine Analogie
zumindest in Betracht ziehend: Hanisch, Haftung fir Automation, 2010, S.203;
Griitzmacher, CR 2016, S. 695 (698).

661 Gesetz uber die Haftung fiir fehlerhafte Produkte (Produkthaftungsgesetz — Prod-
HaftG) vom 15.12.1989, BGBL. I, S. 2198.

168

- am 27.01.2026, 08:37:33.


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

D. Haftung des Herstellers nach dem Produkthaftungsgesetz

tiber die Haftung fiir fehlerhafte Produkte,%? deren Entstehungsgeschichte
bis in das Jahr 1968 zuriickreicht.®®3 Ziel der Richtlinie ist die Vereinheit-
lichung des Rechts in der EU und der Schutz der Verbraucher vor den
Risiken, die von Produkten ausgehen konnen. Da sich die Verbraucher
in einer strukturell schwicheren Position befinden,%¢* soll durch die Inter-
nalisierung der Schadensrisiken ein Anreiz fiir die Hersteller geschaffen
werden, Schdden zu vermeiden.®6>

Die Richtlinie ist von den Mitgliedstaaten vollharmonisierend umzuset-
zen.%%¢ Das bedeutet, dass die Mitgliedstaaten bei der Regelung der Haftung
fir fehlerhafte Produkte keinen Gestaltungsspielraum haben, soweit es
sich um verschuldensunabhéngige Anspriiche handelt.®®” Allerdings stellen
Art. 13 ProdHaftRL und § 15 Abs. 2 ProdHaftG klar, dass neben dem Pro-
dukthaftungsrecht die Regelungen des allgemeinen Deliktsrecht weiterhin
Anwendung finden.®® Die Richtlinie tiberldsst den Mitgliedstaaten jedoch
auch einen gewissen Umsetzungsspielraum. Sie konnen selbst entscheiden,
ob sie in ihrem jeweiligen Umsetzungsgesetz z.B. die Haftung fiir Entwick-
lungsrisiken ausschlieflen, d.h. fiir Schdden, die eintreten, obwohl der ur-
sachliche Produktfehler nach dem Stand von Wissenschaft und Technik
zum Zeitpunkt des Inverkehrbringens nicht erkannt werden konnte (Art. 15
Abs. 1lit. b) ProdHaftRL).%%° Von dieser Moglichkeit hat auch der deutsche
Gesetzgeber Gebrauch gemacht. Daneben wurde es freigestellt, Schadens-

662 Richtlinie 85/374/EWG des Rates vom 25.7.1985 zur Angleichung der Rechts- und
Verwaltungsvorschriften der Mitgliedstaaten iiber die Haftung fiir fehlerhafte Pro-
dukte (ABL EG 1985, Nr. L 210, 29), im Folgenden ProdHaftRL.

663 Wagner, in: MiiKo-BGB, Einl. ProdHaftG Rn. 1; Taschner/Frietsch, Produkthaftung,
1990, Einf. Rn. 171.

664 Oechsler, in: Staudinger BGB, Einl. zu §§ 1ff. ProdHaftG Rn. 5 ff.

665 Ob fiir die Erreichung dieses Ziels tatsachlich die Einfithrung einer verschuldens-
unabhingigen Haftung geeigneter ist, als eine verschuldensabhiangige Haftung, ist
umstritten. Vgl. Wagner, in: MiitKo-BGB Einl. ProdHaftg Rn. 14 ff.

666 Z.B. EuGH, Urt. v. 25. 4. 2002 - Rs. C-183/00 (Maria Victoria Gonzalez Sénchez ./.
Medicina Asturiana SA) (EuZW 2002, 574); m.w.N. Graf von Westphalen, in: Foers-
te/Graf von Westphalen, Produkthaftungshandbuch, § 44 Rn. 2; Wagner, in: MiiKo-
BGB, Einl. ProdHaftG Rn. 3.

667 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§44 Rn.2.

668 Vgl. Oechsler, in: Staudinger BGB, Einl. zu §§ 1ff. ProdHaftG Rn. 51 ff.

669 In Deutschland sind Entwicklungsfehler ausdriicklich gem. §1 Abs.2 Nr.5 Prod-
HaftG von der Haftung ausgenommen.
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ersatz fiir immaterielle Schaden zu gewéhren und Haftungshochstgrenzen
festzusetzen 67

Der Wortlaut des ProdHaftG ist im Lichte der ProdHaftRL richtlinien-
konform auszulegen. Dies bedeutet, dass die Begriffe der Richtlinie auto-
nom auszulegen sind. Ein Riickgriff auf Definitionen und Auslegungsergeb-
nisse des nationalen Rechts ist daher ausgeschlossen.®”!

Umstritten ist seit jeher der im ProdHaftG niedergelegte Haftungstypus.
Ankniipfungspunkt fiir die Haftung nach dem ProdHaftG ist das Inver-
kehrbringen eines fehlerhaften Produkts, das in der Folge zu einer T6tung,
Korperverletzung, Gesundheitsschiadigung oder einer Sachbeschddigung
fithrt. Ein Verschulden als ausdriickliche Tatbestandsvoraussetzung fehlt
somit, was auf eine Gefdhrdungshaftung bzw. verschuldensunabhingige
Haftung hindeutet.®’? Dieser Befund wird in der Literatur seit Erlass der
Richtlinie heftig diskutiert.®”* Da die Haftung namlich nicht an das In-
verkehrbringen des Produkts ankniipft, sondern an das Inverkehrbringen
des fehlerhaften Produkts, wird zumindest ein objektiver Sorgfaltsmaf3stab
formuliert, bei dessen Einhaltung der Hersteller von der Haftung befreit
ist.574 Es wird deshalb anerkannt, dass es sich nicht um ein klassische
Gefahrdungshaftung handelt, bei welcher fiir jedes erlaubte Risiko einzu-
stehen ist. Die gingigen Ansétze in der Literatur sehen die Produkthaftung
deshalb nicht als reine Gefdhrdungshaftung, sondern als eine Kombination

670 Hiervon hat der Gesetzgeber in den §§8 und 10 ProdHaftG Gebrauch gemacht,
wobei der Ersatz von immateriellen Schiden, v.a. Schmerzensgeld, ohnehin in § 253
BGB geregelt ist.

671 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 44 Rn. 8; Wagner, in: MiitKo-BGB, Einl. ProdHaftG Rn. 9; Oechsler, in: Staudinger
BGB, Einl. zu §§ 1f. ProdHaftG Rn. 43 ff.; Lenz, Produkthaftung, 2022, § 3 Rn. 291.

672 So etwa Taschner: ,Die Richtlinie beruht auf folgenden Grundentscheidungen: Die
Haftung des Herstellers ist eine Gefahrdungshaftung., Taschner, NJW 1986, S. 611
(611); s.a. Unterrichtung durch die Bundesregierung — Vorschlag einer Richtlinie des
Rates zur Angleichung der Rechts- und Verwaltungsvorschriften der Mitgliedstaaten
tiber die Haftung fiir fehlerhafte Produkte v. 12.10.76, BT-Drs. 7/5812, S. 5 f.; Prdam-
bel der Richtlinie 85/374/EWG des Rates vom 25.7.1985 zur Angleichung der Rechts-
und Verwaltungsvorschriften der Mitgliedstaaten iiber die Haftung fiir fehlerhafte
Produkte (ABIl. EG 1985, Nr. L 210, 29).

673 Ablehnend etwa Schlechtriem, VersR 1986, S.1033 (1034f.); Taeger, Haftung fiir
fehlerhafte Computerprogramme, 1995, S. 101 ff.; Briiggemeier, Haftungsrecht, 2006,
S.435; Wagner, in: MiiKo-BGB, Einl. ProdHaftG Rn.2l; Oechsler, in: Staudinger
BGB Einl. zu §§ 1{f. ProdHaftG Rn. 29 ff.

674 Wagner, in: MiiKo-BGB, Einl. ProdHaftG Rn. 19.
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aus Elementen der Gefihrdungshaftung und Verschuldenshaftung.®”> Ein
Gleichlauf der Produkthaftung mit der Gefdhrdungshaftung des StVG ist
allein deshalb schon nicht zu erwarten.

II. Selbstfahrende Fahrzeuge als ,Produkte® im Sinne des ProdHaftG

Im Zentrum der Produkthaftung steht die Fehlerhaftigkeit eines Produkts.
Dafiir ist zundchst zu untersuchen, wie der Produktbegrift haftungstech-
nisch abzugrenzen ist. Wie eingangs erldutert, kann das selbstfahrende
Fahrzeug technisch nicht als Summe seiner Einzelteile begriffen werden.
Die Systemgrenzen des Fahrzeugs verschwimmen wegen der Verwendung
von Software und der umfassenden Fahrzeugvernetzung.®’ Der Wirkungs-
grad eines selbstfahrenden Fahrzeugs beschrinkt sich nicht allein auf das
korperlich vorhandene Fahrzeug. Nicht die physisch-konstruktiven Eigen-
schaften des Fahrzeugs stellen die grofite Gefahr dar, sondern der Betrieb
des Fahrzeugs durch eine eigenstindig agierende Software, die sich wah-
rend des Betriebs ggf. weiter verandert und mit anderen Systemen vernetzt.
Der klassische Produktbegriff des ProdHaftG st6f3t damit an seine Grenzen,
und es ist zu kldren, ob derartige Systeme, die aus einem Zusammenspiel
aus Hard- und Software bestehen, iiberhaupt unter diesen Begriff zu subsu-
mieren sind.

1. Problemstellung

Der Begriff des Produkts wird vom Gesetzgeber in § 2 ProdHaftG defi-
niert und umfasst jede bewegliche Sache, auch wenn sie einen Teil einer
anderen beweglichen oder unbeweglichen Sache bildet, sowie Elektrizitit.
Insofern ist der Anwendungsbereich des ProdHaftG - mit Ausnahme des
Sonderfalls der Elektrizitit — auf bewegliche Sachen begrenzt. Zweifellos
fallen unter diese Definition die physisch vorhandenen Einzelteile des
Fahrzeugs.®’” Bremsen, Sensoren, Aktoren und auch die Hardware, welche

675 Jeweils mw.N.: Oechsler, in: Staudinger BGB, Einl. zu §§ 1ff. ProdHaftG Rn.27;
Wagner, in: MiiKo-BGB, Einl. ProdHaftG Rn.23; Taeger, in: Ehring/Taeger, Pro-
dukthaftungs- und Produktsicherheitsrecht, § 1 ProdHaftG Rn. 2.

676 Vgl. 2. Teil: B. 1.

677 Wagner, in: MiiKO-BGB, § 2 ProdHaftG Rn. 10.
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der Steuerungssoftware zugrunde liegt, sind als Produkt in diesem Sinne
zu qualifizieren.5’® Der Wortlaut des § 2 ProdHaftG hilft jedoch nicht bei
der Entscheidung, ob auch die im selbstfahrenden Fahrzeug verwendete
Software als Produkt anzusehen ist.

2. Software als bewegliche Sache im Sinne des § 90 BGB

Die Produkteigenschaft von Software ist seit langem umstritten.®”® Dies ist
unter anderem auf die unterschiedlichen Ubersetzungen der Richtlinie in
den einzelnen Mitgliedstaaten zuriickzufithren. Der Wortlaut der dem Pro-
dukthaftungsgesetz zugrunde liegenden Richtlinie spricht namlich in Art. 2
im Englischen von ,movables* und im Franzosischen von ,meubles® 680
Von Anfang an bestanden Zweifel in den Mitgliedstaaten, wie diese Begrif-
fe moglichst prézise in den nationalsprachlichen Gesetzen zu iibersetzen
sind.%8! Der deutsche Gesetzgeber hat sich im Rahmen der Umsetzung der
Richtlinie schliefflich fiir den Begrift ,bewegliche Sachen® entschieden. Es
liegt daher nahe, den Produktbegriff in Anlehnung an den Sachbegriff des
§ 90 BGB auszulegen.®®? Jedoch ist ein solches Produktverstindnis weder
gesetzlich intendiert,®83 noch entspricht es dem Gebot der autonomen Aus-
legung der Produkthaftungsrichtlinie. Zwar ist jede Sache i.S.d. § 90 BGB
auch eine bewegliche Sache i.S.d. § 2 ProdHaftG,%8 unklar ist dennoch, ob
die richtlinienkonforme Auslegung es gebietet den Produktbegriff derart zu
extendieren, dass auch nicht-kdrperliche Giiter eingeschlossen sind.

Zweifel bestehen daran, ob Software iiberhaupt eine bewegliche Sache
sein kann, da es sich letztlich um blof3e Information handelt und sie damit
in vielerlei Hinsicht eher einem Immaterialgut als einer korperlich abgrenz-

678 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.118; Hammel, Haf-
tung und Versicherung bei Personenkraftwagen mit Fahrerassistenzsystemen, 2016,
S. 450.

679 M.w.N. Oechsler, in: Staudinger BGB, § 2 ProdHaftG Rn. 65.

680 Vgl. etwa Taeger, Haftung fiir fehlerhafte Computerprogramme, 1995, S. 117 f.

681 Zum Teil geht man in den einzelnen Mitgliedstaaten von einem wesentlich weiteren
Produktbegriff aus, Taeger, CR 1996, S. 257 (259 f.).

682 Ausfithrlich diskutiert in Taeger, CR 1996, S. 257 (260 ff).

683 Taeger, CR 1996, S.257 (262); Schulz, Verantwortlichkeit bei autonom agierenden
Systemen, 2015, S. 162.

684 Taeger, CR1996, S. 257 (260); John, Haftung fiir KI, 2007, S. 302.
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baren Sache dhnelt.®8> Diesem Umstand kann zumindest dadurch begeg-
net werden, dass die Information jedenfalls auf einem gegenstindlichen
Datentrédger verkérpert sein und durch diese Verbindung die erforderliche
Sacheigenschaft aufweisen muss.%% Insofern geht die herrschende Meinung
zu Recht davon aus, dass sog. eingebettete Software, die in der Hardware
des Fahrzeugs verkorpert ist, als Produkt in diesem Sinne anzusehen ist.8”
Es handelt sich dann um einen Teil einer anderen beweglichen Sache gem.
§ 2 Hs. 2 ProdHaftG.

Dieser Ansatz hilft jedoch dann nicht weiter, wenn die Software virtuali-
siert in der Cloud liegt, so dass keine physische Verbindung zum Produkt
besteht. Wiirde man hier dem zivilrechtlichen Sachbegriff folgen, kdme
eine Produkthaftung in solchen Fillen nicht in Betracht. Ebenso wenig
tithrt dieses Begriffsverstandnis weiter, wenn die Software nicht integrierter
Bestandteil eines anderen Produkts ist. Umstritten ist ebenso, ob Software
ein Produkt darstellt, die online in das Fahrzeugsystem iibertragen wird.
Insofern ist auch drahtlos iibermittelte, aber im Fahrzeug installierte Soft-
ware als Produkt in diesem Sinne anzusehen. Dies betrifft insbesondere
Upgrades, die Online aufgespielt werden.%® Die Frage, ob solche Compu-
terprogramme unter die Haftung fallen, kann allenfalls anhand anderer
Kriterien beantwortet werden.

3. Software als Elektrizitat

Teilweise wird erwogen, Software zumindest rechtlich der in § 2 ProdHaftG
ausdriicklich formulierten Ausnahme fiir Elektrizitat gleich zu setzen.6%
Die Tatsache, dass Elektrizitit explizit den beweglichen Sachen im Sinne
des ProdHaftG gleichgestellt wurde, erlaubt zwei Auslegungsmoglichkeiten.
Entweder wollte der Gesetzgeber bewusst nur bestimmte Ausnahmen vom

685 Z.B. Taschner/Frietsch, Produkthaftung, 1990, § 2 ProdHaftG Rn.22; Haagen, Ver-
antwortung fiir KI, 2022, S. 314.

686 Wagner, in: MiiKO-BGB, § 2§ 2 ProdHaftG Rn. 22.

687 Oechsler, in: Staudinger BGB ProdHaftG, Rn. 64; Wagner, in: MiKO-BGB, §2
ProdHaftG Rn. 21; Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkt-
haftungshandbuch, § 47 Rn. 42; Taeger, Haftung fiir fehlerhafte Computerprogram-
me, 1995, S. 109.

688 Zum Streitstand vgl. mw.N. Oechsler, in: Staudinger BGB ProdHaftG, Rn. 65.

689 Kullmann, ProdHaftG, 2006, § 2 Rn.19; in Ansétzen Graf von Westphalen, in: Fo-
erste/Graf von Westphalen, Produkthaftungshandbuch, § 47 Rn. 44, wobei auf die
Verkehrsanschauung abgestellt wird (hierzu im nachfolgenden Abschnitt).
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Sachbegrift zulassen und damit sind im Umbkehrschluss andere Formen
nicht-korperlicher Kategorien nicht erfasst.? Zum anderen liefle sich auch
vertreten, dass die Einbeziehung von Elektrizitit in den Produktbegrift
durch Analogie auf andere nicht-korperliche Giiter ausgedehnt werden
kann, sofern diese mit Elektrizitat vergleichbar sind.®*!

Die Entstehungsgeschichte der Norm spricht jedoch gegen eine Analo-
giebildung. Die Einbeziehung von Elektrizitit erfolgte nur, weil andere
europdische Rechtsordnungen Elektrizitdt als bewegliche Sachen behan-
deln.®®? Die Schaffung dieser Ausnahme diente also allein der Vereinheitli-
chung des Produktbegriffs in allen Mitgliedstaaten.%®> Es kann daher zu
Recht davon ausgegangen werden, dass der Sonderfall der Elektrizitét nicht
analogiefahig ist und nicht auf Software tbertragbar ist.®** Beckmann/
Miiller weisen in diesem Zusammenhang zurecht darauf hin, dass eine ana-
loge Anwendung auf andere nicht-kdrperliche Giiter zur Folge hitte, dass
eine vom Gesetzgeber nicht gewollte verschuldensunabhéngige Haftung
fir alle modernen Kommunikationsmittel (Telefon, Radio, Fernsehen) ge-
geniiber einem uniiberschaubaren Millionenpublikum geschaffen werden
konnte.%%® Eine Gleichstellung von Software mit Elektrizitat scheidet daher
aus.

4. Einbeziehung von Software anhand wertender Auslegungskriterien
Wie eingangs erldutert, kann die Abgrenzung des Produktbegriffs nicht

allein an § 90 BGB gemessen werden. Da Software auch nicht in Analogie
zu Elektrizitdt als Produkt angesehen werden kann, stellt sich die Frage,

690 So etwa Cahn, NJW 1996, S.2899 (2900); John, Haftung fiir kiinstliche Intelligenz,
2007, S. 299.

691 Kullmann, ProdHaftG, 2006, § 2 Rn.19; ablehnend John, Haftung fir KI, 2007,
S.299; Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungs-
handbuch, § 47 Rn. 44; Taeger, Haftung fiir fehlerhafte Computer-programme, 1995,
S.114; Beckmann/Miiller, MMR 1999, S. 14 (16).

692 So etwa Italien, vgl. Taschner/Frietsch, Produkthaftung, 1990, Richtl. Art.2 Rn. 3.

693 Taschner/Frietsch, Produkthaftung, 1990, Art.2 Richtl. Rn.3; Beckmann/Miiller,
MMR 1999, S. 14 (16); John, Haftung fiir KI, 2007, S. 299.

694 So auch die hM: mw.N. Taeger, in: Ehring/Taeger, Produkthaftungs- und Produkt-
sicherheitsrecht, § 2 ProdHaftG Rn.20; Wagner, in: MiitKO-BGB, §2 ProdHaftG
Rn. 27; Sommer, Haftung fiir autonome Systeme, 2020, S. 223; Hinze, Haftungsrisi-
ken des automatisierten und autonomen Fahrens, 2021, S.110f; Rosenberger, Die
auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022, S. 300 f.

695 Beckmann/Miiller, MMR 1999, S. 14 (27); s.a. John, Haftung fiir KI, 2007, S. 300.
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ob Software bei richtlinienkonformer Auslegung als Produkt angesehen
werden kann.

a. Sinn und Zweck der Richtlinie

Fiir eine Einbeziehung spricht zunéchst der Sinn und Zweck der Richtlinie.
Ziel der Einfiihrung eines harmonisierten Produkthaftungsregimes war es,
vor allem den Verbraucher in einer zunehmend technisierten Welt vor
den Risiken industriell hergestellter Giiter zu schiitzen. Fiir den Hersteller
sollte ein Anreiz geschaffen werden, méglichst sichere Produkte in Verkehr
zu bringen.®® In vielerlei Hinsicht dhneln sich Software und bewegliche
Sachen sogar. Auch Software ist ein Wirtschaftsgut, das Schadensrisiken
birgt, so dass ein haftungsrechtliches Schutzinteresse der Allgemeinheit
besteht. Vollig selbstverstindlich geht z.B. auch der Richtliniengeber im
Rahmen der 2007 erlassenen Anderung der Medizinprodukte-Richtlinie
in den Erwégungsgriinden davon aus, ,dass Software als solche, wenn sie
spezifisch vom Hersteller fir einen oder mehrere der in der Definition
von Medizinprodukt genannten medizinischen Zwecke bestimmt ist, ein
Medizinprodukt ist%7 Die Verfasser der Richtlinie waren sich der Gefahr-
lichkeit nicht-kérperlicher Giiter durchaus bewusst und sie haben deshalb
Elektrizitdt als Ausnahme in den Anwendungsbereich der Richtlinie auf-
genommen. Gleichwohl war im Jahr 1985 die Entwicklung der Digitalisie-
rung unmdglich vorhersehbar, so dass — wie Wagner zutreffend anmerkt -
die ausdriickliche Einbeziehung von Elektrizitit ,keine Rechtsfortbildungs-
sperre” fiir alle weiteren unkorperlichen Giiter bedeutet.®%8

b. Warencharakter

Nicht integrierte Software konnte nach der Verkehrsauffassung als Produkt
angesehen werden, wenn es wie korperliche Giiter einen Warencharakter

696 ErwG 1-3 der RL 85/374/EWG.

697 ErwG 6 der Richtlinie 2007/47/EG des Europdischen Parlaments und Rates vom
5.9.2007 zur Anderung der Richtlinien 90/385/EWG des Rates zur Angleichung der
Rechtsvorschriften der Mitgliedstaaten iiber aktive implantierbare medizinische Ge-
rite und 93/42/EWG des Rates tiber Medizinprodukte sowie der Richtlinie 98/8/EG
iiber das Inverkehrbringen von Biozid-Produkten, L 247/21.

698 Wagner, in: MiiKO-BGB, § 2 ProdHaftG Rn. 27.
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aufweist.®” Zweck des Produkthaftungsrechts ist es, den Verbraucher vor
den Gefahren zu schiitzen, die von in Verkehr gebrachten Waren, also (be-
weglichen) Handelsgiitern, ausgehen.”® Software erfiillt dabei keinen ande-
ren Zweck als etwa ein Werkzeug und hat definierte Funktionsbereiche, die
auch mit anderen Wirtschaftsgiitern vergleichbar sind.”®' Es macht fiir den
Verbraucher keinen Unterschied, ob dieser sich kérperlicher oder virtueller
Werkzeuge bedient. In beiden Fillen besteht ein Schutzinteresse, dem das
Produkthaftungsrecht gerecht werden kann. Vergleicht man Software also
mit anderen Wirtschaftsgiitern, so ist es iiberzeugend, das Schutzniveau
auch auf unkérperliche Software auszudehnen.

c. Abstrakte Gefahrlichkeit

Ebenso kann auf die abstrakte Gefdhrlichkeit von Software abgestellt
werden, um eine Vergleichbarkeit mit korperlichen Wirtschaftsgiitern an-
zunehmen.”%? Die Herstellungsprozesse von Software sind fiir den Konsu-
menten ebenso undurchsichtig wie bei anderen Industrieprodukten. Der
durchschnittliche Verbraucher hat kein Verstindnis fiir die Programmie-
rung und der Funktionsweise von Software. Bei selbstlernenden Systemen
wird diese Opazitdt noch einmal verstarkt.”% Gerade fiir die Gefahrenlage,
die sich daraus ergibt, dass dem Verbraucher der Einblick in die Sphdre des
Herstellers verwehrt bleibt, soll ein haftungsrechtlicher Ausgleich geschaf-
fen werden.”%* Aus Sicht des Geschidigten macht es keinen Unterschied,
ob das selbstfahrende Fahrzeug deshalb mit einen Baum kollidiert ist, weil
die Bremsen fehlerhaft produziert wurden oder weil die Fahrzeugsoftware
fehlerhafte Daten abgerufen hat, welche eine Fehlfunktion der Bremsen
auslosten. Insofern gleicht auch nicht-integrierte Software in diesem Punkt
anderen Wirtschaftsgiitern, so dass die Annahme der Einbeziehung von
Software in die Produkthaftung aufgrund der Verkehrsauffassung gestiitzt
wird.

699 Oechsler, in: Staudinger BGB, § 2 ProdHaftG Rn. 3, 64.

700 Taeger, CR1996, S. 257 (262).

701 Oechsler, in: Staudinger BGB, § 2 ProdHaftG Rn. 3, 64.

702 John, Haftung fiir KI, 2007, S. 307 f.

703 Europdische Kommission, Weiflbuch zur Kiinstlichen Intelligenz, 2020, S. 14; Steege,
SVR 2021, S.1(4).

704 Taeger, Haftung fiir fehlerhafte Computerprogramme, 1995, S. 158.
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D. Haftung des Herstellers nach dem Produkthaftungsgesetz

d. Historische Auslegung

Software als Produkt anzusehen, st6f3t aber auch auf einige Bedenken. So
geht Oechsler davon aus, dass die Einbeziehung von drahtlos {ibertragener
Software daran scheitere, dass die Europdische Kommission selbst davon
ausgehe, dass eine Anpassung der Produkthaftungsrichtlinie erforderlich
sei, damit Software als Produkt anerkannt werden konne.”% Dieser Ein-
wand iiberzeugt jedoch nicht. Zwar gibt es zunehmend Bestrebungen, die
Richtlinie dahingehend anzupassen, dass Software oder Smart Products
ausdriicklich in den Produktbegriff einbezogen werden. Jedoch kann hier-
aus nicht geschlossen werden,”°¢ dass die Richtlinie es nicht zulésst, derarti-
ge Giiter auch nach heutigem Begriffsverstdndnis als Produkte anzusehen.
Hinzu kommt, dass auch im Falle der Medizinprodukterichtlinie Software
allein zur Klarstellung mit in den Richtlinientext aufgenommen wurde.”?”
Ahnlich lautet die Formulierung im Kommissionsentwurf aus dem Jahr
2022 zur Anpassung der ProdHaftRL.7%® Es spricht insofern sogar vieles
dafiir, dass der Verfasser der Richtlinie auch bei nichtmedizinisch genutzter
Software davon ausgehen, dass diese als Produkt anzusehen sei.

705 Oechsler, in: Staudinger BGB, § 2 ProdHaftG Rn. 65.

706 Oechsler (vorherige Fn.) bezieht sich auf Europdische Kommission, Evaluation and
Fitness Check Roadmap: Evaluation of the Directive 85/374/EEC concerning liabil-
ity for defective products v. 12.9.2016, https://data.europa.eu/doi/10.2873/477640.
Allerdings wird hier zunéchst nur die Frage aufgeworfen, ob nicht-integrierte Soft-
warte als Produkte angesehen werden konnen. (“whether apps and non-embedded
software or the Internet of things based products are considered as "products” for
the purpose of the Directive)” (S.2). Keineswegs wird ein abschliefSendes Urteil in
dieser Frage gefallt.

707 ,Es ist eine Klarstellung erforderlich, dass Software als solche, wenn sie spezifisch
vom Hersteller fiir einen oder mehrere der in der Definition von Medizinprodukt
genannten medizinischen Zwecke bestimmt ist, ein Medizinprodukt ist.; Richtlinie
2007/47/EG des Europiischen Parlaments v. 5.9.2007 zur Anderung der Richtlinien
90/385/EWG des Rates zur Angleichung der Rechtsvorschriften der Mitgliedstaaten
iiber aktive implantierbare medizinische Gerdte und 93/42/EWG des Rates iiber
Medizinprodukte sowie der Richtlinie 98/8/EG iiber das Inverkehrbringen von
Biozid-Produkten, ABL 2009, Nr. L 247/21, ErwG. 6.

708 ,Im Interesse der Rechtssicherheit sollte daher klargestellt werden, dass es sich
bei Software unabhéngig von der Art ihrer Bereitstellung oder Nutzung - also
unabhingig davon, ob die Software auf einem Gerit gespeichert oder iiber Cloud-
Technologien abgerufen wird - fiir die Zwecke der Haftung um ein Produkt
mit verschuldensunabhingiger Haftung handelt.; Vorschlag fiir eine Richtlinie des
Europdischen Parlaments und des Rates {iber die Haftung fiir fehlerhafte Produkte
vom 28.9.2022, COM(2022) 495 final, ErwG. 12, S. 19.
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Auch Taschner, der an der Entstehung der Richtlinie mitgewirkt hat,
lehnt die Einbeziehung von drahtlos iibertragener Software in den Pro-
duktbegriff ab. Seiner Ansicht nach handele es sich nur um die ,gewollte
Einwirkung der zwischen dem Sende- und dem Empfangsgerit flieSenden
Elektrizitdt auf einen beim Empfinger vorhandenen Triger, der dadurch
in besonderer Form magnetisiert wird®. Dies reiche auch nach der Ver-
kehrsauffassung nicht aus, das Tatbestandsmerkmal der Kérperlichkeit zu
erfiillen.”” Gegen diese Auffassung spricht nicht zuletzt der enorme Bedeu-
tungszuwachs, den drahtlos {ibertragene Software in den drei Jahrzehnten
seit der Kommentierung von Taschner/Frietsch im Jahr 1990 erfahren hat.
Angesichts der bereits genannten Argumente und der enormen Auswirkun-
gen, die virtualisierte Software auf die Lebenswirklichkeit der Allgemein-
heit hat, ist es im Jahr 2023 kaum mehr zu rechtfertigen, warum sie ausge-
rechnet vom Schutzbereich des Produkthaftungsrechts ausgenommen sein
soll.

Jingst wendet sich auch Beierle gegen die Einbeziehung von Software
ohne weiteres Verkorperungsmerkmal in den Anwendungsbereich des
ProdHaftG.”'0 Er halt die teleologische Ausdehnung des Sachbegriffs auf
Wirtschaftsgiiter, wie sie etwa Wagner vertritt,”!! fiir einen unzuldssigen
Analogieschluss, fiir den es schon an einer planwidrigen Regelungsliicke
fehle. Beierle begriindet dies damit, dass die Verfasser der Richtlinie die
Entwicklungen von Software aufmerksam verfolgt hitten und sich dennoch
gegen eine ausdriickliche Aufnahme von Softwareprodukten entschieden
hatten.”?

Dem ist in zweierlei Hinsicht entgegenzutreten. Zum einen ist zweifel-
haft, ob es sich um eine Analogie handelt, wenn der Sachbegrift der
Produkthaftung teleologisch weiter gefasst wird als der Sachbegrift des
§ 90 BGB. Hierfiir spricht schon die Pflicht zur autonomen Auslegung der
Begriffe des Unionsrechts. Insofern wird nicht die ,Grenze des Wortlauts
verlassen’””* sondern lediglich der Produktbegriff weit ausgelegt. Entspre-
chend der Intention der Richtlinie kann somit auch Software unter den
Begriff des Wirtschaftsguts subsumiert werden. Zum anderen erscheint
es wenig iiberzeugend, davon auszugehen, dass bei der Formulierung des

709 Taschner/Frietsch, Produkthaftung, 1990, § 2 ProdHaftG Rn. 22.
710 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 127 ff.

711 Wagner, in: MiiKo-BGB, § 2 ProdHaftG Rn. 23.

712 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 132.

713 Ebenda, S.125.
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Richtlinienvorschlags im Jahre 1976 schon annahernd absehbar war, in wel-
cher Weise Software in den 2020er Jahren vertrieben werden wird. Nicht
ausreichend erscheint es jedenfalls, von einer solchen Weitsicht des Richtli-
niengebers auszugehen, nur weil der ,nicht-physische Vertrieb [...] nicht
undenkbar® gewesen ist.”' Vielmehr ist das Gegenteil der Fall. Auf schrift-
liche Anfrage teilte die Kommission offiziell mit, dass sie davon ausgehe,
dass Software unter die Richtlinie falle, da sie ,einen Teil einer anderen
beweglichen oder unbeweglichen Sache bilde“ und es sich deshalb eriibrige,
einen Gesetzgebungsvorschlag fiir fehlerhafte Software auf den Weg zu
bringen.””> Auch im aktuellen Vorschlag zur Novellierung der ProdHaftRL,
in dem nun Software explizit als Produkt behandelt werden soll, heifit es
in den Erwégungsgriinden, dass es sich dabei bloff um eine Klarstellung
handele.”'

Offensichtlich hat man im Jahr 1988 noch nicht die Tragweite von Soft-
ware, die nicht verkdrpert existieren und vertrieben werden kann, noch
nicht erahnt und eine entsprechende Anpassung der Regelung unterlassen.
Diesem Richtliniengeber also zu unterstellen, er habe die Entwicklung
der Digitalisierung vorausgesehen, so dass eine Erweiterung des Produkt-
begriffs ausgeschlossen sei, kann nicht tiberzeugen. Letztlich kommt aber
auch Beierle zu dem Ergebnis, dass auch drahtlos iibertragene und online
genutzte Software als Produkt anzusehen ist, da sie zumindest auch irgend-
wo verkorpert sein muss, wie ein Produkt in Verkehr gebracht wird und das
Programmieren einen Herstellungsakt darstellt.””

714 Ebenda, S.135.

715 Antwort v. 15.11.1988 auf die Schriftliche Anfrage Nr.706/88 v. 5.7.1988, ABI. 1989,
Nr. C 114/76.

716 ,Im Interesse der Rechtssicherheit sollte daher klargestellt werden, dass es sich
bei Software unabhingig von der Art ihrer Bereitstellung oder Nutzung - also
unabhingig davon, ob die Software auf einem Geriét gespeichert oder iiber Cloud-
Technologien abgerufen wird - fiir die Zwecke der Haftung um ein Produkt
mit verschuldensunabhédngiger Haftung handelt.; Vorschlag fiir eine Richtlinie des
Europiischen Parlaments und des Rates iiber die Haftung fiir fehlerhafte Produkte
vom 28.9.2022, COM(2022) 495 final, ErwG. 12, S. 19.

717 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 143-164.

179

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

e. Auslegungsergebnis

Alles in allem sprechen die iiberzeugenderen Argumente dafiir, auch draht-
los iibertragene und nicht-integrierte Software als Produkt im Sinne des
§ 2 ProdHaftG anzusehen. Die vorgebrachten Einwdnde sind entweder vor
dem Hintergrund der Digitalisierung nicht mehr aufrechtzuerhalten oder
sie erfordern eine Auslegung des Produktbegriffs, die sich auf den blofien
Wortlaut beschrankt. Da jedoch vor allem die Zielrichtung und der Sinn
und Zweck des Produkthaftungsgesetzes und der Richtlinie entscheidend
sind, erlaubt es die Auslegung auch iiber den Wortlaut hinaus, nicht-kor-
perliche Giiter als Produkte anzusehen.”!8

5. Ausnahmen und Einzelfille

Fraglich ist, ob jede Art von Software als Produkt angesehen werden kann
oder ob es hiervon Ausnahmen gibt.

a. Dienstleistungen

Produkte sind von bloflen Dienstleistungen abzugrenzen, da das Produkt-

haftungsgesetz keine Haftung fiir fehlerhafte Dienstleistungen vorsieht.”"”
Da Software zunehmend nicht mehr als Einzellizenz auf einem Datentra-

718 Auch wenn eine herrschende Meinung in diesem Punkt schwer auszumachen ist,
geht vor allem ein Grofiteil der jiingeren Literatur davon aus, dass nicht-integrierte
Software-Produkte Produkte im Sinne des § 2 ProdHaftG sind. Vgl. ausschnittsweise
Sommer, Haftung fiir autonome Systeme, 2020, S.223 ff.; In der Kommentarlitera-
tur: Wagner, in: MiiKO-BGB, §2 Rn. 64; Taeger, in: Ehring/Taeger, Produkthaf-
tungs- und Produktsicherheitsrecht § 2 ProdHaftG, Rn.28; John, Haftung fir KI,
2007, S. 310; Giinther, Robotor und rechtliche Verantwortung, 2016, S.176 ff.; Koch,
in: Lohsse/Schulze/Staudenmeyer, Liability for AT and the IoT, 2019, S. 99 (104 ff.);
Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 118 ff.; Reusch, BB 2019,
S.904 (906); Taeger, Haftung fiir fehlerhafte Computerprogramme, 1995, S.160 ff.;
Wagner, AcP 2017, S.707 (717 f.); aA vertreten Taschner/Frietsch, Produkthaftung,
1990, § 2 ProdHaft Rn.22; Oechsler, in: Staudinger BGB, ProdHaftG Rn. 65; Graf
von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 47
Rn. 44; Forster, in: BeckOK BGB, § 2 ProdHaftG Rn.23; Kullmann, ProdHaftG,
2006, § 2 ProdHaftG Rn.19; Beckmann/Miiller, MMR 1999, S.14 (17); Marly, in:
Specht-Riemenschneider u. a., FS Taeger, 2020, S.1 (4f.).

719 Taeger, Haftung fiir fehlerhafte Computerprogramme, 1995, S. 166.
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ger vertrieben wird, sondern als Abonnement im Internet getrennt vom
Gerit des Nutzers angeboten wird, ist es fiir den Anwendungsbereich des
Produkthaftungsrechts grundsitzlich entscheidend, ob derartige Bezugsfor-
men Waren- oder Dienstleistungscharakter haben.”?® Vieles spricht dafiir,
dass es unerheblich ist, ob der Hersteller einer Software gleichzeitig als
Dienstleister auftritt, wenn er die Software vertreibt.”?! Denkbar wire ein
solches Geschaftsmodell bei selbstfahrenden Fahrzeugen etwa in der Weise,
dass die Nutzung automatisierter oder autonomer Fahrfunktionen im Fahr-
zeug vom Abschluss eines Abonnements abhéngig gemacht wird, das iiber
eine App beim Hersteller abgeschlossen werden muss.”?? Eine vollstindige
Virtualisierung sicherheitsrelevanter Software, die zur Steuerung des Fahr-
zeugs notwendig ist, ist jedoch nicht zu erwarten, da zu befiirchten wire,
dass z. B. bei einem Ausfall des Netzes eine Steuerung des Fahrzeugs nicht
mehr moglich ist.”?* Insofern betrifft dieses Problem vor allem Anwendun-
gen anderer Produkte des Internet of Things (1oT), die nicht Gegenstand
dieser Arbeit sind. Auf eine weitergehende Abgrenzung kann daher verzich-
tet werden.

b. Individualsoftware

Wihrend bereits festgestellt wurde, dass Standardsoftware als Produkt an-
zusehen ist, stellt sich die Frage, ob dies auch fiir Individualsoftware gilt.
Wird die Software gar nicht erst zur Selbstnutzung tibertragen und lediglich
beim Kunden angewendet, liegt blofl eine Dienstleistung vor.”?* Fraglich
ist allerdings, ob eine Software, die speziell fiir einen Kunden entworfen
und programmiert wurde, auch ein Produkt sein kann. Schliellich fehlt
es hier an der fiir das Produkthaftungsrecht typischen industriellen Mas-
senfertigung. Hierauf ist jedoch die Richtlinie keinesfalls beschrankt. Auch

720 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 165 ff.

721 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 165 ff.; Wagner, in: MiiKo-BGB
§ 2 ProdHaftG Rn. 25f.

722 Derartige Wirtschaftsmodelle haben sich bereits etabliert, vgl. St. John, Elektroau-
tos: Autokonzerne wollen Milliarden verdienen, indem sie Gebtihren fur Funktio-
nen wie Sitzheizung erheben, Business Insider v. 27.2.2023, https://www.businessins
ider.de/wirtschaft/mobility/elektroautos-autokonzerne-wollen-milliarden-verdiene
n-indem-sie-gebuehren-fuer-funktionen-wie-sitzheizung-erheben/.

723 Hierzu ausfihrlich Abschnitt 3. Teil: D. V. 4. e.

724 Wagner, in: MUiKO-BGB, § 2 ProdHaftG Rn. 26.
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handwerkliche, kunstgewerbliche und landwirtschaftliche Giiter konnen
Produkte 1.5.d. § 2 ProdHaftG sein.”?® Insofern geht ein Grof3teil der Litera-
tur auch davon aus, dass es unerheblich ist, ob es sich um Individual- oder
Standardsoftware handelt.”?¢ Beide Arten sollen unter den Produktbegriff
fallen. Fiir selbstfahrende Fahrzeuge diirfte diese Frage ohnehin von gerin-
ger Bedeutung sein, da es sich um Serienfahrzeuge handelt, die nicht mit
individuell programmierter Software ausgestattet werden. Schliefilich liegt
der Vorteil einer einheitlichen Steuerungssoftware darin, dass die Grenz-
kosten mit jedem zusdtzlich verkauften Softwareprodukt sinken.”?”

c. Produkteigenschaft von Updates

Updates der Fahrzeugsoftware werden bereits heute online iiber sogenann-
te Over-the-Air-Updates bereitgestellt.”?® Hierbei handelt es sich um Dien-
ste- und Steuergerite-Updates, die drahtlos auf das Fahrzeug gespielt wer-
den konnen.”?® Auch hier stellt sich die Frage, ob die Bereitstellung eines
Updates Dienstleistungscharakter hat oder ob Updates als Produkt zu be-
handeln sind.”*® Hey vertritt die Auffassung, dass es zu unterscheiden gilt,
ob das Update nur kleinere Fehler ausbessert oder die Software umfassend
erneuert wird. Nur im letzteren Fall soll es sich um ein Produkt handeln,
andernfalls um eine blofle Dienstleistung.”®! Es ist insofern zuzustimmen,
dass es haufig eine Vertragsbeziehung gibt, welche die Durchfithrung
und Haufigkeit von Updates regelt,”*? hieraus lasst sich jedoch nicht zwin-
gend folgern, dass ein Update reinen Dienstleistungscharakter hat. Denn

725 Taschner/Frietsch, Produkthaftung, 1990, Art. 2 Richtl. Rn. 15; Taeger, Haftung fiir
fehlerhafte Computerprogramme, 1995, S.168; Wagner, in: MiiKO-BGB, § 2 Prod-
HaftG Rn. 5.

726 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 2 Prod-
HaftG Rn.24; Oechsler, in: Staudinger BGB, § 2 ProdHaftG Rn.69; Wagner, in:
MiiKo-BGB, § 2 ProdHaftG Rn. 22, 26; aA Graf von Westphalen, in: Foerste/Graf
von Westphalen, Produkthaftungshandbuch, § 47 Rn. 43.

727 Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme,
2016, S. 43.

728 Zu den rechtlichen Anforderungen an Fahrzeug-Updates s. Geber, NZV 2021, S. 14
(14 ff.); Meents, in: Specht-Riemenschneider u. a., FS-Taeger, 2020, S. 13.

729 May/Gaden, InTeR 2018, S. 110 (110); Reusch, BB 2019, S. 904 (904).

730 Borges, in: Lohsse/Schulze/Staudenmayer, Smart Products, 2022, S. 181 (182).

731 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.121; s.a. Leupold/
Wiesner, in: IT-Recht, Teil 9.6.4 Rn. 41f.

732 May/Gaden, InTeR 2018, S. 110 (111).
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auch andere Dauerschuldverhiltnisse konnen die fortlaufende Lieferung
von Produkten beinhalten. Dennoch handelt es sich bei den aus solchen
Schuldverhiltnissen gelieferten Waren ebenfalls um einzelne Produkte. Es
ist daher auch hier unerheblich, ob es sich um kleinere oder grofiere Up-
dates handelt. Die von Hey aufgeworfene Frage, wird ndmlich erst dann
relevant, wenn zu entscheiden ist, ob durch das Aufspielen von Updates das
Produkt ggf. neu in Verkehr gebracht wird.”*?

Zudem spricht fiir die Annahme, Updates als eigenstandige Produkte an-
zusehen, dass diese nach den Vorgaben der UN Task Force on Cyber Securi-
ty and Over-the-Air issues ihrerseits zertifizierungs- bzw. zulassungspflichtig
sind, sofern sie Auswirkungen auf zulassungsrelevante Fahrzeugfunktionen
haben.”* Bedarf es sogar eines zusatzlichen Zulassungsverfahrens fiir ein
Update, spricht vieles dafiir, dass dieses Produktqualitét besitzt, wenn selbst
die internationalen Zertifizierungsstellen ein selbststindiges Gefahrenpo-
tenzial fiir das Inverkehrbringen eines Updates sehen.”?

d. KT und selbstlernende Systeme

Wie im ersten Teil dieser Arbeit gezeigt wurde, werden fiir die Fahrzeug-
steuerung selbstfahrender Fahrzeuge KI-Systeme eingesetzt. Dass selbstler-
nende Algorithmen auch nach Inverkehrbringen zum Einsatz kommen
werden, ist zum gegenwartigen Zeitpunkt jedoch unwahrscheinlich, da sie
derzeit nicht ausreichend abgesichert werden konnen.”3¢

Sollten Automobilhersteller dennoch im Betrieb lernende Algorithmen
einsetzen, stellt sich die Frage, ob deren Einsatz noch unter den Produkt-
begriff subsumiert werden kann.”¥” Giinther gibt in diesem Zusammen-
hang zu bedenken, dass selbstlernende Systeme zu einer uniiberschaubaren

733 Hierzu in Abschnitt 3. Teil: D. V. 2. c. (bb).

734 UN Task Force on Cyber Security and Over-the-Air issues, GRVA-01-18 (TF CS/
OTA) Draft Recommendation on Software Updates of the Task Force on Cyber
Security and Over-the-air issues of UNECE WP.29 GRVA, 20184.2.5., 4.2.5.

735 Im Ergebnis auch Hinze, Haftungsrisiken des automatisierten und automatisierten
Fahrens, 2021, S.101; Beierle, Produkthaftung im Zeitalter des IoT, 2021, S.204f;
Sommer, Haftung fiir autonome Systeme, 2020, S. 227 ff.; Hanisch, Haftung fiir Au-
tomation, 2010, S.71; im Ergebnis so auch Leupold/Wiesner, in: IT-Recht, Teil 9.6.4
Rn. 42.

736 Vgl. 2. Teil: B. IL.

737 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, §2
Rn. 29 ff.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Haftung des Herstellers fithren wiirden, da dieser die Risiken einer sich
verandernden Software nicht hinreichend abschitzen konne.”® Hanisch
geht noch einen Schritt weiter und vertritt die Auffassung, dass KI-basier-
te Software nur im Auslieferungszustand als Produkt angesehen werden
kann. Sobald jedoch die Software durch Daten des Nutzers lerne, sei die
Entwicklungsrichtung dem Hersteller entzogen. Ahnliche wie bei einem
vorbehandelten Rohstoff habe der Hersteller auch nicht dafiir einzustehen,
wenn der Verbraucher den Rohstoff fehlerhaft verarbeitet. Es miisse also
zwischen Basis- und Anlernprogrammen unterschieden werden.”

Diese Uberlegungen mégen fiir die Bereitstellung bestimmter KI-Soft-
ware zutreffen, sind aber nicht ohne weiteres auf selbstfahrende Fahrzeuge
tibertragbar. Denn die Steuerungssoftware eines selbstfahrenden Fahrzeugs
wird nicht mit vom Nutzer, Betreiber oder Fahrer ausgewihlten Daten
angelernt, sondern offline beim Hersteller, und die Software sammelt wah-
rend des Fahrbetriebs zwar weiterhin Daten. Der Nutzer hat jedoch keinen
Einfluss auf die Art der Datenerhebung sowie die Qualitit und Quantitat
der Daten. Die Datenerhebung wéahrend der Nutzung von automatisierten
oder autonomen Fahrfunktionen wird vielmehr vom Hersteller veranlasst,
um daraus Schliisse fiir die Anpassung der Fahrzeugsteuerung zu ziehen.
Die Veranderung der Software ist also der Sphére des Herstellers zuzuord-
nen.

Dies lasst sich auch mit den Zurechnungsgedanken der §§278, 664
Abs.1, 831 Abs.1 S.1 BGB begriinden. Bedient sich der Hersteller einer
Technik, die anderen Produkten {iberlegen sein soll, so muss er sich auch
zurechnen lassen, wenn diese Vorteile mit neuen, kaum abschdtzbaren
Risiken verbunden sind. Dementsprechend ist auch Giinther zu folgen,
wonach fiir den Hersteller aufgrund der Autonomiegefahr des Fahrzeugs
zwar ein schwer zu iiberschauendes Haftungsrisiko besteht, dieses aber
hinzunehmen ist, da im Produkthaftungsrecht auch sonst kein Haftungs-
ausschluss fiir besonders gefihrliche Produkte vorgesehen ist. Dies wiir-
de auch den Verbraucherschutzgesichtspunkten der Richtlinie widerspre-
chen.”0 Schliellich sprechen auch 6konomische Erwégungen dafiir, KI-
Systeme als Produkt zu behandeln. Wie Taeger tiberzeugend darlegt, konne
der Betroffene nicht ,,mit dem Schadensrisiko [...] allein gelassen werden"
Daher miisse er als cheapest cost avoider in die Pflicht genommen werden,

738 Giinther, Robotor und rechtliche Verantwortung, 2016, S. 178.
739 Hanisch, Haftung fiir Automation, 2010, S. 71.
740 Giinther, Robotor und rechtliche Verantwortung, 2016, S. 178.
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D. Haftung des Herstellers nach dem Produkthaftungsgesetz

da er die Gefahrenquelle gesetzt habe und deshalb als einziger auf die
Entwicklung von KI-Systemen Einfluss habe.”!

Hier ist zunichst festzuhalten, dass auch KI-Systeme als Produkte anzu-
sehen sind. Letztlich ist das Problem, wie mit den Gefahren sich selbst
verdndernder Systeme im Rahmen der Produkthaftung umzugehen ist, im
Rahmen des Fehlerbegriffs und der Haftungsausschliisse zu diskutieren.

ITI. Anspruchsberechtigter und Rechtsgutsverletzung

Anspruchsberechtigter i.S.d. § 1 Abs. 1 ProdHaftG ist der durch das Produkt
unmittelbar sowie mittelbar Geschadigte.

1. Leben und Korper

Die in § 1 Abs.1S.1 ProdHaftG geschiitzten Rechtsgiiter sind abschlieflend.
Umfasst sind Totungen, Korper- und Gesundheitsschadigungen sowie
Sachbeschadigungen.”? Auch mittelbare Schiaden wie Schockschédden sind
im Rahmen des Anspruchs ersatzfahig.”** Die Schutzgiiter decken sich da-
mit nahezu wortgleich mit denen des § 7 Abs. 1 StVG, wobei zusitzlich der
Halter als Geschadigter in Betracht kommt. Das Vermdgen sowie Person-
lichkeitsinteressen werden als Rechtspositionen auch durch das Produkt-
haftungsgesetz nicht geschiitzt.”** Insofern ergeben sich bei Personenschi-
den keine Besonderheiten fiir die Haftung selbstfahrender Fahrzeuge.”

741 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 2 Prod-
HaftG, Rn. 31.

742 Hier liegt ein Unterschied zu § 823 Abs.1 BGB, nach welchem eine Eigentumsver-
letzung gefordert ist. Inwieweit Besitzer mit dinglicher Berechtigung an Sachen
berechtigt sind Anspriiche geltend zu machen, ist umstritten, soll hier jedoch nicht
weiter vertieft werden, da dieser Umstand keine Besonderheiten fiir selbstfahrende
Fahrzeuge aufweist. Vgl. hierzu Lenz, Produkthaftung, 2022, § 3 Rn. 359.

743 Dementsprechend sind auch sog. Schockschidden vom Schutzbereich umfasst, vgl.
Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 45 Rn. 16, 19.

744 Wagner, in: MiiKo-BGB § 1 ProdHaftG Rn.2f; Oechsler, in: Staudinger BGB, §1
ProdHaftG Rn. 5f.

745 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.112; Wagner, AcP 2017,
S.707 (722).
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

2. Sachschaden

Bei Sachschdden hingegen sind im Vergleich zur Halterhaftung einige ge-
setzliche Einschrankungen zu beachten. So sind in § 1 Abs. 1 S. 2 ProdHaftG
gewerblich genutzte Sachen und sog. ,andere Sachen® von der Haftung
ausgenommen.

a. Privater Ge- und Verbrauch

Die gesetzte Zweckbestimmung bei der Beschriankung der geschiitzten
Rechtsgiiter auf private Sachen ist nach den gleichen Kriterien auszulegen
wie die Abgrenzung privater und unternehmerischer Tatigkeit im Rahmen
der §§ 13, 14 BGB. Danach kommt es darauf an, dass die Sache nach objek-
tiven Kriterien weder tiberwiegend fiir einen gewerblichen noch freiberufli-
chen Zweck genutzt wird.”#¢ Dieser Ausschluss, der vor allem unbeteiligte
Dritte trifft, die in keiner vertraglichen Beziehung zum Hersteller stehen,
ist durchaus umstritten.”*” Rechtlich bestehen bei selbstfahrenden Fahrzeu-
gen keine Besonderheiten gegeniiber anderen Produkten, so dass weitere
Ausfithrungen zu Abgrenzungsschwierigkeiten der zugrundeliegenden Be-
grifflichkeiten unterbleiben konnen.”® Ob in Zukunft Schiaden an privat
oder gewerblich genutzten Sachen im Zusammenhang mit dem autonomen
Fahren héufiger’* oder seltener”? auftreten werden, bleibt abzuwarten. Die
Haftung des Herstellers ist also gegentiber dem Fahrzeughalter eingegrenzt.
Hat der Halter also nach § 7 Abs.1 StVG gegeniiber einem Dritten fiir den
Schaden an einer gewerblich genutzten Sache einzustehen, kann er den
Hersteller nicht nach § 1 Abs. 1 ProdHaftG in Regress nehmen.

746 Wagner, in: MiiKo-BGB, §1 ProdHaftG Rn. 13 ff. Graf von Westphalen, in: Foers-
te/Graf von Westphalen, Produkthaftungshandbuch, § 46 Rn. 11 ff.

747 Vgl. Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 15; Oechsler, in: Staudinger BGB, § 1
ProdHaftG Rn. 21.

748 Hierzu Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge,
2022, S.296f.

749 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 113.

750 Spindler, CR 2015, S. 766 (773).
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D. Haftung des Herstellers nach dem Produkthaftungsgesetz

b. Beschddigung einer anderen Sache

Weitaus umstrittener ist die Frage, wie die ,andere® Sache in §1 Abs.1 S.2
ProdHaftG zu bestimmen ist. Denn ein Schadensersatzanspruch besteht
nur, wenn eine andere Sache als das fehlerhafte Produkt beschadigt wird.
Diese Formulierung greift die umstrittene Haftung fiir sog. Weiterfresser-
schdden auf. Hierbei handelt es sich um Fille, in denen eine Sache bereits
bei Auslieferung fehlerhaft ist und sich dieser Defekt anschlieflend in der
Sache ausbreitet.”! Vor Inkrafttreten des ProdHaftG hatten die Gerichte
im Rahmen der deliktischen Produzentenhaftung zu kldren, ob der ge-
schddigte Kdufer einer solchen Sache iiber die allgemeinen Mingelrechte
hinaus auch nach § 823 Abs.1 BGB Schadensersatz verlangen konnte. Die
Rechtsprechung zu Weiterfresserschaden geht zuriick auf das Schwimm-
schalterurteil, in welchem der BGH entschieden hat, dass, dann wenn ein
defekter Schwimmschalter als Teil einer Reinigungs- und Entfettungsanlage
die Zerstorung der Anlage verursacht, gleichwohl eine Eigentumsverletzung
vorliege, obwohl die Reinigungs- und Entfettungsanlage bereits bei Auslie-
ferung aufgrund des defekten Schwimmschalters mangelhaft war. Der BGH
begriindete dies damit, dass es sich bei dem Schwimmschalter um ein
funktionell begrenztes Einzelteil handele und der Defekt sich erst nach dem
Eigentumserwerb auf die Restsache ausgewirkt habe.”>? Er hat diese Recht-
sprechung im Wesentlichen fortgefiihrt, hat jedoch neue Abgrenzungskrite-
rien entwickelt. Nach der Gaszug-Entscheidung kommt es fiir die Abgren-
zung zwischen einer mangelhaften und einer mangelfreien Restsache nicht
mehr auf die funktionale Abgrenzbarkeit an. Vielmehr komme es darauf an,
ob das Aquivalenz- oder das Integrititsinteresse des Kéufers betroffen sei
und ob zwischen dem spiter eingetretenen Schaden und der urspriinglich
mangelhaften Sache Stoffgleichheit bestehe. Sofern zwischen dem Mangel-
unwert der Sache und der Eigentumsverletzung Stoffgleichheit vorliege,
scheidet nach der Rechtsprechung ein deliktischer Schadensersatzanspruch
aus.”? Bei Produkten, die aus mehreren Teilprodukten bestehen, wird re-
gelmafig keine Stoffgleichheit zwischen dem Mangelunwert der Sache und
dem Schaden bestehen, so dass eine Haftung des Herstellers nur noch nach
dem allgemeinen Deliktsrecht in Betracht kommt.”>*

751 Wagner, in: MiiKo-BGB, § 823 BGB Rn. 280.

752 BGH, Urt. v. 24.11.1976 - VIII ZR 137/75 (NJW 1977, 379).
753 BGH, Urt. v.18.1.1983 - VI ZR 310/79 (NJW 1983, 810).
754 Lenz, Produkthaftung, 2022, § 3 Rn. 174.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

In §1 Abs. 1 S.2 ProdHaftG scheint dieser Sachverhalt fiir das Produkt-
haftungsrecht nunmehr abschlieflend geregelt zu sein, da die Beschddigung
einer anderen Sache als des fehlerhaften Produkts zur Voraussetzung ge-
macht wird. Weiterfresserschaden diirften dem Wortlaut nach also nicht
unter den Anspruch des §1 Abs.1 ProdHaftG fallen, zumal dem Europa-
ischen Gesetzgeber die deutsche Rechtsprechung bei Erlass der ProdHaft-
RL bekannt war.”® Ganz so eindeutig ist dieses Ergebnis jedoch nicht.
Denn dieser Auffassung konnte nur gefolgt werden, wenn das Endprodukt
stets als einheitliche Sache anzusehen wire. Die Richtlinie ist allerdings
in der Verwendung ihrer Begriffe nicht vollstindig konsistent. Denn Art. 2
ProdHaftRL stellt klar, dass jede bewegliche Sache Produkt sein kann,
auch wenn sie einen Teil einer anderen beweglichen oder unbeweglichen
Sache bildet.””® Wenn nun Art.9 Abs.1 lit. b) ProdHaftRL ohne weitere
Eingrenzung die Haftung auf eine andere Sache als das fehlerhafte Produkt
beschrinkt, stellt sich zwangsldufig die Frage, ob derjenige, der durch ein
eingebautes fehlerhaftes Teilprodukt einen Schaden am Endprodukt erlei-
det, hierfiir nach § 1 Abs. 1 ProdHaftG Ersatz verlangen kann.

Der deutsche Gesetzgeber verweist deswegen in der Gesetzbegriindung
auf die Verkehrsauffassung. Danach soll es nicht darauf ankommen, ob
es technisch moglich ist, das fehlerhafte Teilprodukt vom Endprodukt zu
trennen, weil dann schon das kleinste fehlerhafte Teilprodukt zu einem
Anspruch fiir Schaden am Endprodukt fithren kdnnte und damit gewéhr-
leistungsrechtliche Regelungen umgangen wiirden.”>” Ein Teil der Literatur
wie auch der Rechtsprechung nehmen deshalb an, dass der Hersteller auch
fiir Schaden am Endprodukt haften soll, sofern sich ein Produkt in mehrere
Teilprodukte auftrennen lasst.”>8 Fiir selbstfahrende Fahrzeuge wire also
entscheidend, ob die Fahrzeugsoftware wesentlicher Bestandteil des Fahr-
zeugs ist oder technisch davon getrennt werden kann. Zum Teil wird ver-
treten, dass Software und physisches Fahrzeug eine Einheit bilden wiirden,

755 Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 9.

756 Siehe vorangegangener Abschnitt; zu dieser Argumentation Oechsler, in: Staudinger
BGB, § 1 ProdHaftG Rn. 16; Graf von Westphalen, in: Foerste/Graf von Westphalen,
Produkthaftungshandbuch, §46 Rn.7; Hey, Haftung des Herstellers autonomer
Fahrzeuge, 2019, S. 115.

757 Gesetzesbegriindung zum Entwurf eines Gesetzes iiber die Haftung fir fehlerhafte
Produkte (Produkthaftungsgesetz — ProdHaftG) BT-Drs. 11/2447, S.13.

758 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 142 f;
Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 82f.
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D. Haftung des Herstellers nach dem Produkthaftungsgesetz

da erstere zwingende Systemelemente des Fahrzeugs seien.””® Dem kann
jedoch nicht zugestimmt werden. Zum einen kann schon mit Blick auf
die Verkehrsauffassung davon ausgegangen werden, dass der Allgemeinheit
durchaus bewusst ist, dass insbesondere softwaregesteuerte Fahrzeuge aus
verschiedenen notwendigen, aber abgrenzbaren Komponenten bestehen.”60
Zum anderen zeigt das Beispiel der Fahrzeugsoftware, dass es sich um
ein vom iibrigen Fahrzeug abgrenzbares Teilprodukt handelt. Wahrend
Karosserie, Motor oder Getriebe ab dem Zeitpunkt des Inverkehrbringens
im Wesentlichen der Kontrolle des Herstellers entzogen sind, ist dies bei
der Software nicht der Fall.”! Da der Hersteller tiber die Software perma-
nent Fahrzeugdaten sammeln kann, hat er auch die Mdoglichkeit, diese
Daten zur Verdnderung der Software zu nutzen. In der Regel wird dies
durch herstellerseitige Updates geschehen. Fiihrt ein fehlerhaftes Update
zu einem Schaden am Fahrzeug, kann eine ,andere Sache® i.S.d. §1 Abs. 1
S.2 Alt.1 ProdHaftG angenommen werden.”®? Dies steht im Einklang mit
der Gesetzesbegriindung, wonach ein Teil jedenfalls dann als eine ,andere
Sache“ anzusehen ist, ,wenn dieses [...] erst spater als Ersatz vom oder beim
Geschadigten in die restlichen Teile einer Sache eingefiigt worden ist.763

IV. Hersteller des selbstfahrenden Fahrzeugs

Im Produkthaftungsrecht richtet sich der Anspruch gegen den Hersteller.
In erster Linie kommt bei Kraftfahrzeugen typischerweise der sog. Origi-
nal Equipment Manufacturer (OEM) in Betracht, also der Endhersteller,
welcher das fertige Produkt in Verkehr bringt.”** Da an der Herstellung
eines Fahrzeugs jedoch eine Vielzahl von Akteuren beteiligt ist, stellt sich
die Frage der haftungsrechtlichen Verantwortung auch fiir die Lieferanten

759 Hammel, Haftung und Versicherung bei Personenkraftwagen mit Fahrerassistenz-
systemen, 2016, S.457; Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019,
S.117; Schrader, NZV 2018, S. 489 (492).

760 Ehring, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 1 Prod-
HaftG Rn.21ff.; Rosenberger, Die auflervertragliche Haftung fir automatisierte
Fahrzeuge, 2022, S. 295.

761 Zuletzt auch Wagner, NJW 2023, S. 1313 (1314).

762 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S.199; Hey, Haftung des Herstel-
lers autonomer Fahrzeuge, 2019, S. 117.

763 BT-Drs- 11/2447, S.13.

764 Wagner, AcP 2017, S. 707 (719).
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von Fahrzeugteilen und bei selbstfahrenden Fahrzeugen vor allem fiir die
Software-Zulieferer.”6>

In § 4 ProdHaftG wird der Begriff des Herstellers definiert. Dabei wird
zwischen Endhersteller, Teilhersteller, Importeur, Quasi-Hersteller und Lie-
ferant unterschieden. Damit wird dem Sinn und Zweck der Produkthaf-
tungsrichtlinie Rechnung getragen, dass moglichst liickenlos alle am Pro-
duktionsprozess Beteiligten fiir die Fehlerhaftigkeit des Produkts einstehen
sollen.”®¢ Jedoch ist nicht jeder am Produktionsprozess Beteiligte automa-
tisch Hersteller, sondern nur derjenige, der das Produkt als Verantwortli-
cher im Rahmen seiner Organisationsgewalt in Verkehr gebracht hat.”s”

Nach §4 Abs.1 S.1 ProdHaftG kommt als Hersteller derjenige in Be-
tracht, welcher das Endprodukt, einen Grundstoff oder ein Teilprodukt
hergestellt hat. Dabei tragt der faktische Hersteller des Endprodukts die
grofite Verantwortung, da er nicht nur fiir eigene Fehler einstehen muss,
sondern auch fiir verbaute fehlerhafte Teilprodukte, die er von Zulieferern
bezogen hat.”®8 Dies bedeutet fiir den OEM, dass er grundsitzlich fiir alle
moglichen Produktfehler - sei es in der Hardware oder in der Software
- haftbar gemacht werden kann. Unerheblich ist dabei, ob er die Fahrzeug-
software selbst entwickelt hat oder diese von Zulieferern bezogen hat.”®

Daneben haftet auch der Zulieferer, wenn er ein fehlerhaftes Teilprodukt
zu verantworten hat. Dies betrifft sowohl die Hardware (bspw. Motoren,
Sensoren, Aktoren) als auch die Software.”’® Da auch Softwaresteller Pro-
grammbausteine anderer Hersteller verwenden, kann es eine ganze Kette
von Teileherstellern geben, die als Haftungsadressaten in Betracht kom-
men.””! Die Haftung des Teileherstellers ist jedoch auf den Zeitpunkt der
Auslieferung an den Endhersteller beschriankt und er haftet nicht, wenn

765 Bodungen/Hoffmann, NZV 2016, S. 503 (508); Wagner, AcP 2017, S. 707 (720); Ring-
lage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 111 ff.

766 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§49 Rn. 2.

767 Lenz, Produkthaftung, 2022, § 3 Rn. 334; Hey, Haftung des Herstellers autonomer
Fahrzeuge, 2019, S. 126.

768 Lenz, Produkthaftung, 2022, § 3 Rn 335.

769 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.127; Ebers, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (1011.).

770 Wagner, AcP 2017, S.707 (719f.); Hey, Haftung des Herstellers autonomer Fahrzeu-
ge, 2019, S. 1271,

771 Taeger, Haftung fiir fehlerhafte Computerprogramme, 1995, S. 211.
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das Endprodukt zwar fehlerhaft ist, dies aber nicht auf einen Fehler des
Teilprodukts zuriickzufithren ist.””?

Dies spiegelt sich in §1 Abs.3 ProdHaftG wider. Danach haftet der
Hersteller dann nicht, wenn der Fehler durch die Konstruktion des Pro-
dukts, in welches das Teilprodukt eingebaut wurde, oder durch die Anlei-
tungen des Herstellers des Produkts verursacht worden ist. Wird also ein
Fahrzeugteil nach den Spezifikationen des Herstellers gefertigt, haftet der
Teilehersteller auch dann nicht, wenn dieses fehlerhaft war. Ebenso haftet
der Zulieferer bspw. auch nicht fiir fehlerfrei gelieferte Sensoren, die nur
deshalb falsche Daten liefern, weil diese falsch eingebaut werden.””? Bei
gelieferter Fahrzeugsoftware ist dies etwa relevant, wenn diese im Auftrag
des OEM erstellt wurde.”” Ebenfalls scheidet die Haftung aus, wenn Stan-
dardsoftware in anderen Fahrzeugen zwar problemlos eingesetzt werden
kann, aber wegen der Besonderheiten des Fahrzeugs des Endherstellers
dort fehlerhaft funktioniert.””>

Neben dem Endhersteller und Zulieferer haften zudem auch der Quasi-
Hersteller nach §4 Abs.1 S.2 ProdHaftG, also derjenige, der durch das
Anbringen eines entsprechenden Kennzeichens den Eindruck vermittelt,
Hersteller zu sein, sowie der Importeur (§ 4 Abs. 2 ProdHaftG) und, wenn
der Hersteller nicht feststellbar ist, der Lieferant (§ 4 Abs. 3 ProdHaftG).”76
Letztere Falle diirften bei autonomen Fahrzeugen keine grofle praktische
Bedeutung haben, da diese aufgrund ihrer Komplexitat zunéchst nur von
grofien OEM in Verkehr gebracht werden diirften.

V. Maf3geblicher Produktfehler

Die Haftung nach §1 Abs.1 ProdHaftG setzt einen Produktfehler voraus.
Der Produktfehler ist in § 3 ProdHaftG geregelt.

772 Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 63.

773 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 128.

774 Wagner, AcP 2017, S. 707 (720); Hey, Haftung des Herstellers autonomer Fahrzeuge,
2019, S.127, der es jedoch fiir unwahrscheinlich hilt, dass Software nach den
Vorgaben des Endherstellers gertigt werden kann.

775 Wagner, AcP 2017, S. 707 (720).

776 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (102).
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1. Einleitung

Der Produktfehler ist das bestimmende Tatbestandsmerkmal der Produkt-
haftung. Neben dem Schaden und der Kausalitit bedarf es ndmlich keiner
verhaltensbezogener Tatbestandsmerkmale, wie etwa eines Verschuldens-
elements, zur Erfiillung des Anspruchs.””” Ein Produkt ist gem. § 3 Abs.1
ProdHaftG fehlerhaft, wenn es nicht die Sicherheit bietet, die unter Beriick-
sichtigung aller Umstinde, insbesondere seiner Darbietung, des Gebrauchs,
mit dem billigerweise gerechnet werden kann und des Zeitpunkts, in dem
es in Verkehr gebracht wurde, berechtigterweise erwartet werden kann.””8
Anhand dieses Mafistabs der berechtigten Sicherheitserwartungen wird
normativ bestimmt, wann ein Produkt fehlerhaft ist.””® Auf die Sicherheits-
erwartungen welcher Personengruppe abzustellen ist, ergibt sich jedoch
weder aus dem Gesetz, noch aus der Richtlinie. So kénnten entweder
die durchschnittlichen Produktbenutzer bzw. Verbraucher die mafigebliche
Referenzinstanz sein oder aber die Allgemeinheit. Mit dem Abstellen auf
die Allgemeinheit anstelle des Durchschnittsverbrauchers soll vor allem
erreicht werden, dass auch unbeteiligte Dritte, sog. innocent bystanders,
vor fehlerhaften Produkten geschiitzt werden. In der Praxis war dieser
Meinungsstreit bislang weitgehend folgenlos, da auch vom idealtypischen
Verbraucher erwartet wird, dass von einem Produkt keine Gefahren fur
unbeteiligte Dritte ausgehen.”® Diese Unterscheidung zwischen den denk-
baren Erwartungshorizonten konnte allerdings beim autonomen Fahren
zu neuer Bedeutung gelangen. Denn in einer Unfallsituation, in der das
selbstfahrende Fahrzeug entweder seine Insassen oder unbeteiligte Dritte
opfern muss, um jeweils das Leben der anderen Gruppe zu schiitzen,
konnte der Fahrzeugnutzer naturgeméfd die berechtigte Erwartung haben,
dass die Steuerungsentscheidung der Software zu seinen Gunsten ausfallt
und nicht umgekehrt. Abgesehen von diesem rechtsethischen Problem,

777 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§48 Rn. L.

778 In der Richtlinie heifit es hingegen, ein Produkt ist fehlerhaft, wenn es nicht die
Sicherheit bietet, die ,man“ unter Beriicksichtigung aller Umstande (...) zu erwarten
berechtigt ist.

779 Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 6.

780 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§48 Rn.10ff; Wagner, in: MiiKo-BGB, §3 ProdHaftG Rn.8ff. Oechsler, in:
Staudinger BGB, § 3 ProdHaftG Rn. I5 ff.
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das an anderer Stelle noch zu erdrtern sein wird,”8! besteht Einigkeit
dariiber, dass die berechtigten Sicherheitserwartungen im Wesentlichen
kongruent sind mit dem deliktischen Fehlerbegriff der Produzentenhaftung
nach § 823 Abs.1 BGB.”®? Insofern geht es um die normative Bestimmung
eines Schutzniveaus, das ein objektiver Dritter, der mit dem Produkt in
Beriihrung kommt, berechtigterweise erwarten kann.”s?

2. Umstande zur Bestimmung der berechtigten Sicherheitserwartungen

Welches Sicherheitsniveau von einem Produkt berechtigterweise erwartet
werden kann, ist also stets anhand der Umstdnde des Einzelfalls zu ermit-
teln. Verschiedene Kriterien konnen hierbei Einfluss auf die konkreten Si-
cherheitserwartungen haben. In § 3 Abs. 1 ProdHaftG werden mit der Dar-
bietung, des billigerweise zu erwartenden Gebrauchs und des Zeitpunkts
des Inverkehrbringens drei Kategorien genannt, die zur Konkretisierung
des Sicherheitsmafistabs herangezogen werden konnen. Wie das Wort ,,ins-
besondere® in § 3 Abs.1 ProdHaftG nahelegt, ist diese Aufzdhlung jedoch
keineswegs abschlieflend, so dass auch weitere ungeschriebene Umstidnde
zu berticksichtigen sind.”8

a. Darbietung des Produkts

In § 3 Abs. 1 lit. a ProdHaftG ist zunéchst die Darbietung des Produkts ge-
nannt. Die Darbietung eines Produkts umfasst nach Auffassung des Gesetz-
gebers alle Tatigkeiten, durch die das Produkt der Allgemeinheit oder dem
konkreten Benutzer vorgestellt wird.”8> Dies umfasst die duflere Gestaltung
des Produkts als auch Beschreibungen, Instruktionen und Werbung.”3® Vor
allem Werbung und Produktbeschreibungen diirften bei selbstfahrenden
Fahrzeugen eine hohe haftungsrechtliche Relevanz haben. So wurde bereits
eingangs beschrieben, dass das von Tesla genutzte Stufe-2-Fahrerassistenz-
system, welches mit ,full-self-driving capabilities“ beworben wurde, von

781 Hierzu eingehend in Abschnitt 3. Teil: D. V. 4. c.

782 Mw.N. Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 3.

783 Z.B.BGH, Urt. v. 16. 6. 2009 - VI ZR 107/08 (NJW 2009, 2952).
784 Wagner, in: MiiKo-BGB § 3 ProdHaftG Rn. 14.

785 BT-Drs. 11/2447, S.18.

786 QOechsler, in: Staudinger BGB, § 3 ProdHaftG Rn. 42f.
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vielen Nutzern als autonome Fahrfunktion missverstanden wurde.”®” In
der Folge kam es deshalb immer wieder zu Unfillen.”8® Sofern Hersteller
also den Eindruck erwecken, das Fahrzeug verfiige iiber einen Funktions-
umfang, der tatsdchlich nicht gegeben ist, konnte dies fiir sie ein Haftungs-
risiko darstellen. insbesondere dann, wenn auf dem Markt eine Vielzahl
unterschiedlicher Fahrsysteme angeboten wird, die in unterschiedlichen
Betriebsbereichen eingesetzt werden konnen, besteht die Gefahr, dass der
durchschnittliche Nutzer nicht einschitzen kann, auf welche Steuerungs-
funktionen er sich im Einzelfall verlassen kann. Zu solchen Verwechslun-
gen kann es insbesondere kommen, wenn der Hersteller wie im Falle von
Tesla einzelne Softwareoptionen ad hoc gegen Aufpreis freischalten kann,
ohne dass Anzahl und Qualitdt solcher Upgrades nach auflen erkennbar
sind. Insofern treffen den Hersteller hier besondere Aufkldarungspflichten
iiber die Funktionalitdt der jeweiligen Fahrzeuge, die {iber ein physisches
Betriebshandbuch weit hinausgehen.

Von zentraler Bedeutung werden deshalb die Systembeschreibungen
sein, die bereits nach geltendem Recht fiir Fahrzeuge mit hoch- bzw.
vollautomatisierten sowie autonomen Fahrfunktionen verpflichtend vorzu-
nehmen sind. Nach §1a Abs.2 S.2 StVG sowie § 1f Abs.3 Nr.4 StVG sind
jeweils Systembeschreibungen zu erstellen, mit denen der Hersteller ver-
bindlich erklart, dass die fiir die jeweilige Fahrfunktion mafigeblichen Vor-
aussetzungen erfiillt sind.”®® Insbesondere fiir Fahrzeuge mit autonomen
Fahrfunktionen muss ein umfangreicher Katalog an technischen Vorausset-
zungen erfiillt werden, die damit auch von der Allgemeinheit als grund-
legende Sicherheitsanforderungen erwartet werden diirfen. Exemplarisch
sind hier die Bewiltigung der Fahraufgabe innerhalb des Betriebsbereichs

787 Das LG Miinchen untersagte deshalb in Deutschland ein Werben mit Aussagen
wie ,Volles Potential fiir autonomes Fahren® oder die Verwendung der Bezeichnung
»Autopilot” da diese den Eindruck erwecke, das Fahrzeug sei zum autonomen
Fahren technisch fahig, LG Miinchen I, Urt. v. 14.7.2020 - 33 O 14041/19, Rn. 63
(MMR 2020, 874); vgl. auch Abschnitt 2. Teil: A. I.

788 Exemplarisch Schwichtenberg, Betrunkene Tesla-Fahrerin ldsst sich von Autopilot
heimfahren: Und crasht sofort, v. 3.9.2021, https://efahrer.chip.de/news/betrunken
e-tesla-fahrerin-laesst-sich-von-autopilot-heimfahren-und-crasht-sofort_105800;
Gries, Wie gefahrlich ist Teslas ,, Autopilot“?, Tagesschau v. 23.4.2021, https://www.t
agesschau.de/wirtschaft/unternehmen/tesla-autpilot-gefaehrlich-unfall-101.html;
Heilweil, Tesla needs to fix its deadly Autopilot problem, Vox v. 26.2.2020, https://w
ww.vox.com/recode/2020/2/26/21154502/tesla-autopilot-fatal-crashes.

789 Zu Fahrzeugen mit hoch- und vollautomatisierten Fahrfunktionen Schrader, DAR
2018, S. 314 (318).
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(§le Abs.2 Nr.1 StVG) sowie die Einhaltung der an die Fahrzeugfiihrung
gerichteten Verkehrsvorschriften (§ le Abs. 2 Nr.2 StVG) genannt. Insofern
wird vom Gesetzgeber bereits durch die Verbindlichkeitserklarung der Her-
steller ein zu erfiillender Mindeststandard gefordert, der sich unmittelbar
auf die Darbietung selbstfahrender Fahrzeuge auswirkt.

Klart der Hersteller {iber Gefahren eines Produktes in angemessener
Weise auf, ist dies bei den berechtigten Sicherheitserwartungen entspre-
chend zu beriicksichtigen.”® Gleichwohl fiihrt eine Warnung auch nicht
zu einer Haftungsfreizeichnung, da dies der Dogmatik der Produkthaftung
als zwingendes Haftungsregime abseits von vertraglicher Gestaltung entge-
gensteht. Zwar impliziert auch jede Warnung den Willen des Herstellers,
fur bestimmte Gefahren nicht einstehen zu wollen, dennoch kann ein
Hersteller auch durch Warnhinweise nicht die berechtigten Erwartungen
an eine bestimmte Basissicherheit nach Belieben absenken.”! Ein Hersteller
kann sich also nicht mit dem Hinweis, das Fahrzeug sei technisch nicht in
der Lage, alle Fahrsituationen zu beherrschen, von seiner Haftung befreien,
obwohl er das Modell 6ffentlich anders bewirbt.”2

Offensichtliche Produktrisiken fithren hingegen nicht zur Fehlerhaftig-
keit eines Produkts. Gefahren, die offen erkennbar sind, 1osen also keine
Haftung aus. Aus diesem Grund wird zumindest diskutiert, dass fiir Soft-
wareprodukte abgestufte Sicherheitserwartungen gelten sollen, da diese oh-
nehin nicht fehlerfrei programmiert werden kénnen.”®® Ein solcher genera-
lisierender Ansatz ist jedoch verfehlt. Allein aus dem Umstand, dass Fehler
abstrakt generell nicht vermeidbar sind, folgt nicht zwingend, dass auch
jeder konkrete Fehler technisch unvermeidbar ist. So ist Wagner zuzustim-
men, dass bei Software-Produkten jedenfalls ein ,hinreichendes Niveau an
Basissicherheit® erwartet werden kann.”4

790 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 49.

791 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§48 Rn.50f.

792 Diese Frage wurde bei der Bewerbung der Tesla-Modelle mit ,full-self-driving ca-
pabilities“ nach deutschem Recht bislang nicht beantwortet. Ausdriicklich hierzu
Geistfeld, der aus US-amerikanischer Perspektive annimmt, dass die Warnungen bei
Tesla ungeeignet sein kénnten, wenn der Nutzer hiervon nicht ausreichend Kennt-
nis nimmt. ,A manufacturer that does not adopt a reasonably safe, fault-tolerant
design is subject to tort liability for the resultant physical harms.” Geistfeld, Cal. L.
Rev. 2017, S. 1611 (1626 fF.).

793 Zum Diskussionsstand s. Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 19.

794 Ebenda.
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b. Gebrauch, mit dem billigerweise gerechnet werden kann

GemifS § 3 Abs. 1 lit. b ProdHaftG bestimmen sich die berechtigten Sicher-
heitserwartungen auch nach dem Gebrauch, mit dem billigerweise gerech-
net werden kann. Das bedeutet, dass das Produkt nicht nur den Sicher-
heitserwartungen entsprechen muss, die mit dem bestimmungsgeméfien
Gebrauch einhergehen. Vielmehr muss das Produkt auch ein gewisses Si-
cherheitsniveau fiir den bestimmungswidrigen Gebrauch aufweisen, sofern
dieser vorhersehbar und {iblich ist.”?> Bei einem bewussten Fehlgebrauch
oder der bewussten Zweckentfremdung kann der Benutzer hingegen keine
besondere Sicherheit des Produkts erwarten.””® Gerade im Bereich der
automatisierten Fahrzeuge gab es in der Vergangenheit immer wieder Fille,
in denen Fahrsicherheitssysteme, die die Konzentration des Fahrers auf das
Verkehrsgeschehen tiberpriifen sollen, tiberlistet wurden. So wurden bspw.
Gewichte am Lenkrad angebracht, um dem Gewichtssensor zu suggerieren,
dass der Fahrer es in den Handen hilt.”?” Derartige Umgehungsmafinah-
men der Sicherheitsfunktionen des Fahrzeugs wiéren als bewusster Fehlge-
brauch zu werten, so dass der Hersteller fiir daraus resultierende Schiaden
nicht haftet.”8

Sollen z. B. autonome Fahrfunktionen nur bei bestimmten Witterungs-
bedingungen nutzbar sein, so konnte vom Hersteller verlangt werden, dass
sie daher z. B. bei Nebel und Schneefall nicht aktivierbar sind. Andernfalls
bestiinde die Gefahr, dass Nutzer in Unkenntnis der eingeschrankten Ver-
wendbarkeit bei widrigen Witterungsverhaltnissen das Fahrzeug dennoch
nutzen. Notfalls muss sich das Fahrzeug in einen risikominimalen Zustand
versetzen, wenn eine Weiterfahrt an die eigenen Systemgrenzen stofit.

795 Vgl. Gesetzesbegriindung, BT-Drs. 11/2447, S. 18; BGH, Urt. v. 7.7.1981 - VI ZR 62/80
(NJW 1981, 2514).

796 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 58; Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheits-
recht § 3 ProdHaftG, Rn. 4.

797 Pluta, Teslas Autopilot lasst sich einfach iiberlisten, Golem v. 23.4.2021, https://www
.golem.de/news/autonomes-fahren-teslas-autopilot-laesst-sich-einfach-ueberlisten
-2104-155969.html.

798 Erhilt der Hersteller jedoch hiervon Kenntnis, kdnnte sich hieraus jedoch eine
Pflicht zur Nachbesserung der jeweiligen Funktionen im Rahmen der Produktbe-
obachtungspflichten nach § 823 Abs.1 BGB entwickeln, vgl. Graf von Westphalen,
in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 48 Rn. 60; Taeger,
in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht § 3 ProdHaftG,
Rn. 42f.
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Wegen der hohen Geféhrlichkeit, insbesondere auch fiir Dritte, wiére ein
Warnhinweis im Handbuch nicht ausreichend.”®

Hammel®%° und Ebers®"! verlangen deshalb eine ,Pflicht zur konstruk-
tiven Instruktion® Damit soll technisch sichergestellt werden, dass sicher-
heitsrelevante Fahrfunktionen nur dann genutzt werden kénnen, wenn der
Benutzer {iber deren Funktionsweisen aufgeklart wurde. Bewersdorf geht
noch einen Schritt weiter und formuliert die Pflicht der Hersteller von
Fahrzeugen mit Fahrerassistenzsystemen, dass diese ,auch ein mdgliches
Fehlverhalten des Benutzers beriicksichtigen” und ,er alle Gefahren, die
sich aus einem fehlerhaften Gebrauch ergeben kdnnen, durch eine besse-
re Konstruktion verhindern® miisse. Konkret bedeute dies, dass ,,Situatio-
nen, in denen das Fahrerassistenzsystem durch richtigen oder falschen
Gebrauch derart fehlerhaft reagiert, dafy [sic!] es unweigerlich zu einem
Unfall kommt, (...) technisch praktisch ausgeschlossen sein“ miissen.302
Dieser Grundsatz verdient Zustimmung und muss erst recht fiir selbstfah-
rende Fahrzeuge gelten, von welcher eine wesentliche hohere Gefahr fiir
Insassen und Dritte besteht. Denn Inhalt und Umfang der Herstellerpflich-
ten werden wesentlich durch die Grofle der Gefahr und das gefahrdete
Rechtsgut bestimmt.893 Lasst sich ein Fehlgebrauch allein durch Instruktion
nicht hinreichend vermeiden, wohl aber technisch ausschlieflen, so hat
der Hersteller hiervon Gebrauch zu machen, wenn dies in Relation zum
drohenden Schaden mit vertretbarem Aufwand umzusetzen ist.804

Es kann in diesem Zusammenhang auch auf die Regelungen im StVG
verwiesen werden. Die Nutzung von hoch- bzw. vollautomatisierten Fahr-
funktionen ist nur zuldssig, soweit diese ,bestimmungsgemaf3“ verwendet
werden (§ la Abs. 1 StVG). Bei Fahrzeugen mit autonomen Fahrfunktionen
beschrinkt sich der bestimmungsgemdfle Gebrauch auf den festgelegten
Betriebsbereich (§1d Abs.2 StVG). Eine Verwendung auflerhalb der zuge-

799 Gasser u.a. gehen allerdings bei der Verwendung von Adaptive Cruise Control
(ACC) davon aus, dass ein Hinweis im Handbuch ausreichend sei. Allerdings ent-
bindet die Verwendung von ACC auch nicht den Fahrer von betriebsbezogenen
Pflichten, so dass hier eine andere Gefahrenlage vorliegt. Vgl. Gasser u. a., Rechtsfol-
gen zunehmender Fahrzeugautomatisierung, 2012, S. 109.

800 Hinsichtlich Fahrerassistenzsystemen Hammel, Haftung und Versicherung bei Per-
sonenkraftwagen mit Fahrerassistenzsystemen, 2016, S. 414.

801 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (113).

802 Bewersdorf, Zulassung und Haftung bei Fahrerassistenzsystemen, 2005, S. 225.

803 BGH, Urt.v.16. 6.2009 - VI ZR 107/08 (NJW 2009, 2952).

804 Ebenso Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94
(113); Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 60 ff.
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lassenen Betriebsbereiche kann also nicht mehr als bestimmungsgeméfer
Gebrauch angesehen werden.

c. Zeitpunkt des Inverkehrbringens
(aa) Bezugspunkt des Inverkehrbringens

In zeitlicher Hinsicht ist gem. §3 Abs.1 lit. ¢ ProdHaftG der Zeitpunkt
des Inverkehrbringens des Produkts maf3geblich fiir die berechtigten Si-
cherheitserwartungen. Nachtrdgliche Veranderungen der Sicherheitserwar-
tungen, etwa weil es neue Sicherheitsstandards oder technische Fortschritte
gibt, sind bei Bewertung des erforderlichen Sicherheitsstandards aufer
Acht zu lassen.8% Der Zeitpunkt des Inverkehrbringens steht also in engem
Zusammenhang mit § 3 Abs. 2 ProdHaftG, der klarstellt, dass ein Produkt
nicht deshalb fehlerhaft wird, weil zu einem spateren Zeitpunkt ein gedn-
dertes bzw. verbessertes Produkt auf den Markt kommt. Auch steht die
Norm in Beziehung zu §1 Abs.2 Nr.5 ProdHaftG, wonach der Hersteller
nicht fiir Fehler haftet, die nach dem Stand der Wissenschaft und Technik
in dem Zeitpunkt, in dem das Produkt in den Verkehr gebracht hat, nicht
erkannt werden konnten.3% Fiir derartige Entwicklungsrisiken sieht das
deutsche Produkthaftungsrecht also einen Ausschluss vor.897 In tatsdchli-
cher Hinsicht gilt ein Produkt dann in Verkehr gebracht, wenn das Produkt
aufgrund eines Willensentschlusses einer anderen Person auflerhalb der
Herstellersphare tibergeben wird.3% Hier kann auf das Werktorprinzip ver-
wiesen werden, wonach ein Produkt dann in Verkehr gebracht ist, wenn es
das Werktor des Herstellers passiert hat.8%

805 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 61.

806 Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn.38; Graf von Westphalen, in: Foers-
te/Graf von Westphalen, Produkthaftungshandbuch, § 48 Rn. 61.

807 Entwicklungsrisiken werden in 3. Teil: D. VIL I erldutert.

808 Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 24.

809 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 1 Prod-
HaftG Rn. 50; Wagner, in: MitKo-BGB, § 1 ProdHaftG Rn. 24.
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(bb) Inverkehrbringen bei Software-Updates

Bei selbstfahrenden Fahrzeugen stellt sich allerdings die Frage, welcher
Zeitpunkt fiir das Inverkehrbringen mafigeblich ist, wenn die Steuerungs-
software laufend aktualisiert wird.

Es wurde bereits dargelegt, dass Updates grundsitzlich unter den Pro-
duktbegriff des § 2 ProdHaftG fallen.8! Unklar ist jedoch, welche Auswir-
kungen das Aufspielen von Updates auf das Inverkehrbringen des Produkts
hat. Hey schlagt vor, zwischen kleineren Updates und umfassenden Up-
grades zu unterscheiden.®"" Dafiir spricht auch, dass bei korperlichen Pro-
dukten zwischen Wartung und Generaliiberholung unterschieden wird.812
Jedoch lassen sich diese Begrifflichkeiten nicht ohne Weiteres auf selbst-
fahrende Fahrzeuge und deren Software iibertragen. Zum einen zeichnet
die Wartung regelméflig die Reparatur und den Austausch verschlissener
Teile aus. Eine Software nutzt sich jedoch nicht ab. Updates sind nur
bedingt mit der Wartung vergleichbar, da mit jedem Update Fehler, die
von Anfang an bestanden, behoben oder Funktionen hinzugefiigt werden.
Im Gegensatz zur Wartung wird also komplett neuer Programmcode im-
plementiert. Dariiber hinaus wire es schlichtweg untragbar, wenn durch
ein kleineres Update ein Fehler in die Steuerungssoftware eingebaut wiirde,
der vorher nicht vorhanden war, eine Haftung aber dafiir ausgeschlossen
wire.83 Nicht zuletzt wird es praktisch kaum méglich sein, zwischen klei-
neren Ausbesserungen und umfassenden Uberarbeitungen der Software zu
unterscheiden, da der Ubergang flieflend ist.814

Wie Sommer zudem zutreffend feststellt, ist das Aktualisieren autonomer
Systeme integraler Bestandteil des Produktionsprozesses. Die dauernde
Uberwachung und Verbesserung ist Teil des Produkts. Es ist daher nicht
moglich, einen singuldren Zeitpunkt zu identifizieren, zu dem das autono-
me System in Verkehr gebracht wird. Vielmehr begibt sich der Hersteller

810 3.Teil: D.IL 5. c.

811 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.121; dhnlich Leupold/
Wiesner, in: IT-Recht, Teil 9.6.4 Rn. 41f; Joggerst/ Wendt, InTeR 2021, S. 13 (16).

812 Wagner, in: MiiKo-BGB, § 4 ProdHaftG Rn. 24.

813 Im Ergebnis auch Wagner, in: MiiKO-BGB, § 2 ProdHaftG Rn. 26.

814 Umso iiberraschender ist es, dass Leupold/Wiesner annehmen, dass Updates (im
Gegensatz zu Upgrades) zwar keine eigenstandigen Produkte sein konnen, aber wie-
derum als solches anzusehen ist, wenn durch das Update ein Fehler hervorgerufen
wird, der urspriinglich nicht bestand, vgl. Leupold/Wiesner, in: IT-Recht, Teil 9.6.4
Rn. 41f.; mit dhnlicher Argumentation Joggerst/ Wendt, InTeR 2021, S.13 (16).
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in einen fortlaufenden Prozess, in dem er das Fahrzeug mit jedem Update
partiell als neu in Verkehr bringt.8"> Insofern spricht viel dafiir, Updates
jedenfalls hinsichtlich der damit verbundenen Neuerungen neu in Verkehr
gebrachtes Produkt anzusehen.’!® Dieser Ansatz fithre auch nicht zu einer
wesentlichen strengeren Haftung des Herstellers, welcher Software fiir ein
zehn Jahre altes Fahrzeug anbietet und dessen Verjahrungsfristen nach
§13 Abs.1 ProdHaftG prompt ,auf null gestellt“ waren.8” Das Risiko des
Herstellers wire also auf den Teil der Software begrenzt, den er tatsdchlich
durch das Update verbessern wollte.

Zwar lie8e sich entgegnen, dass eine derart weitreichende Haftung fiir
Updates den Anreiz senken wiirde, diese tiberhaupt anzubieten, da jedes
Update neue Haftungsrisiken schafft. Jedoch geht der Gesetzgeber zumin-
dest bei Fahrzeugen mit autonomen Fahrfunktionen ohnehin davon aus,
dass der Hersteller auf Sicherheitsliicken in der Fahrzeugsoftware zu reagie-
ren hat. So haben die Hersteller iiber den gesamten Entwicklungs- und
Betriebszeitraum des Kraftfahrzeugs nachzuweisen, dass die elektronische
und elektrische Architektur des Kraftfahrzeugs und die mit dem Kraftfahr-
zeug in Verbindung stehende elektronische und elektrische Architektur vor
Angriffen zu gesichert ist (§ le Abs. 3 Nr. I StVG). Auflerdem miissen ,erfor-
derliche Mafinahmen“ eingeleitet werden, sobald der Hersteller Manipula-
tionen am Kraftfahrzeug oder an dessen elektronischer oder elektrischer
Architektur oder an der mit dem Kraftfahrzeug in Verbindung stehenden
elektronischen oder elektrischen Architektur erkennt, insbesondere bei
einem unerlaubten Zugriff auf die Funkverbindungen des Kraftfahrzeugs
(§le Abs.3 Nr.6 StVG). Erforderliche Mafinahmen zur Schlieffung von
Sicherheitsliicken wiére das Bereitstellen von Updates. Es kann also ange-
nommen werden, dass sich jedenfalls bei Bekanntwerden von Sicherheits-
mingeln der Fahrzeugsoftware ohnehin eine Updatepflicht aus dem StVG
fir Herstellers ergibt.818

815 Sommer, Haftung fiir autonome Systeme, 2020, S. 227 f.

816 Martin/Uhl, RAW 2020, S.7 (12); Sommer, Haftung fiir autonome Systeme, 2020,
S.227f; Oechsler, in: Staudinger BGB, § 1 ProdHaftG Rn. 60b; Voland u. a., RAW
2019, S.75 (85); aA Leupold/Wiesner, in: IT-Recht, Teil 9.6.4 Rn. 41; ohne nahere
Begriindung auch Hinze, Haftungsrisiken des automatisierten und autonomen Fah-
rens, 2021, S. 160.

817 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 123.

818 Ahnlich auch die Draft Recommendation on Cyber Security of the Task Force on
Cyber Security and Over-the-air issues of UNECE WP.29 GRVA der UN Task Force
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Zudem dienen sicherheitsrelevante Updates gerade der Fehlerbehebung,
so dass sie zundchst einmal Fehler und damit das Haftungsrisiko des jewei-
ligen Herstellers senken. Es bedarf insofern keiner besonderen Anreize fiir
Hersteller, die Fahrzeugsoftware regelmaf3ig zu verbessern.

Folgt man der Ansicht Sommers, dass mit jedem Update die Steuerungs-
software partiell neu in Verkehr gebracht wird,®"” so muss sich auch die
Beurteilung von Fehlern der Steuerungssoftware an dem Stand von Wis-
senschaft und Technik messen lassen, der zum Zeitpunkt des Inverkehr-
bringens des Updates bestand.®20 Gleichzeitig beschrankt sich die Haftung
fiir Fehler aufgrund eines Updates allerdings auch auf die Teile der Soft-
ware, die mit dem Update verandert wurden (bspw. bei Patches).3?! Dies
gilt erst recht bei der partiellen Freischaltung von Fahrfunktionen, die
separat erworben werden konnen.822 Wird bspw. durch ein Update einzig
die Bremsfunktionalitdt der Steuerungsfunktion verdndert, so konnen sich
die Sicherheitserwartungen auch nur hinsichtlich der Bremsfdhigkeiten
zum Zeitpunkt des Updates beziehen. Ist dagegen die Lenkung des Fahr-
zeugs fehlerhaft, muss sich die Sicherheitserwartung auf den Zeitpunkt des
Inverkehrbringens der urspriinglichen Steuerungssoftware beziehen. Etwas
anderes kann im Einzelfall gelten, wenn der Hersteller umfassende Updates
auf den Markt bringen, die eine neue Version des gesamten Betriebssystems
bzw. des Steuerungssystems darstellen und nicht mehr erkennbar ist, ob
bestimmte Teilbereiche der Software unverandert geblieben sind.

Auch Fahrfunktionen, die bereits bei der Auslieferung im Programm-
code der Software implementiert sind, aber erst spater vom Hersteller frei-
geschaltet werden, miissen sich am Zeitpunkt der tatséchlichen Freischal-
tung messen lassen.8?* Andernfalls konnte der Hersteller auch Funktionen
auf Vorrat produzieren und diese ohne erneute Priifung schrittweise und

on Cyber Security and Over-the-Air issues, 3.3.6: “The security of software should be
managed throughout its lifetime”; hierzu auch 3. Teil: E. II1. 2. b.

819 Sommer, Haftung fiir autonome Systeme, 2020, S.229; Oechsler, in: Staudinger
BGB, § 1 ProdHaftG Rn. 60b.

820 Auch Wagner spricht von einer ,Dynamisierung des Zeitpunkts des Inverkehrbrin-
gens’, Wagner, in: MiiKo-BGB, § 823 BGB Rn. 965; dhnlich auch Schrader, in:
Hermann/Knauff, Autonomes Fahren, 2021, S. 57 (65 f.).

821 Leupold/Wiesner, in: IT-Recht, Teil 9.6.4 Rn. 42.

822 Schesswendlter, Tesla: Das Abo fiir ,Full Self-Driving® ist erhaltlich, t3n v. 17.7.2021,
https://t3n.de/news/tesla-abo-full-self-driving-fsd-autopilot-abonnement-1392312/.

823 So auch Schrader der dies anhand einer Orientierung am Patentrecht begriindet,
Schrader, DAR 2018, S. 314 (319); vgl. auch Rosenberger, Die auflervertragliche Haf-
tung fiir automatisierte Fahrzeuge, 2022, S. 330.
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damit mit verringerten Haftungsrisiken freischalten. Etwas anderes gilt,
wenn die Fahrfunktion vom Hersteller freigegeben wird, aber der Nutzer
sie erst spater freischaltet. Fiir derartige Funktionsupdates ist der Zeitpunkt
des Inverkehrbringens der jeweiligen Fahrfunktion mafigeblich.824

Die hier vertretene Ansicht steht auch nicht in Konflikt zu § 3 Abs.2
ProdHaftG, wonach ein Produkt nicht deshalb fehlerhaft wird, weil spéter
ein verbessertes Produkt in Verkehr gebracht wurde.32> Schliellich muss
sich nicht das alte Produkt mit einer verbesserten neuen Version messen,
vielmehr stellt das Update stellt ein eigenstindiges neues Produkt dar, an
das eigene Sicherheitserwartungen gerichtet sind.526

Auch der vorldufige Testbetrieb diirfte zudem ein Inverkehrbringen dar-
stellen. Zwar mag man daran zweifeln, dass der Hersteller das selbstfahren-
de Fahrzeug an eine Person auflerhalb seiner Sphire iibergeben hat,3”
jedoch wird durch den Testbetrieb eine Gefahr fiir unbeteiligte Dritte ge-
schaffen, die sich nicht wesentlich von einem unter normalen Bedingungen
in Verkehr gebrachten Fahrzeug unterscheidet.3?8 Insofern korrespondiert
diese Sichtweise mit dem Werktorprinzip, wonach es jedenfalls auch darauf
ankommt, dass das Produkt die physische Sphare des Herstellers verlasst.32°

(cc) Inverkehrbringen bei sich selbst verdandernden Systemen

Bei KI-Systemen, die sich wihrend des Betriebes weiterentwickeln, stellt
sich die Frage des Zeitpunkts des Inverkehrbringens in besonderem Mafie.
Vor allem ist dies bei Systemen strittig, bei denen der Anwender selbst
die KI bis zur Verwendungsreife antrainieren muss. Bei diesen fiihrt der
Nutzer selbst zu einer Verinderung des Programmcodes, indem er die

824 Schrader, DAR 2018, S. 314 (319).

825 Hierzu Taeger, CR 1996, S.257 (265).

826 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 66 ff.

827 Oechsler, in: Staudinger BGB, § 1 ProdHaftG Rn. 45.

828 Kreutz, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.2
Rn. 27; aA Beierle, Produkthaftung im Zeitalter des IoT, 2021, S.264, welcher die
Haftungsliicke aufgrund der Zulassungspflicht fiir den Testbetrieb durch § 7 Abs. 1
StVG ausreichend abgefedert sieht.

829 Wagner, in: MiitKo-BGB, §1 ProdHaftG Rn.24; Kreutz, in: Oppermann/Stender-
Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.2 Rn. 27.
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KI mit Daten anlernt.®3* Dennoch ist auch bei selbstlernenden Systemen
mafigeblich, wann die Software in der konkreten Version aufgespielt und
an den Nutzer iibergeben wird. Dies bedeutet, dass bei Auslieferung eines
selbstfahrenden Fahrzeugs das ab Werk installierte KI-System maf3geblich
ist. Handelt es sich um eine wéhrend des Betriebs selbstlernende KI, ist der
maf3gebliche Zeitpunkt fiir die Bestimmung der Sicherheitserwartungen
ebenfalls der Zeitpunkt der Auslieferung der Software. Dennoch konnen
die Sicherheitserwartungen an den Hersteller enttduscht werden, wenn
sich das KI-System fehlerhaft weiterentwickelt, da die Fehlerursache schon
im Programmcode angelegt war, wenn sich die Software unkontrolliert
weiterentwickeln kann.®¥! Das Risiko einer unerwiinschten Adaption ist
insofern bei selbstlernenden KI-Systemen immanent.?*? Dieser Umstand
andert jedoch nichts am Zeitpunkt des Inverkehrbringens, sondern konnte
lediglich zu einem Ausschluss nach §1 Abs.2 Nr.2 ProdHaftG fithren.83
Wird das KI-System offline beim Hersteller angelernt und werden Anpas-
sungen durch Updates vorgenommen, gilt die Software in der Folge als
partiell neu in Verkehr gebracht.

d. Weitere Umstande

Neben den in §3 Abs.1 ProdHaftG ausdriicklich genannten Umstdnden
kann eine Reihe weiterer Kriterien zur Bestimmung der berechtigten Si-
cherheitserwartungen herangezogen werden.

(aa) Einhaltung von Sicherheitsnormen

Zunichst ist hier die Einhaltung offentlich-rechtlicher Sicherheitsstandards
zu nennen. Sie spielt gerade fiir den stark regulierten Automobilmarkt
eine grofie Rolle. Allerdings kénnen Sicherheitsvorschriften nur dazu die-
nen, einen Mindeststandard zu definieren, der nicht zwingend die berech-
tigte Sicherheitserwartung an eine dariiberhinausgehende Basissicherheit

830 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 3 Prod-
HaftG Rn. 50 f.

831 Ebenda, Rn.53.

832 Vgl. auch Abschnitt.2. Teil: E. II. 4. b.

833 Hierzu 3. Teil: D. VII. 1.
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begriinden muss.33* Die Nichteinhaltung technischer Normen indiziert
hingegen die Fehlerhaftigkeit. Dem Hersteller verbleibt in derlei Fallen
nur nachzuweisen, dass er gebotene Sicherheitsstandards auf andere Weise
erfillt hat.®% Fiir automatisierte Fahrzeuge existiert schon eine Reihe von
gesetzlichen Vorgaben und Sicherheitsnormen.?3¢ Zunéchst betrifft dies die
Konstruktionsvorgaben, die sich unmittelbar aus §§ laff. StVG ergeben.?¥”
Zu nennen sind auch die ISO 26262 und die Vorgaben der IEC 61508.8%8
Gerade in den Bereichen der KI und der Cybersicherheit ist jedoch in
Zukunft mit weiteren regulatorischen Mafinahmen und dementsprechend
auch mit der Formulierung weiterer konkreter Sicherheitsstandards zu
rechnen.

(bb) Kosten/Nutzen-Relation

Zunachst ist festzustellen, dass von einem Produkt keine absolute Sicher-
heit erwartet werden kann. Der BGH hat in diesem Sinne festgestellt,
dass ,vollige Gefahrlosigkeit® vom Verbraucher nicht erwartet werden
kann.8%® Vielmehr hénge der gebotene Sicherheitsstandard von der Grofie
der Gefahr und der Hohe des zu erwartenden Schadens ab. Daraus folgt,
dass die vom Hersteller zu ergreifenden Sicherheitsmafinahmen auch in
einem angemessenen Verhdltnis zu ihren Kosten stehen miissen.84 Mit
anderen Worten: Ein Hersteller kann nicht verpflichtet werden, jede noch
so kleine Sicherheitsliicke mit hohem Aufwand zu schliefien, wenn die von
dieser Sicherheitsliicke ausgehende Gefahr vernachlassigbar ist. Diese Kos-
ten/Nutzen-Relation kann regelmaflig nicht empirisch ermittelt werden, da
sich einzelne Kosten und Risiken selten exakt abschitzen oder beziffern

834 Oechsler, in: Staudinger BGB, § 3 ProdHaftG Rn. 95; Wagner, in: MiiKo-BGB, § 3
ProdHaftG Rn. 27.

835 Wagner, in: MiiKo-BGB § 3 ProdHaftG Rn. 28.

836 Auf die einzelnen gesetzlichen Anforderungen wird im Folgenden noch eingegan-
gen.

837 Hierzu nachfolgend in 3. Teil: D. V. 4. a.

838 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (104); Jd-
nich/Schrader/Reck, NZV 2015, S. 313 (317); Hey, Haftung des Herstellers autonomer
Fahrzeuge, 2019, S. 54.

839 BGH, Urt. v.17.3.2009 - VI ZR 176/08 - ,Kirschtaler” (NJW 2009, 1669).

840 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 27.
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lassen.®4! Insofern ist eine wertende Betrachtung im konkreten Einzelfall
vorzunehmen.842

Fir den Hersteller selbstfahrender Fahrzeuge bedeutet dies, dass die
Anforderungen schon deshalb als besonders hoch anzusehen sind, da von
seinen Produkten erhebliche Gefahren fiir Leib und Leben der Nutzer
und auch Dritter unbeteiligter Personen ausgehen.%3 Er hat also auch
verhiltnisméfiig hohen Aufwand zu betreiben und muss erhebliche Kosten
hinnehmen, um Risiken fiir Leib und Leben zu minimieren.’** Dass die-
ses Okonomische Prinzip von den Herstellern unabhéngig von etwaigen
Haftungsfragen langst umgesetzt ist, zeigt die 6ffentliche Werbung des Her-
stellers Volvo, der bereits 2015 erklart hat, freiwillig jegliche Haftung bei
Unfillen mit selbstfahrenden Fahrzeugen zu tibernehmen.?4> Wenn man
davon ausgeht, dass diese Aussage vor dem Hintergrund getdtigt wurde,
dass der Konzern deshalb alle Schiaden iibernehmen wolle, weil er davon
ausgehe, dass Unfille die absolute Ausnahme darstellen, kann dem nur die
Erwigung zu Grunde liegen, dass der Aufwand fiir die Vermeidung von
Risiken aus Sicht des Herstellers in einem angemessenen Verhiltnis zu den
verbleibenden Restrisiken stehe. Selbst wenn der Hersteller also fiir alle
Schéden - unabhingig von der nachgewiesenen Fehlerhaftigkeit des Fahr-
zeugs — einzustehen habe, ist Volvo tiberzeugt, dass sich der Verkauf von
selbstfahrenden Fahrzeugen dennoch betriebswirtschaftlich rechnet. Dies
deutet zumindest darauf hin, dass Mafinahmen zur Risikominimierung aus
Sicht der Hersteller mehr Nutzen als Kosten bringen.

841 Z.B. bei der Bezifferung von moralischen Positionen Taupitz, AcP 1996, S.114 (164);
Eidenmiiller, Effizienz als Rechtsprinzip, 1995, S. 145 ff.

842 Mw.N. BGH, Urt. v. 16.6.2009 — VI ZR 107/08 (NJW 2009, 2952); Oechsler, in:
Staudinger BGB, § 3 ProdHaftG Rn. 87a.

843 Hierauf wies der BGH nachdriicklich in der sog. Airbag-Entscheidung hin BGH,
Urt. v. 16.6.2009 — VI ZR 107/08, Rn. 19 (NJW 2009, 2952).

844 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 60.

845 Volvo will fiir selbstfahrende Autos haften, FAZ (online) v. 9.10.2015, https://www.fa
z.net/aktuell/wirtschaft/macht-im-internet/volvo-uebernimmt-haftung-fuer-selbstf
ahrende-autos-13847238.html.
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(cc) Preis des Produkts

Der Preis des Produkts flief3t ebenfalls in die berechtigten Sicherheitserwar-
tungen ein.?4® Ein durchschnittlicher Produktnutzer erwartet z. B. bei einer
teuren Limousine zwangslaufig hohere Sicherheitsstandards als bei einem
preiswerten Kleinwagen.?*” Gleichwohl muss auch bei preisgiinstigen Pro-
dukten eine Grundsicherheit gewéhrleistet sein.*® Ein hoherer Preis kann
dagegen bei einem hochwertigen Produkt dazu fithren, dass sich das Ergeb-
nis der Kosten-Nutzen-Analyse verschiebt und eine teurere Alternative zur
Erhohung der Sicherheit umzusetzen ist.#*? Allerdings kann der Preis eines
Produkts auch nur bedingt bei selbstfahrenden Fahrzeugen herangezogen
werden, da diese ein erhebliches Risikopotenzial fiir Dritte darstellen, die
keine Sicherheitserwartungen an das konkrete Produkt duflern konnen,
aber mit diesem in Berithrung kommen konnen. Insofern hat die Preisge-
staltung nur einen begrenzten Einfluss auf die Sicherheitserwartungen.3>°

(dd) Reziprozitat von Hersteller- und Benutzererwartungen

Bei der Ermittlung der berechtigten Sicherheitserwartungen ist nicht iso-
liert auf die Erwartungen der Allgemeinheit abzustellen, sondern auch die
Herstellerperspektive mit einzubeziehen. Denn es besteht nicht nur eine auf
Sicherheit gerichtete Herstellerverantwortung, sondern auch eine Anwen-
dungsverantwortung des Benutzers. Beide Pflichten sind insofern reziprok,
als sowohl vom Hersteller erwartet werden kann, dass er nur ein solches
Produkt in Verkehr bringt, das auch vom durchschnittlichen Verwender
sicher verwendet werden kann, als auch der Verwender in eigener Verant-
wortung das Produkt nur so verwenden darf, dass von ihm keine Gefahr
fir sich und andere ausgeht. Dieses Gegenseitigkeitsverhaltnis strahlt auf
die berechtigten Sicherheitserwartungen derart aus, dass der Hersteller
darauf vertrauen darf, dass der Benutzer seinerseits verantwortungsvoll mit

846 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 28.

847 Foerste, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 24 Rn. 11.

848 Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 31; Taeger, in: Ehring/Taeger, Produkt-
haftungs- und Produktsicherheitsrecht, § 3 ProdHaftG Rn. 68.

849 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 28.

850 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 51.
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dem Produkt umgeht.?>! Fiir den Benutzer eines selbstfahrenden Fahrzeugs
folgt daraus, dass er z. B. die Fahrt unterbrechen muss, wenn er Gefahren
erkennt, die vom Steuerungssystem offensichtlich nicht wahrgenommen
werden. Drohen bspw. Unwetter grofleren Ausmafles und ist dies dem
Nutzer bekannt, kann es angezeigt sein, die Fahrt nicht anzutreten, wenn
erkennbar ist, dass die Fahrzeugsoftware von falschen Wetterdaten fiir die
betroffene Region ausgeht.

(ee) Regionale Differenzierungen

Auch regionale Differenzierungen kénnen im Rahmen der Produkthaftung
bei der Beurteilung der berechtigten Sicherheitserwartungen eine Rolle
spielen. Gern wird hier in der Literatur, das von Taschner/Frietsch erdachte
Beispiel des Traktors zitiert, bei dem in bergigen EU-Staaten ein Uberroll-
schutz erwartet werden kénne, wéihrend dies in den eher flachen Nieder-
landen weniger tiblich sei.?>> Mal abgesehen von den Problemen der regio-
nalen Grenzziehung entlang der angeblich unterschiedlich verlaufenden
Sicherheitserwartungen der Allgemeinheit, diirften regionale Unterschiede
bei selbstfahrenden Fahrzeugen keine besondere Rolle spielen. Aufgrund
des weitestgehend harmonisierten Zulassungs- und Verhaltensrechts diirf-
ten die Sicherheitserwartungen in allen Mitgliedstaaten in etwa gleich aus-
fallen. Eine Besonderheit diirfte allenfalls fiir Staaten mit Linksverkehr
bestehen. Hier kann verlangt werden, dass ein Fahrzeug, welches dort in
Verkehr gebracht wird, auch in der Lage ist, die an den Linksverkehr ge-
richteten Vorgaben umzusetzen oder zumindest die eigenen Systemgrenzen
zu erkennen und den Betrieb zu beenden.

(ff) Unvermeidbare Risiken und hohere Gewalt

Die berechtigten Sicherheitserwartungen gehen nicht so weit, dass unver-
meidbare Risiken vom Hersteller ausgeschlossen werden miissen. So sind

851 Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn.14; Graf von Westphalen, in: Foers-
te/Graf von Westphalen, Produkthaftungshandbuch, § 48 Rn. 36 f.

852 Taschner/Frietsch, Produkthaftung, 1990, § 3 ProdHaftG Rn. 8; Graf von Westphalen,
in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 48 Rn.20; Wagner,
in: MiiKo-BGB, § 3 ProdHaftG Rn. 13.
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sozialaddquate Risiken hinzunehmen, z.B. die Nebenwirkungen alkoholi-
scher Getranke oder die Verletzungsgefahr durch ein Kiichenmesser.®>* Bei
selbstfahrenden Fahrzeugen stellt sich die Frage, ob ein sozialaddquates
Risiko iiberhaupt akzeptabel sein kann. Vergleicht man das autonome Fah-
ren mit dem konventionellen Fahren, so wird zumindest das allgemeine
Betriebsrisiko, das von jedem motorisierten Fahrzeug ausgeht, hingenom-
men. Insofern ist es nur folgerichtig, die abstrakte Betriebsgefahr als sozial-
addquates Risiko im Rahmen der Produkthaftung zu akzeptieren. Denn die
Betriebsgefahr umschreibt das Risiko, welches mit dem erlaubten Betrieb
eines Kraftfahrzeugs einhergeht, ohne dass dieses durch besondere Um-
stinde erhoht ist.8>* Fir dieses hat zwar auch der Halter eines Fahrzeugs
gem. §7 Abs.1 StVG einzustehen. Da das Produkthaftungsrecht jedoch
keine Gefahrdungshaftung fiir den Betrieb vorsieht, hat der Hersteller auch
nicht fiir Schiaden einzustehen, bei denen der Steuerungssoftware kein
Fehler unterlaufen ist, aber dennoch die Halterhaftung nach § 7 Abs. 1 StVG
greift. Dies konnte beispielsweise der Fall sein, wenn ein Kleinkind so
plotzlich zwischen zwei parkenden Autos auf die Strafle lauft, dass eine
Bremsung schon physikalisch unméglich ist. In diesem Fall hatte der Hal-
ter zwar aus der Betriebsgefahrhaftung fiir den Schaden einzustehen; es
handelt sich aber um ein technisch unvermeidbares Risiko, fiir das der
Hersteller jedenfalls nicht haftet.

Wie in § 7 Abs. 2 StVG kann sich auch der Hersteller auf hohere Gewalt
berufen, bei deren Vorliegen die Haftung wegen eines Produktfehlers ausge-
schlossen ist.8> Dies ist insbesondere bei selbstfahrenden Fahrzeugen von
Belang, da insoweit ein Gleichlauf der Haftungsausschliisse fiir den Hal-
ter und den Hersteller besteht. Praktisch gesehen diirfte dieser Ausschluss-
grund jedoch keine besondere Bedeutung haben, da sich die Annahme
hoherer Gewalt regelmiflig auf Naturereignisse beschrankt, wahrend etwa
Cyberangriffe nicht darunter fallen.85

853 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 32 ff;; Oechsler, in: Staudinger BGB, § 3 ProdHaftG Rn. 90.

854 Greger, in: Greger/Zwickel, Haftung im Strafenverkehr, Rz. 25.157.

855 LG Essen, Urt. v. 18.1.2018 - 6 O 385/17 (BeckRS 2018, 6422); der BGH hat die
Frage der Anwendbarkeit eines Haftungsausschlusses wegen hoherer Gewalt im
ProdHaftG bislang offengelassen BGH, Urt. v. 25.2.2014 - VI ZR 144/13, Rn.11
(BGHZ 200, 242); s.a. Oechsler, in: Staudinger BGB, § 3 ProdHaftG Rn. 90.1.

856 Ausfiihrlich hierzu schon 3. Teil: A. IIL. 1.
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3. Fehlertypen

In Rechtsprechung und Literatur haben sich verschiedene Fehlertypen im
Rahmen der deliktischen Produzentenhaftung nach § 823 Abs.1 BGB her-
ausgebildet, um die einzelnen Verkehrspflichten des Herstellers voneinan-
der abzugrenzen.8” Wegen der weitgehenden Kongruenz des deliktischen
Fehlerbegriffs findet diese Unterscheidung auch im Rahmen des Produkt-
haftungsrechts Anwendung.

a. Fabrikationsfehler

Fabrikationsfehler sind solche, bei denen das Produkt von den Konstrukti-
onsvorgaben des Herstellers abweicht und somit nicht den fiir die Produkt-
serie definierten Sicherheitsstandards entspricht.85® Es handelt sich also
um Mingel, die wihrend des Herstellungsprozesses des Produkts auftreten.
Im Gegensatz zur Produzentenhaftung wird nach herrschender Meinung
bei Fabrikationsfehlern auch fiir unvermeidbare Abweichungen gehaftet.>
Insofern handelt es sich bei Fabrikationsfehlern um eine verschuldensfreie
Haftung des Herstellers, welcher sich auch nicht auf § 1 Abs.2 Nr.5 Prod-
HaftG (Entwicklungsrisiko) berufen kann. Denn dieser Haftungsausschluss
bezieht sich auf nicht erkennbare Fehler bei der Konzeption des Produkts
und nicht dessen Fabrikation.?® Weil von einem Produkt nicht absolute
Sicherheit erwartet werden kann, fithrt nicht jede Abweichung von den
Konstruktionsvorgaben des Herstellers zu einem Fabrikationsfehler. Viel-
mehr ist anhand der bereits genannten Umstande zu ermitteln, ob die Ab-
weichung dazu fiihrt, dass die berechtigten Sicherheitserwartungen nicht
erfullt werden.8¢!

857 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 22; Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 41.

858 Oechsler, in: Staudinger BGB, § 3 ProdHaftG Rn. 104; Wagner, in: MiiKo-BGB, § 3
ProdHaftG Rn. 42.

859 Oechsler, in: Staudinger BGB, § 3 ProdHaftG Rn. 105; Forster, in: BeckOK BGB, § 3
ProdHaftG Rn. 33; Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 42; Taeger, in: Eh-
ring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 3 ProdHaftG Rn. 72;
Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 24.

860 BGH, Urt. v. 9.5.1995 - VI ZR 158/94 (BGHZ 129, 353).

861 Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 43.
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Fiir selbstfahrende Fahrzeuge bedeutet dies, dass Fabrikationsfehler vor
allem in der Hardware des Fahrzeugs auftreten konnen.862 Hinsichtlich der
verwendeten Software kommt ein Fabrikationsfehler vor allem dann in Be-
tracht, wenn Fehler bei der Ubertragung oder Speicherung des Programms
auftreten.86> Auch ungentigende Virenkontrolle wihrend der Vervielfalti-
gung einer Software kann einen Fabrikationsfehler verursachen.8¢4 Zudem
ist zu erwarten, dass im Rahmen der EG-Typengenehmigung erhdhte
Standards zur Fehlervermeidung im Produktionsprozess gestellt werden,
wie z.B. die Einfithrung von Cyber-Security-Management-Systems, deren
Verletzung einen Fabrikationsfehler darstellen wiirde.®¢> Ein ungewolltes
Verhalten der Software, das darauf beruht, dass die Fahrzeugsteuerung
nicht ausreichend getestet wurde und sich deshalb im Alltagsbetrieb unvor-
hersehbar reagiert, stellt hingegen keinen Fabrikationsfehler dar und ist
nach den Kriterien eines Konstruktionsfehlers zu analysieren.36¢

b. Konstruktionsfehler

Die zweite Kategorie von Fehlern sind Konstruktionsfehler. Ein solcher
liegt vor, wenn das Produkt schon aufgrund seiner Konzeption nicht die
gebotenen Sicherheitsstandards erreicht.?¢” Es kommt darauf an, ob dem
Hersteller zum Zeitpunkt des Inverkehrbringens eine alternative Produkt-
gestaltung zur Verfiigung stand, welche den Schaden vermieden hitte. Ist
dies der Fall, muss der Hersteller, der zwar keine absolute Sicherheit ge-
wihrleisten muss, im Rahmen einer Kosten-Nutzen-Abwiégung diejenigen
Mafinahmen ergreifen, die im Verhiltnis zu den aufzuwendenden Kosten
einen hoheren Nutzen bringen.?%® Der Konstruktionsfehler im Rahmen der
Produkthaftung entspricht dem der deliktischen Produzentenhaftung.8¢®

862 Wagner, AcP 2017, S.707 (725); Hey, Haftung des Herstellers autonomer Fahrzeuge,
2019, S. 79 1.

863 Gomille, JZ 2016, S.76 (77f.); Wendt/Oberlinder, InTeR 2016, S.58 (61); Wagner,
AcP 2017, S.707 (725); s.a. Borges, CR 2016, S. 272 (275).

864 Marly, in: Specht-Riemenschneider u. a., FS Taeger, 2020, S.1 (7).

865 Martin/Uhl RAW 2020, S. 7 (11).

866 AA Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 80 f.

867 BGH, Urt. v. 16. 6.2009 - VI ZR 107/08, Rn. 15 (NJW 2009, 2952).

868 Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 44.

869 BGH, Urt. v. 16. 6.2009 - VI ZR 107/08, Rn. 12 (NJW 2009, 2952).
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Bei selbstfahrenden Fahrzeugen konnen Konstruktionsfehler sowohl in
der Hardware als auch in der Software auftreten. Bei reinen Hardwarefeh-
lern gibt es keine besonderen Unterschiede zu konventionellen Fahrzeu-
gen.8’% Eine fehlerhafte Bremse erfiillt auch bei einem selbstfahrenden
Fahrzeug nicht die Anforderungen an die Basissicherheit eines Fahrzeugs.

Wesentlich komplexer ist es, nachzuvollziehen, ob die Software fehlerhaft
ist oder ob Fehler im Zusammenspiel von Software und Hardware auftre-
ten. Dabei ist zu beriicksichtigen, dass Software ab einer gewissen Komple-
xitdt regelmaflig nicht fehlerfrei programmiert werden kann.8”! Teilweise
wird angenommen, dass § 3 ProdHaftG deshalb gar nicht anwendbar sei,
weil Fehlerfreiheit von keinem Hersteller garantiert werden konne.872 Dies
ist jedoch ein Fehlschluss. Nur weil bestimmte Fehler von vornherein
unvermeidbar sind, kann nicht geschlossen werden, dass das Produkthaf-
tungsrecht keine Anwendung findet.”3 Vielmehr hat wegen der grofien Ge-
fahren fiir Leib und Leben, die von der Funktionstiichtigkeit der Software
abhingig sind, der Hersteller auch entsprechend hohe Anforderungen an
die Qualitdtssicherung der Software zu stellen.8” Da absolute Sicherheit
bei keinem Produkt zu erwarten ist, gilt auch fiir Software, dass sie eine
Basissicherheit aufweisen muss, die sich mit den Mitteln erreichen lassen,
die mit den nach dem Stand von Wissenschaft und Technik verfiigbaren
Mitteln erreichbar ist und in einem angemessenen Verhaltnis zu den Risi-
ken steht.8”> So wird deshalb schon heute verlangt, dass Fahrzeuge sich
selbst bei einem Absturz des Betriebssystems in einen risikominimalen
Zustand versetzen konnen.%76

Zu den Konstruktionsfehlern zéhlen auch solche Fehlsteuerungen, die
zu einem inaddquaten Verhalten des Fahrzeugs im Straflenverkehr fiihren.
Dazu gehéren Fehler bei der Wahrnehmung und Interpretation von Sen-
sordaten, bei der Lokalisierung sowie bei der Missionsumsetzung.’” Fehler

870 Wagner, AcP 2017, S. 707 (726).

871 Taeger, CR1996, S.257 (268).

872 M.w.N. Taschner/Frietsch, Produkthaftung, 1990, § 3 ProdHaftG Rn. 60.

873 Taeger, CR 1996, S.257 (265f.); Oechsler, in: Staudinger BGB, §3 ProdHaftG
Rn. 125.

874 Taeger, CR1996, S.257 (2651.).

875 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. S. 190 f.

876 Vgl. etwa § le Abs.2 Nr.7 StVG; vgl. hierzu auch Reschka, in: Maurer u. a., Autono-
mes Fahren, 2015, S. 490 (493 f.).

877 Vgl. hierzu Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 68 ff.; Rosen-
berger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022, S.337f;
Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 127 ff.
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der bei der Kommunikation und Kooperation sowie bei der funktionalen
Sicherheit werden nachfolgend noch einmal gesondert analysiert, da diesen
bei selbstfahrenden Fahrzeugen im Vergleich zu anderen Produkten eine
besondere Bedeutung zukommt.

c. Instruktionsfehler

Eine dritte Fehlerkategorie ist der Instruktionsfehler. Ein solcher liegt vor,
wenn der Benutzer nicht oder nicht ausreichend tiber die Art und Weise
der Verwendung des Produkts und dessen Gefahren aufgeklart wurde.378
Fiir automatisierte Fahrzeuge sieht der Gesetzgeber in den §§ laff. StVG
eine Reihe von Instruktionspflichten des Herstellers vor.87° Bei vollstindig
autonomen Fahrzeugen diirften Instruktionspflichten eine weitaus geringe-
re Rolle spielen, da das Fahrzeug alle sicherheitsrelevanten Funktionen
selbststandig ausfithrt und der Nutzer vor allem vor dem Eingreifen zu
warnen ist.80 Da derartige Fahrzeuge von einer Vielzahl von Personen ge-
nutzt werden konnten und zur Nutzung nicht einmal ein Fiithrerschein er-
forderlich wire, erscheint die Warnung und Instruktion {iber ein Handbuch
antiquiert und unangemessen. Entscheidende Informationen miissen dem
Nutzer deshalb audiovisuell iiber den die Benutzerschnittstelle vermittelt
werden.38! Eine Nutzerkontensteuerung konnte hier sicherstellen, dass der
Funktionsumfang auf den jeweiligen Nutzer angepasst wird.582

Wagner fordert zusatzlich, dass der Hersteller offenlegt, welche Restrisi-
ken beim jeweiligen Fahrzeug beim Einsatz im Straflenverkehr bestehen.
Dies beinhalte die Offenbarung der Hohe von Versicherungspramien sowie
Unfallstatistiken.®83 Allerdings bestehen Zweifel, ob diese Informationen
geeignet sind, den durchschnittlichen Nutzer iiber bestehenden Risiken
addquat aufzukldren. Zudem ist nicht ersichtlich, dass ein Verstof§ gegen
diese Offenlegung einen kausalen Schaden verursachen kann.

878 Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn. 46.

879 Hierzu ausfiihrlich 3. Teil: D. V. 4. a. (aa) (4) und (bb) (2).

880 Wagner, AcP 2017, S. 707 (748).

881 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 84 f.; Bodungen/Hoff-
mann, NZV 2016, S. 503 (505).

882 Hammel, Haftung und Versicherung bei Personenkraftwagen mit Fahrerassistenz-
systemen, 2016, S. 414 f.; Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019,
S. 85.

883 Wagner, AcP 2017, S. 707 (748).
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Bei Fahrzeugen mit hoch- und vollautomatisierten Fahrfunktionen ge-
hen die Instruktionspflichten hingegen weiter. Der Nutzer muss dariiber
in Kenntnis gesetzt werden, in welchen Situationen er sich vom Verkehrsge-
schehen abwenden darf und wann er die Steuerung wieder zu iibernehmen
hat. Vereinzelt wird vorgeschlagen, Nutzer derartiger Fahrzeuge zu schulen
oder spezielle Fiihrerscheine zu verlangen.8%* Zum Teil wurde ein solche
Regelung in § 1f Abs.3 Nr.5 StVG aufgenommen. So muss der Hersteller
eine Schulung fiir die am Betrieb beteiligten Personen anbieten, in der die
technische Funktionsweise insbesondere im Hinblick auf die Fahrfunktio-
nen und die Aufgabenwahrnehmung der Technischen Aufsicht vermittelt
werden. Fiir autonome Fahrzeuge wird sich eine solche Pflicht jedoch eriib-
rigen, da die Insassen derartiger Fahrzeuge lediglich als Passagiere in den
Fahrzeugen fahren, wofiir — wie etwa bei offentlichen Verkehrsmitteln -
keine besonderen Fachkenntnisse notwendig sind. Bislang sieht der Gesetz-
geber hingegen keine Notwendigkeit fiir die Einfithrung eines gesonderten
Fithrerscheins fiir selbstfahrende Fahrzeuge.

d. Fehlerverdacht

Zum Teil wird erwogen, auch einen Fehlerverdacht als Fehler i.5.d. §3
Abs.1 ProdHaftG zu qualifizieren.8%> Hintergrund ist eine Entscheidung
des EuGH zu potenziell fehlerhaften Medizinprodukten. Das Gericht hat
die mogliche Fehlerhaftigkeit von Herzschrittmachern und Defibrillatoren
darin gesehen, dass diese eine ,abnormale Potenzialitit eines Personen-
schadens® aufweisen.®% Dies gelte fiir alle Produkte dieser Produktgruppe
oder Produktserie, auch wenn der Fehler im einzelnen Produkt nicht nach-
gewiesen wird.8¥ Es lie3e sich dariiber nachdenken, diese Rechtsprechung
auch auf selbstfahrende Fahrzeuge zu tibertragen. Schliefllich wiirde auch
ein Softwarefehler mit hohem Schadenspotenzial alle Fahrzeuge betreffen,
die mit dieser Steuerungssoftware betrieben werden. Streng genommen

884 Hierzu ausfithrlich Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 84;
offenlassend Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017,
S. 94 (113).

885 Zumindest diskutiert von Steege, NZV 2021, S. 6 (9 ).

886 EuGH, 5.3.2015 — C-503/13 und C-504/13 (Boston Scientific ./. AOK, Sachsen-An-
halt & RWE), Rn. 40 (NJW 2015, 1163); siehe dazu auch Taeger, ZfPC 2022, S. 62.

887 EuGH, 5.3.2015 — C-503/13 und C-504/13 (Boston Scientific ./. AOK, Sachsen-An-
halt & RWE) (NJW 2015, 1163), Rn. 41.
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handelt es sich aber weder bei einem fehlerhaften Herzschrittmacher, der
jederzeit ausfallen kann, noch bei einer fehlerhaft programmierten Soft-
ware, die in Gefahrensituationen falsch reagieren kann, um Verdachtsfille.
Die Produkte sind de facto fehlerhaft, nur hat sich der Schaden bislang
nicht realisiert.®3® Insofern kann auch nur von einem Fehlerverdacht ge-
sprochen werden, wenn nur einige Produkte einer Produktserie einen po-
tenziell schddlichen Fehler aufweisen, der Nutzer aber nicht weif3, ob das
von ihm genutzte davon betroffen ist.3%° Bei einem solchen Fehlerverdacht
muss es dann darauf ankommen, ob die Schadenswahrscheinlichkeit eine
normativ zu bestimmende Grenze iiberschreitet.30 Letztlich diirfte eine
Ubertragung dieser Grundsitze auf selbstfahrende Fahrzeuge aber daran
scheitern, dass auf das Tatbestandsmerkmal der Rechtsgutsverletzung ohne-
hin nicht verzichtet werden kann, so dass die Gefdhrdung allein noch keine
Haftung begriinden kann, solange sich daraus kein Schaden realisiert.?!
Das Bekanntwerden einer potenziellen Gefahr, die bislang schadlos geblie-
ben ist, kann jedoch tiber die Produktbeobachtungspflichten ausreichend
abgedeckt werden, so dass es der Figur des Fehlerverdachts im Bereich des
autonomen Fahrens nicht bedarf.89?

888 Wagner, JZ 2016, S.292 (294f.).

889 Ebenda, S.295f.

890 Wo diese liegt, ist vollig unklar, vgl. Wagner, JZ 2016, S.292 (296 f).

891 Ebenda, S.303.

892 Die Besonderheit beim vom EuGH zu entscheidenden Fall lag darin, dass das Im-
plantat zur Beseitigung der hiervon ausgehenden Gefahr nur durch eine Operation
entfernt werden konnte, also mit einer Korperverletzung einherging. Betroffene
Patienten hatten also lediglich die Wahl zwischen dem Leben mit einem risikobe-
hafteten Herzschrittmacher oder einer weiteren Operation, um das Gerit zu erset-
zen. Somit konnte man schon im Zeitpunkt des Einsetzens des Herzschrittmachers
von einer manifeste Gesundheitsschadigung ausgehen, welche jedoch nur durch
die Figur des Fehlerverdachts haftungsrechtlich aufgefangen werden konnte. Dies
gilt beim autonomen Fahren nicht. Der Betroffene kann ein fehlerverdachtiges
Fahrzeug schlicht nicht nutzen. So auch Steege, NZV 2021, S. 6 (9); Wagner, JZ 2016,
S.292 (303).
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D. Haftung des Herstellers nach dem Produkthaftungsgesetz

e. Produktbeobachtungsfehler im Produkthaftungsgesetz

Eine Haftung nach dem ProdHaftG fiir sogenannte Produktbeobachtungs-
fehler besteht nicht. Die Verantwortung des Herstellers endet in dem Zeit-
punkt, in dem er das Produkt in Verkehr bringt.8%

4. Einzelfalle

Neben den allgemeinen Anforderungen an die Bestimmung eines Produkt-
fehlers gibt es bei selbstfahrenden Fahrzeugen eine Reihe von Sonderfillen,
die im Folgenden ndher erldutert werden.

a. Weitere Konstruktionsanforderungen des Strafienverkehrsgesetzes

Neben den bereits untersuchten Konstruktionsvorgaben fiir automatisierte
Fahrzeuge stellt das StVG noch weitere Anforderungen an den Betrieb
von Fahrzeugen mit hoch- bzw. vollautomatisierten sowie autonomen Fahr-
funktionen, die von den Herstellern zu erfiillen sind.

(aa) Fahrzeuge mit hoch- und vollautomatisierten Fahrfunktionen

Fir Fahrzeuge mit hoch- und vollautomatisierten Fahrfunktionen sieht
der Gesetzgeber in §la Abs.2 StVG eine ganze Reihe von Konstruktions-
vorgaben vor. Werden diese vom Hersteller nicht eingehalten, kann ein
Produktfehler vorliegen.894

(1) Bewaltigung der Fahraufgabe und Einhaltung der Verkehrsvorschriften

Fahrzeuge mit hoch- bzw. vollautomatisierten Fahrfunktionen miissen so
konzipiert sein, dass die Fahraufgabe unter Beachtung der Verkehrsvor-
schriften bewiltigt werden kann (§ la Abs.2 S.1 Nr.1 und 2 StVG). Daraus

893 Oechsler, in: Staudinger BGB, § 3 ProdHaftG Rn.112ff. Graf von Westphalen, in:
Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 48 Rn. 8; Wagner, in:
MiiKo-BGB, § 3 ProdHaftG Rn. 51.

894 Ehring, MDR 2020, S. 1156 (1157 ff.).
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

ergeben sich mehrere technische Implikationen. So kénnen die beschriebe-
nen Fahranforderungen nur erfiillt werden, wenn das Fahrzeug iiber eine
entsprechende Sensorik verfiigt, die es ihm ermdglicht, die Umgebung
wahrzunehmen. Die Steuerungssoftware muss so programmiert sein, dass
die Sensordaten korrekt interpretiert werden und durch Aktoren Steue-
rungsbefehle auf der Fahrbahn umgesetzt werden konnen.®> Dazu muss
das Steuerungssystem in der Lage, sein die geltenden Verkehrsvorschriften
einzuhalten.8® Dies bedeutet vor allem, dass die Software die geltenden
Verkehrsregeln kennt und die Verhaltensanforderungen umsetzen kann.8%”
Da nicht alle Verkehrsvorschriften einem strikten Wenn-Dann-Schema fol-
gen, sondern vielfach situativ angepasst angewendet werden miissen, liegt
in der Formalisierung derartiger Vorschriften eine grofle Schwierigkeit fiir
die Konstruktion einer fehlerfreien Software.8® Nach welchen Kriterien
entschieden werden kann, welches Sicherheitsniveau ein selbstfahrendes
Fahrzeug in Bezug auf die Einhaltung von Verkehrsregeln erreichen muss,
wird an spaterer Stelle gesondert untersucht.’®

(2) Ubersteuerbarkeit und Deaktivierbarkeit

Ebenso ist ein Fahrzeug mit hoch- oder vollautomatisierten Fahrfunktio-
nen fehlerhaft konstruiert, wenn es sich nicht ibersteuern oder deaktivie-
ren ldsst (§ Ia Abs. 2 S.1Nr. 3 StVG).%00

895 Hierzu 2. Teil: B. III; vgl. auch Rosenberger, Die aufiervertragliche Haftung fiir
automatisierte Fahrzeuge, 2022, S. 337 f.; Hinze, Haftungsrisiken des automatisierten
und autonomen Fahrens, 2021, S.127f; Hey, Haftung des Herstellers autonomer
Fahrzeuge, 2019, S. 68 f.

896 Konig, in: Hentschel/K6nig/Dauer, Straflenverkehrsrecht, § le StVG Rn. 6.

897 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.3391f.

898 Siemann/Kaufmann, RAW 2019, S.58 ff.; Steege, Automatisierte Rechtsanwendung
und ihre Grenzen, 2022, S.2411f.; Rosenberger, Die aufServertragliche Haftung fiir
automatisierte Fahrzeuge, 2022, S. 339.

899 3.Teil: D.V.4.b.

900 Rosenberger, Die aufervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.344.
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D. Haftung des Herstellers nach dem Produkthaftungsgesetz
(3) Ubernahmeaufforderung mit ausreichender Zeitreserve

Von besonderer Bedeutung ist zudem die Ubernahmeaufforderung an den
Fahrzeugfiihrer. Zur Erfiillung der Anforderungen gem. § la Abs.2 S.1 Nr. 4
und 5 StVG ist erforderlich, dass das Fahrzeug zunichst erkennt, wann die
eigenen Systemgrenzen oder die Grenzen des bestimmungsgeméfien Funk-
tionsbereichs erreicht sind. In einem zweiten Schritt muss dieser Umstand
dem Fahrzeugfithrer durch geeignete Signale (optisch, akustisch, taktil oder
sonst wahrnehmbar) mitgeteilt werden. Dabei muss das System eine aus-
reichende Zeitreserve einhalten, die es dem Fahrzeugfithrer ermoglicht,
die Steuerung wieder zu iibernehmen. Problematisch ist insbesondere die
Quantifizierung der Zeitreserve. Diese ist nicht weiter normiert.”! Mangels
umfassender Erfahrungen, aus denen sich die minimal erforderliche Zeit
ermitteln liefle, die ein Fahrzeugfithrer vom Hinweis bis zur vollstdndi-
gen Ubernahme bendétigt, sollte die Zeitreserve eher grofiziigig bemessen
sein.?? Zum Teil wird angenommen, eine Zeitreserve von sechs bis acht
Sekunden sei ausreichend.’® Andere Studien legen nahe, dass es bis zu
25,7904 oder gar 40°%° Sekunden dauern kann, bis der Fahrzeugfiihrer das
Fahrzeug wieder sicher steuern kann. Insofern wird sich ein Standard fiir
die ,ausreichende Zeitreserve“ wohl noch herausbilden oder normiert wer-
den missen.”%® Konkrete Zeitwerte lassen sich ohne weitere empirische
Belege nicht ermitteln.

(4) Systembeschreibung

Gemaif$ §1a Abs.2 S.2 StVG miissen Fahrzeuge mit hoch- oder vollauto-
matisierte Fahrfunktionen iiber eine verbindliche Systembeschreibung ver-
fiigen, welche festlegt, in welchen Situationen automatisierte Funktionen

901 Bodungen/Hoffmann, NZV 2018, S. 97 (102).

902 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.346f.

903 Dambdck u. a., Ubernahmezeiten beim hochautomatisierten Fahren, 2012, S. 11.

904 Eriksson/Stanton, Takeover Time in Highly Automated Vehicles: Noncritical Transi-
tions to and From Manual Control, 2016, S. 701.

905 Merat u. a. (2014) 27 Transportation Research Part F: Psychology and Be-
haviour 274, 281.

906 Bodungen/Hoffmann, NZV 2018, S.97 (102); Rosenberger, Die auflervertragliche
Haftung fiir automatisierte Fahrzeuge, 2022, S. 347 f.
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bestimmungsgemifl verwendet werden diirfen.””” Diese Norm wird im
Schrifttum zum Teil kritisch rezipiert, da der Hersteller selbst festlegen
kann, unter welchen Voraussetzungen eine bestimmungsgemifle Verwen-
dung gegeben ist und nicht der Gesetzgeber klare Grenzen absteckt. Zum
Teil wird deshalb vom ,Hersteller als Ersatzgesetzgeber“% gesprochen,
da dieser iiber die Spezifikationen in der Systembeschreibung das Ergeb-
nis der Haftung bestimme. Es wird befiirchtet, dass Hersteller versuchen
werden, ihre Haftung zu minimieren, indem sie den Funktionsumfang
im Rahmen der Systembeschreibung tiberméflig einschranken.”®® Zwar
kann der Hersteller durch die Darbietung und Beschreibung des Produktes
auch bestimmte Funktionsbereiche einschranken, er kann sich aber nicht
vollstindig von der Haftung freizeichnen. Zumindest muss ein Produkt
die erforderliche Basissicherheit erreichen.”® Da das Produkthaftungsrecht
nicht allein den Kaufer des Produkts schutzen soll, sondern auch unbetei-
ligte Dritte, die bestimmungsgemafl mit dem Produkt in Kontakt kommen,
diirften vollig tiberraschende Ausschliisse der bestimmungsgemafien Ver-
wendung erst recht keine Freizeichnung von der Haftung begriinden.o!
Gleichzeitig muss es den Herstellern moglich sein, die Mdglichkeiten
und Grenzen des eigenen Systems einzuschitzen und nur solche Anwen-
dungsszenarien zuzulassen, bei dem die Sicherheit im Straflenverkehr ge-
wihrleistet werden kann.”? Es ist den Herstellern so erlaubt, dynamisch
auf neue technische Entwicklungen zu reagieren und bspw. Fahrfunktio-
nen auch nachtréglich freizuschalten und die Systembeschreibung entspre-
chend anzupassen.”® Die Systembeschreibung muss also konkretisieren,
in welchen Situationen automatisierte Fahrfunktionen verwendet werden
kénnen. Sofern diese jedoch missverstdndlich ist oder zu einer unangemes-
senen Benachteiligung der Allgemeinheit fithrt, liegt ein Produktfehler vor,

907 Hierzu auch schon 3. Teil: D. V. 2. a.

908 Den Begriff pragend Liidemann/Sutter/Vogelpohl, NZV 2018, S. 411 (412); ausfiihr-
lich Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 71 ff.

909 Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 74.

910 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§ 48 Rn. 50,

911 Zum Teil wird auch auf erwogen, dass derartige Ausschliisse als iiberraschende
Klauseln 1.5.d. § 305c Abs.1 BGB unwirksam wiren, Steege, Automatisierte Rechts-
anwendung und ihre Grenzen, 2022, S.74. Hierauf kann sich nur ein Geschadigter
Dritter nicht berufen, da er nicht Vertragspartei ist.

912 Liidemann/Sutter/Vogelpohl, NZV 2018, S. 411 (412).

913 Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 72.
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fir den der Hersteller einzustehen hat.®* Zudem beeinflusst die System-
beschreibung die berechtigten Sicherheitserwartungen an das Fahrzeug,
da es sich um eine instruktive Produktbeschreibung i.S.d. § 3 Abs.1 lit. a)
ProdHaftG handelt.””>

(5) Hinweis auf zuwiderlaufende Verwendung

Daneben miissen Fahrzeuge mit hoch- oder vollautomatisierten Fahrfunk-
tionen gem. §la Abs.2 S.1 Nr.6 StVG iiber eine technische Ausriistung
verfiigen, die auf eine in der Systembeschreibung zuwiderlaufende Verwen-
dung hinweist. Es ist also erforderlich, dass das System einerseits erkennt,
dass das Fahrzeug bestimmungswidrig genutzt wird, und andererseits der
Fahrzeugfiihrer hierauf durch technische Mittel hingewiesen wird. Eine be-
stimmungswidrige Verwendung wire etwa der Einsatz der automatisierten
Fahrfunktionen in Betriebsbereichen, die in der Systembeschreibung nicht
vorgesehen sind, oder auch das Verlassen des Fahrersitzes wiahrend der
Verwendung der Fahrzeugautomatisierung.”!¢

(6) Pflicht zur Datenerhebung

Gemaf § 63a Abs. 1 StVG muss der Hersteller aufSerdem konstruktiv sicher-
stellen, dass die durch ein Satellitennavigationssystem ermittelten Positions-
und Zeitangaben gespeichert werden. Dariiber hinaus muss protokolliert
werden, wenn die Fahrzeugsteuerung zwischen dem Fahrer und dem hoch-
oder vollautomatisierten System wechselt, wenn der Fahrer vom System
zur Ubernahme der Fahrzeugsteuerung aufgefordert wird oder wenn eine
technische Storung des Systems auftritt. Unabhéngig von den zu beachten-
den datenschutzrechtlichen Vorgaben®” kann ein Produktfehler jedenfalls

914 Ebenda, S.73.

915 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.349.

916 Beschlussempfehlung und Bericht des Ausschusses fiir Verkehr und digitale Infra-
struktur (15. Ausschuss) v. 29.3.2017, BT-Drs. 18/11776, S. 10; Rosenberger, Die aufier-
vertragliche Haftung fiir automatisierte Fahrzeuge, 2022, S. 348.

917 Ensthaler/Gollrad, Rechtsgrundlagen des automatisierten Fahrens, 2019,
S.1311t,, 160 f.; Schmid/Wessels, NZV 2017, S. 357 (358 ff.); Wagner/Derer, RAW 2018,
S.33 (36ff).
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dann vorliegen, wenn das System {iberhaupt keine Daten aufzeichnet.’
Allerdings diirfte sich ein solcher Fehler nicht kausal auf einen Unfall
auswirken, da die Datenspeicherung vor allem fiir die Rechtsdurchsetzung
und die Evaluierung des automatisierten Fahrens erforderlich ist, nicht aber
unmittelbar die Sicherheit des Fahrzeugs erh6ht.

(bb) Fahrzeuge mit autonomen Fahrfunktionen

Auch Hersteller von Fahrzeugen mit autonomen Fahrfunktionen miissen
gesetzliche Anforderungen erfiillen, bei deren Nichteinhaltung ein Pro-
duktfehler vorliegen kann.

(1) Bewiltigung der Fahraufgabe und Erkennen der eigenen Systemgrenzen

Ein derartiges Fahrzeug muss gem. § 1d Abs.1 Nr.1 StVG in der Lage sein,
die Fahraufgabe, ohne eine fahrzeugfiithrende Person selbststindig in einem
festgelegten Betriebsbereich zu erfiillen. Diese Norm steht im Spannungs-
verhiltnis zu § le Abs. 2 S.1Nr. 3 und 7 StVG, wonach das Fahrzeug sich in
einen risikominimalen Zustand versetzen soll, wenn die Systemgrenzen er-
reicht sind oder eine Weiterfahrt nur unter Missachtung von Verkehrsvor-
schriften moglich erscheint. Insofern ist der Begriff der ,,Selbststandigkeit*
nur so weit zu verstehen, als die genannten Limitierungen nicht erreicht
werden. Dementsprechend liegt ein Produktfehler nicht schon deshalb
vor, weil nicht jede Fahrsituation selbststindig bewiltigt werden kann,
solange sich das Fahrzeug erfolgreich in den risikominimalen Zustand
versetzen kann. Gleichzeitig muss die Steuerungssoftware so robust sein,
dass sich das Fahrzeug nicht bei im Verkehr typischerweise zu erwartenden
Ereignissen in den risikominimalen Zustand versetzt. Da das Fahrzeug
fahrerlos gesteuert wird und durch das Uberfiihren in den risikominimalen
Zustand gleichzeitig eine neue Gefahr entsteht, kann gefordert werden,
dass typische Begleiterscheinungen des Straflenverkehrs und Anderungen
der Umgebungsbedingungen innerhalb des definierten Betriebsbereichs be-

918 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.349f.

919 Ein Sicherheitsgewinn ldsst sich jedoch durch die anschlieflende Datennutzung fiir
die Zukunft erzielen, Schmid/Wessels, NZV 2017, S. 357 (359).
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herrscht werden konnen.?* Nur bei vollig aulergewohnlichen Ereignissen
und Normkollisionen mit dem StrafSenverkehrsrecht ist das Versetzen in
den risikominimalen Zustand geboten bzw. rechtlich zwingend.

Damit sich die Software in einen risikominimalen Zustand versetzen
kann, muss sie in der Lage sein, das Verkehrsgeschehen wahrzunehmen
und entsprechend zu interpretieren. Jede fehlerhafte Rezeption des Ver-
kehrsgeschehens oder unzureichende Deutung der Situation ist Ausdruck
einer fehlerhaften Hardware oder Software.??!

(2) Festgelegter Betriebsbereich

Mafigeblich fiir die Reichweite der Sicherheitserwartungen ist vor allem
der ,festgelegte Betriebsbereich® gem. § 1d Abs. 2 StVG des Fahrzeugs. Hier-
bei handelt es sich um den 6rtlich und rdumlich bestimmten 6ffentlichen
Straflenraum, in dem ein Kraftfahrzeug mit autonomer Fahrfunktion bei
Vorliegen der Voraussetzungen gemifd § le Abs.1 StVG betrieben werden
darf. Damit riickt der festgelegte Betriebsbereich im Rahmen der Herstel-
lerhaftung in den Fokus. Uberraschenderweise wird der Betriebsbereich
vom Halter und vom Hersteller festgelegt. Sowohl der Betriebsbereich als
auch die Systemgrenzen werden vom Gesetzgeber nicht vorgegeben, um
technologieoffen auf die unterschiedlichen Fihigkeitsniveaus solcher Fahr-
zeuge eingehen zu konnen.?? Der Hersteller hat gem. § 1f Abs. 3 Nr. 4 StVG
eine Systembeschreibung vorzunehmen, aus der sich die Reichweite der
jeweiligen Funktionen des Fahrzeugs ergibt. Wie bei Fahrzeugen mit hoch-
und vollautomatisierten Fahrfunktionen darf die Systembeschreibung nicht
zur Haftungsfreizeichnung genutzt werden.?® Insofern muss auch der fest-
legbare Betriebsbereich so umrissen sein, dass unter gewohnlichen Um-
stinden die Fahraufgaben vollstindig selbststandig erfiillt werden kénnen.
Wird dies konstruktiv nicht sichergestellt, liegt ein Produktfehler vor. Auch

920 Dies umfasst etwa gewdhnliche Anderungen der Wetterlage, vgl. Steege, Automati-
sierte Rechtsanwendung und ihre Grenzen, 2022, S. 110 f.

921 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 68 f.; Hinze, Haftungsri-
siken des automatisierten und autonomen Fahrens, 2021, S. 127 ff.; Rosenberger, Die
auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022, S. 338f.

922 Gesetzesentwurf der Bundesregierung, Entwurf eines Gesetzes zur Anderung des
Straflenverkehrsgesetzes und des Pflichtversicherungsgesetzes — Gesetz zum auto-
nomen Fahren v. 9.3.21, BT-Drs. 19/27439, S. 20.

923 Vgl.3. Teil: D. V. 2. a.
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eine Systembeschreibung, welche missverstindlich formuliert ist oder den
Betriebsbereich unzuldssig einschrénkt, ist fehlerhaft.%24

(3) Kommunikation mit der Technischen Aufsicht

Neben den Anforderungen an die Fahraufgabe und dem Erkennen der
eigenen Systemgrenzen spielt die Kommunikation mit der Technischen
Aufsicht eine wesentliche Rolle fiir die Fahrzeugsicherheit. Fahrzeuge mit
autonomen Fahrfunktionen miissen in der Lage sein, zu erkennen, wann
eine Kommunikation mit der Technischen Aufsicht notwendig ist (§le
Abs.2 S.1Nr. 4 und 6 StVG). Zudem muss die Kommunikation so gestaltet
sein, dass der Technischen Aufsicht das Erfordernis der Freischaltung ei-
nes alternativen Fahrmandvers, der Deaktivierung mit ausreichender Zeit-
reserve sowie Signale zum eigenen Funktionsstatus optisch, akustisch oder
sonst wahrnehmbar angezeigt wird (§le Abs.2 S.1 Nr. 9 StVG). Obwohl
die Technische Aufsicht berechtigt ist, Fahrmandéver freizugeben, muss die
Steuerungssoftware diese trotzdem noch einmal dahingehend {iberpriifen,
ob das vorgeschlagene Fahrmandéver andere Verkehrsteilnehmer oder unbe-
teiligte Dritte gefdhrden wiirde (§ le Abs.2 S.1 Nr. 5 StVG). Hierdurch wird
deutlich, dass das Haftungsrisiko bei der Durchfiihrung von Fahrman&vern
nicht allein auf den Halter und die von ihm eingesetzte Technische Auf-
sicht verlagert werden soll. Der Hersteller trigt Verantwortung dafiir, dass
eine Gefdhrdung des StrafSenverkehrs vermieden wird. Da die Technische
Aufsicht nur virtuell auf die Daten des Fahrzeugs zugreifen kann, aber
nicht — wie ein Fahrzeugfiihrer, das Verkehrsgeschehen mit eigenen Augen
beobachten kann, erscheint es sinnvoll, dass die Software in letzter Instanz
»entscheiden® muss, ob ein Fahrmanéver durchgefiithrt wird, auch wenn
es zuvor von einem Menschen freigegeben wurde. Der Gesetzgeber fordert
also ein System, bei dem letztlich die Steuerungssoftware priift, ob ein Fahr-
mandver sicher erscheint. Unterliegt die Software in derartigen Szenarien
Wahrnehmungs- oder Interpretationsfehlern, liegt ein haftungsbegriinden-
der Produktfehler vor.

924 Rosenberger, Die aufervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.338f.
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(4) Deaktivierbarkeit

Daneben miissen Fahrzeuge mit autonomen Fahrfunktionen jederzeit
durch die Technische Aufsicht oder die Fahrzeuginsassen deaktivierbar sein
(§le Abs. 2 Nr. 8 StVG). Erforderlich ist ebenfalls, dass das Fahrzeug tiber
eine technische Ausriistung verfiigt, die in der Lage ist, ausreichend stabile
und vor unautorisierten Eingriffen geschiitzte Funkverbindungen, insbe-
sondere zur Technischen Aufsicht, sicherzustellen und das Kraftfahrzeug
selbststindig in einen risikominimalen Zustand zu versetzen, wenn diese
Funkverbindung abbricht oder darauf unerlaubt zugegriffen wird (§le
Abs. 2 Nr. 10 StVG).%?> Damit gehen jegliche Fehler bei der Kommunikation
mit der Technischen Aufsicht zu Lasten des Herstellers. Es muss sowohl
die Sicherheit und Stabilitdit der Funkverbindung gewihrleistet sein, als
auch bei Ausfall des Kommunikationssystems der risikominimale Zustand
erreicht werden konnen.

(5) Ausreichende Funkverbindung

Zudem muss der Hersteller nachweisen, dass eine fiir das autonome Fahren
ausreichend sichere Funkverbindung besteht (§1f Abs.3 Nr.3 StVG).%2
Laut Gesetzesbegriindung bedeutet ,ausreichend sicher®, ,dass im Sinne
einer Redundanz das Kraftfahrzeug mit autonomer Fahrfunktion beim
Ausfall einer Funkverbindung eine Verbindung, etwa zur Technischen Auf-
sicht weiterhin bestehen bleibt.“°?” Ein Abbruch der allgemeinen Funkver-
bindung darf also nicht dazu fithren, dass der Kontakt zur Technischen
Aufsicht vollstindig abbricht. Der Hersteller muss im Notfall also eine

weitere Funkverbindung aufrechterhalten konnen.

(6) Weitere Herstellerpflichten aus dem Straflenverkehrsgesetz

In §1f Abs. 3 StVG sind weitere spezifische Herstellerpflichten aufgefiihrt.
So hat der Hersteller iiber den gesamten Entwicklungs- und Betriebszeit-

925 Zur Cybersicherheit im Speziellen, vgl. 3. Teil: D. V. 4. e.

926 Zu dem speziellen Problem von Kommunikationsfehlern, s.a. 3. Teil: D. V. 4. d. (aa).

927 Gesetzesentwurf der Bundesregierung, Entwurf eines Gesetzes zur Anderung des
Straflenverkehrsgesetzes und des Pflichtversicherungsgesetzes — Gesetz zum auto-
nomen Fahren v. 9.3.21, BT-Drs. 19/27439, S. 23.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

raum des Kraftfahrzeugs gegeniiber dem Kraftfahrt-Bundesamt und der
zustdndigen Behorde nachzuweisen, dass die elektronische und elektrische
Architektur des Kraftfahrzeugs und die mit dem Kraftfahrzeug in Verbin-
dung stehende elektronische und elektrische Architektur vor Angriffen
gesichert ist (§ 1f Abs. 3 Nr. 1 StVG). Hierbei handelt es sich um eine gesetz-
liche Produktbeobachtungspflicht, die nach geltendem ProdHaftG keine
haftungsrechtlichen Konsequenzen haben kann, da die Pflichten des Her-
stellers mit dem Inverkehrbringen enden.®28 Ahnlich verhilt es sich mit der
Pflicht zur fortwihrenden Uberwachung der Sicherheitsarchitektur nach
§ 1f Abs. 3 Nr. 6 StVG. Derartige Sorgfaltspflichten nach dem Inverkehrbrin-
gen konnen de lege lata allein im Rahmen der Produzentenhaftung nach
§ 823 Abs. 1 BGB eine Rolle spielen.®?

Daneben besteht die Pflicht zur Durchfithrung einer Risikobeurteilung
und der daraus folgenden Gefahrenabwehr nach §1f Abs.3 Nr.2 StVG.
Diese Pflicht besteht zwar gegeniiber der zustindigen Behorde, jedoch
kann berechtigterweise erwartet werden, dass die Risikobeurteilung auch
zum Schutz der Allgemeinheit durchgefithrt wird. Ein Verstof3 gegen diese
Pflicht diirfte allerdings regelméfiig keinen kausalen Schaden verursachen.
Die Risikobeurteilung dient dem Erkennen von Risiken, sie verhindert
jedoch nicht deren Ursachen.

b. Sicherheitserwartungen an die funktionale Sicherheit

Besondere Bedeutung kommt dem Sicherheitsmafistab zu, der fiir selbst-
fahrende Fahrzeuge im Straflenverkehr gelten soll. Eine Unterschreitung
des Sicherheitsniveaus der Fahrzeugsteuerung stellt einen Konstruktions-
fehler dar.”3® Der Maf3stab richtet sich also grundsitzlich danach aus, ob
die Konzeption der Steuerungssoftware nicht die berechtigten Sicherheits-
erwartungen erfiillen kann. Entscheidend ist, dass die Funktionsfihigkeit
insgesamt hinter dem zuriickbleibt, was die Allgemeinheit berechtigterwei-
se erwarten kann. Diese Sicherheitserwartung kann an anhand verschiede-
ner Umstinde beurteilt werden. Ahnlich wie bei der Priifung der konkreten

928 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch,
§48 Rn. 8.

929 Hierzu ausfiihrlich in 3. Teil: E.

930 Wagner, AcP 2017, S. 707 (731).
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Betriebsgefahr selbstfahrender Fahrzeuge®*! ergibt sich der Sicherheitsmaf3-
stab nicht allein aus den rechtlichen Vorgaben, sondern muss im Einzelfall
aus einem Biindel von Umstinden ermittelt werden. Es miissen also Kri-
terien gefunden werden, die fiir die Bestimmung herangezogen werden
kénnen.

(aa) Gesetzliche Konstruktionsvorgaben und Normierungen

Die bereits verabschiedeten Gesetzesdnderungen zum automatisierten und
autonomen Fahren sowie die Autonome-Fahrzeuge-Genehmigungs-und-
Betriebs-Verordnung (AFGBV) geben Hinweise darauf, welche Anforde-
rungen der Gesetzgeber zumindest an automatisierte Fahrzeuge stellt.®>
Nach §1la Abs.2 Nr.2 und §le Abs.2 Nr.2 StVG miissen Fahrzeuge mit
hoch- bzw. vollautomatisierten sowie autonomen Fahrfunktionen den ,an
die Fahrzeugfithrung gerichteten Verkehrsvorschriften entsprechen. Fahr-
zeuge mit autonomen Fahrfunktionen miissen dies zudem selbststindig
kénnen und zusitzlich dber ein System der Unfallvermeidung verfiigen,
welches auf Schadensvermeidung und Schadensreduzierung angelegt ist
und in Dilemma-Situationen eine Art Abwéigungsentscheidung treffen kon-
nen soll.?** Damit werden selbstfahrende Fahrzeuge zwar nicht explizit zu
Adressaten der StVO, der Gesetzgeber erwartet aber, dass das Steuerungs-
system zumindest in der Lage ist, die an menschliche Fahrer gerichteten
Verhaltensvorschriften inhaltsgleich umzusetzen. Jedoch ist mit diesem
pauschalen Verweis auf die Regelungen der StVO keineswegs gekldrt, in
welcher Weise die Verkehrsvorschriften umgesetzt werden. So bleibt unklar,
wie beispielsweise das Riicksichtnahmegebot oder der Vertrauensgrund-
satz von einem selbstfahrenden Fahrzeug normgerecht umgesetzt werden
soll.”** Etwas mehr Detailtiefe steckt in der AFGBYV, in deren Anlage zu-
mindest fiir Testverfahren klar definiert ist, wann etwa ein Fahrzeug mit
autonomen Fahrfunktionen die Spur wechseln oder in eine Kreuzung ein-
biegen darf.?* Trotz dieser Unschérfen konnen die Konstruktionsvorgaben

931 3. Teil: A.IV. 3.

932 Anl. 1, Teil 2 der AFGBYV, Verordnung zur Regelung des Betriebs von Kraftfahrzeu-
gen mit automatisierter und autonomer Fahrfunktion und zur Anderung straflen-
verkehrsrechtlicher Vorschriften, v. 24.6.2022, BGBI I, S. 986 (1000 {f.).

933 Hierzu 3. Teil: D. V. 4. c.

934 Hierzu auch 3. Teil: A. IV. 3. c. (bb).

935 Anl. I Nr. 1.3 lit. d der AFGBV.
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des Gesetz- und Verordnungsgebers zur Definition der zu erwartenden
Basissicherheit herangezogen werden. Unterschreitet der Hersteller die zu-
lassungsrechtlichen Mindeststandards, fiihrt dies zwangslaufig zur Fehler-
haftigkeit des Fahrzeugs.?3

Gleichwohl sind derartige 6ffentlich-rechtliche Regelungen, wie sie das
StVG formuliert, im Rahmen der Fehlerbestimmung nach § 3 ProdHaftG
nur als einer von mehreren Umstidnden heranzuziehen. Insofern kann das
Einhalten der gesetzlichen Konstruktionsvorgaben nur den absoluten Min-
deststandard definieren, der von selbstfahrenden Fahrzeugen erwartet wer-
den kann.”¥” Bei der Frage, ob bspw. eine Bremsreaktion von 0,8 Sekunden
noch als angemessen angesehen werden kann, hilft der Verweis im StVG al-
lerdings nicht weiter. Hier bedarf es weiterer Kriterien, um die qualitativen
Anforderungen an das autonome Fahren zu definieren.®

Neben den gesetzlichen Normen existieren noch eine Reihe weiterer
Regelwerke, die von den Herstellern zu beachten sind, um die berechtigten
Sicherheitserwartungen zu erfiillen. Zu nennen ist hier insbesondere die
ISO/TR 4808 aus dem Jahr 2020 fiir automatisierte Fahrzeuge, welche auch
Festlegungen zur funktionalen Sicherheit trifft.>*® Jedoch geht auch aus
diesen Normen nicht hervor, welches Sicherheitsniveau im Einzelfall von
selbstfahrenden Fahrzeugen zu fordern ist.

(bb) Pflichtwidrigkeitstheorie

Zum Teil wird der weitgehende Ansatz vertreten, dass jeder Unfall mit
Beteiligung eines selbstfahrenden Fahrzeugs einen Produktfehler darstellt.
Nach dieser von Zech vertretenen Pflichtwidrigkeitstheorie, ist das Inver-
kehrbringen eines selbstfahrenden Fahrzeugs wegen der Unvorhersehbar-
keit seines Verhaltens per se als fehlerhaft zu qualifizieren. Die Autonomie
des Fahrzeugs stelle einen ,,Konstruktionsfehler de lege lata® dar.940

Dieser Ansicht kann aus verschiedenen Griinden nicht gefolgt werden.
So wie Tiere, die ebenfalls als Produkte angesehen werden,’*! nicht generell

936 Bodungen, SVR 2022, S.1(4); Ehring, MDR 2020, S. 1156 (1161).

937 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 3 Prod-
HaftG Rn. 65.

938 Hierzu 3. Teil: D. V. 4. b.

939 Leonhardt, in: Chibanguza/Kuf3/Steege, Kiinstliche Intelligenz, 2022, § 3 A. Rn. 48.

940 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (1921.).

941 Oechsler, in: Staudinger BGB, § 2 ProdHaftG Rn. 71.
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als fehlerhaft angesehen werden, weil ihr Verhalten unvorhersehbar ist,
kann dies auch nicht pauschal fiir autonome Systeme gelten.”*? Ein solches
Verstandnis verkennt, dass absolute Sicherheit von keinem Produkt erwar-
tet werden kann und sich der Sicherheitsmafistab an den vom Hersteller
unter Beriicksichtigung eines angemessenen Kosten-Nutzen-Verhiltnisses
zu treffenden Sicherheitsvorkehrungen orientieren muss.**3 Nur weil das
Verhalten selbstfahrender Fahrzeuge im Einzelfall schwer vorhersehbar ist,
handelt eine Fahrzeugsoftware nicht generell fehlerhaft.

Allerdings erkennt auch Zech an, dass der Gesetzgeber die Rechtswid-
rigkeit aufheben koénne, indem er selbstfahrende Fahrzeuge fiir zuldssig
erklart.** Insofern gilt dieser Einwand fiir automatisierte Fahrzeuge nicht.
Wegen der staatlichen Schutzpflichten sei ein Gesetz zur Zulassung autono-
mer Fahrzeuge laut Zech verfassungsrechtlich kaum auf den Weg zu brin-
gen.®*> Ob dieser Auffassung zu folgen ist, kann hier dahinstehen. Schlie3-
lich kann ein Hersteller auch dann fiir fehlerhafte Produkte haftbar sein,
wenn Offentlich-rechtliche Vorschriften bei Inverkehrbringen eingehalten
wurden.*¢ Insgesamt kann aber nicht davon ausgegangen werden, dass das
Inverkehrbringen eines selbstfahrenden Fahrzeugs per se rechtswidrig ist.”4”

(cc) Anthropozentrischer Ansatz

Ein Ansatz zur Definition eines Sicherheitsstandards fiir selbstfahrende
Fahrzeuge ist die Orientierung an den durchschnittlichen Fahrfahigkeiten
des Menschen.”*® Nach diesen anthropozentrischen®® oder anthro-paral-
lelen®*® Ansitzen liegt Fehlerfreiheit dann vor, wenn das Fahrzeug wie

942 AA Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S. 163 (192).

943 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (16).

944 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (193).

945 Ebenda.

946 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, § 3 Prod-
HaftG Rn. 65.

947 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (16).

948 Vgl. zu dieser im Rahmen der Betriebsgefahr selbstfahrender Fahrzeuge parallel
gefiihrten Diskussion auch 3. Teil: A. IV. 3.

949 V.a. Wagner, AcP 2017, S.707 (733); vgl. a. Kreutz, in: Oppermann/Stender-Vor-
wachs, Autonomes Fahren, 2020, Kap. 3.1.2 Rn. 9 ff.

950 Hacker, RW 2018, S. 243 (259).
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ein Durchschnittsfahrer®! oder gar Idealfahrer®? in der Unfallsituation
agiert und reagiert. Die Ankniipfung am menschlichen Verhalten liegt na-
he. Schliefilich ersetzt das Softwaresystem den menschlichen Fahrer bei
der Fahrzeugsteuerung. Insofern ist es zundchst folgerichtig, die Software
an den Fihigkeiten des Menschen zu messen. Gleichzeitig wird mit der
Einfithrung selbstfahrender Fahrzeuge auch ein Sicherheitsgewinn fiir den
StrafSenverkehr angestrebt. Selbstfahrende Fahrzeuge sollen weniger Unfil-
le verursachen als menschliche Fahrer.>® Vor diesem Hintergrund besteht
die allgemeine Sicherheitserwartung darin, dass die Fahigkeiten sogar {iber
denen eines Durchschnittsfahrers liegen. Hierauf weist auch Gomille®>* hin,
der das menschliche Durchschnittsverhalten als Untergrenze des Erwartba-
ren bezeichnet.”>> Andere Autoren gehen noch einen Schritt weiter und
wollen die Sorgfalt eines Idealfahrers, wie er im Rahmen der §17 Abs.2
und 3 StVG anerkannt ist, zum Maf$stab machen.?>¢

Ein Ruckgriff auf den menschlichen Fahrer reicht jedoch zur Bestim-
mung der Sicherheitserwartungen im Produkthaftungsrecht allein nicht
aus. Hier kann auf die Ausfithrungen im Rahmen der Halterhaftung ver-
wiesen werden.®” Die menschlichen Fahrkiinste konnen allenfalls die Ba-
sissicherheit fiir selbstfahrende Fahrzeuge definieren. Diese wird sich im
Laufe der Zeit jedoch deutlich erh6hen miissen. Unter der Annahme, dass
die Hersteller selbstfahrender Fahrzeuge zukiinftig in der Lage sein werden,
ohne groflen Kostenaufwand Reaktionszeiten der Steuerungssysteme von
standardmiflig 0,3 Sekunden anzubieten, wire es abwegig anzunehmen,
dass der menschliche Durchschnitt von ca. einer Sekunde als Referenz-
wert heranzuziehen ist.”>® Insofern ist Gomille zuzustimmen, dass man

951 Borges, CR 2016, S.272 (2751.); Gomille, JZ 2016, S.76 (77); Bodungen/Hoffmann,
NZV 2016, S. 503 (504).

952 Freise, VersR 2019, S. 65 (70); Steege, NZV 2019, S. 459 (466).

953 Bundesministerium fiir Verkehr und digitale Infrastruktur, Strategie automatisiertes
und vernetztes Fahren, 2015, S. 9 f.

954 Gomille, JZ 2016, S.76 (77); s.a. Schrader, DAR 2016, S. 242 (246); Bodungen/Hoff-
mann, NZV 2016, S. 503 (505); Wagner/Goeble, ZD 2017, S. 263 (266); Hey, Haftung
des Herstellers autonomer Fahrzeuge, 2019, S. 49.

955 Auch Wagner/Goeble, ZD 2017, S.263 (266); Hey, Haftung des Herstellers autono-
mer Fahrzeuge, 2019, S. 49.

956 Freise, VersR 2019, S. 65 (70); Steege, NZV 2019, S. 459 (466).

957 Vgl. 3. Teil: A. IV. 3. c. (aa) (2).

958 0,3 Sekunden waren bereits bei der DARPA Challenge im Jahr 2007 méglich, Mon-
temerlo u. a. (2008) 25 Journal of Field Robotics 569, 573; wihrend menschliche
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sich mit weniger kaum begniigen kann,”>® wohl aber mit mehr. Pauschal
auf den Idealfahrer zuriickzugreifen wird der Spezifitit selbstfahrender
Fahrzeuge allerdings ebenfalls nicht gerecht. Schon jetzt sind Softwaresys-
teme wesentlich reaktionsschneller und praziser als menschliche Fahrer,
scheitern jedoch an einfachsten Interpretationsaufgaben. Wahrend es also
einem menschlichen Fahrer keine Probleme bereitet, ein iiber die Fahrbahn
fliegende Plastiktiite von einem geféhrlichen Hindernis zu unterscheiden,
kann dies fiir ein selbstfahrendes Fahrzeug ein schwer zu l6sendes Klas-
sifizierungsproblem bedeuten.®®® Dies bedeutet jedoch nicht, dass solche
Fehlinterpretationen toleriert werden sollten. Es ist nur zu erwarten, dass
ein selbstfahrendes Fahrzeug vor einer Plastiktiite eher bremst oder sie
umfahrt, als sie zu uberfahren, da der Software schlicht das umfassende
Wissen fehlt, was eine Plastiktiite von anderen Hindernissen unterscheidet.
Ein solches Verhalten ist auf einer Landstraf3e sicherlich nicht optimal, da
der Idealfahrer aufgrund seiner Erfahrung in der Lage wére, Harmloses von
Gefdhrlichem zu unterscheiden. Aber das Verhalten des selbstfahrenden
Fahrzeugs ist deshalb noch nicht verkehrswidrig, da es auch einem Durch-
schnittsfahrer passieren kann, dass er abbremst, wenn er nicht schnell ge-
nug erkennt, ob es sich um ein harmloses Hindernis oder um ein Kleinkind
handelt. Wird also durch ein solches Bremsmandver eines selbstfahrenden
Fahrzeugs der riickwirtige Verkehr gefihrdet, so kann darin jedenfalls
dann kein Produktfehler gesehen werden, wenn die Bremsung unter Wiir-
digung der Gesamtumstande zwar nicht ideal, aber nachvollziehbar ist.
Letztlich scheitert eine direkte Anwendung des anthropozentrischen
Maf3stabs im Produkthaftungsrecht jedoch auch an den bereits erlduterten
Argumenten im Rahmen der Betriebsgefahrhaftung nach § 7 Abs. 1 StVG.%%!
Die Anforderungen an das menschlich Fahrvermdgen richten sich nach
den konkreten Umstinden. Je weniger ein Mensch mit einem Ereignis
in einer bestimmten Situation rechnen muss, desto niedriger sind die
Anforderungen an die Qualitdt seiner Reaktion.”®> Wihrend von einem
Menschen nicht erwartet werden kann, dass er in jeder Fahrsituation

Fahrer bei etwa 0,9 Sekunden liegen Hef, in: Burmann/Hef}/Hithnermann/Jahnke,
Straflenverkehrsrecht, § 1 StVO Rn. 53-59.

959 Gomille, ]Z 2016, S. 76 (77).

960 Nikitas/Njoya/Dani (2019) 19 International Journal of Automotive Technology and
Management 10, 15.

961 vgl. auch Schwartz, InTeR 2021, S.77 (81f.); Schwartz, in: Taeger, Den Wandel
begleiten, 2020, S. 669 (678 ff.).

962 Vgl. 3. Teil: A. IV. 3. c. (aa) (2).
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mit einem auf die Fahrbahn tretenden Passanten rechnet, ist es gerade
der Vorteil einer rationalen Maschine, dass sie in ihrer Aufmerksamkeit
nicht nachldsst und einfache Aufgaben mit der gleichen Prézision ausfiihrt
wie hochkomplexe Fahrmandver. Wahrend bei menschlichem Verhalten
im Straflenverkehr auch Entscheidungen nach Daumenregel hinnehmbar
sind, wird von einem selbstfahrenden Fahrzeug erwartet, alle verfiigbaren
Daten auszuwerten und einzubeziehen und im Zweifelsfall einmal mehr
zu bremsen als einmal zu wenig. Der anthropozentrische Maf3stab kann
also allenfalls Anhaltspunkte fiir die berechtigten Sicherheitserwartungen
an selbstfahrende Fahrzeuge liefern.

(dd) Marktvergleichender Ansatz

Insofern erscheint ein marktvergleichender Ansatz nicht fernliegend. Es
konnte auf einen durchschnittlichen Referenzalgorithmus abgestellt wer-
den.”®3 Maf3stab fiir den Produktfehler konnte sein, ob sich das Steuerungs-
system in der konkreten Unfallsituation so verhalten hat wie ein durch-
schnittliches anderes Steuerungssystem, das zu einem dhnlichen Zeitpunkt
in Verkehr gebracht wurde.

Dagegen ist es nicht méglich, das am besten funktionierende Steuerungs-
system als Referenz heranzuziehen. Wie Wagner zutreffend ausfiihrt, wiirde
dies zur Immunitét des jeweiligen Marktfiihrers fithren, wihrend die ande-
ren Hersteller automatisch haften wiirden, wenn dessen Standards nicht
erreicht werden.”®* Jedoch kann auch das Durchschnittsfahrzeug allenfalls
ein Indikator fiir berechtigte Sicherheitserwartungen sein. So kénnte z.B.
die zu erwartende Basissicherheit eines Steuerungssystems anhand des
Marktdurchschnitts beurteilt werden. Wenn der Durchschnitt der gleich-
zeitig in Verkehr gebrachten Steuerungssysteme in der Lage ist, innerhalb
von 0,5 Sekunden zu reagieren, wiirde ein Fahrzeug, das erst nach 0,8
Sekunden reagiert, die geforderte Basissicherheit nicht erreichen, obwohl
die Reaktionszeit sogar besser ist als die eines durchschnittlichen menschli-
chen Fahrers, dem eine Reaktionszeit von etwa einer Sekunde zugestanden

963 In anderer Weise angedacht von Wagner, AcP 2017, S.707 (736 f.); vgl. auch Beierle,
Produkthaftung im Zeitalter des IoT, 2021, S. 243 ff.
964 Wagner, AcP 2017, S.707 (737).
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wird.”®® In diesem Fall lage die Basissicherheit also tiber dem anthropozen-
trischen Maf3stab.

Dariiber hinaus richtet sich der Fehlerbegrift jedoch nicht allein nach
der Qualitdt der am Markt agierenden Hersteller, sondern nach den Um-
stinden, welche den Fehlerbegriff individuell pragen. Der alleinige Riick-
griff auf das technische Durchschnittsfahrzeug lasst aufler Acht, dass der
Fehlerbegriff anhand der konkreten Umstinde des Einzelfalls zu ermitteln
ist. So kénnen die Anforderungen an die Sicherheit der Fahrgiste bei einem
selbstfahrenden Taxi, bei dem der Nutzer nicht mit der Technik und den
Besonderheiten selbstfahrender Fahrzeuge vertraut sein muss, andere sein
als bei einem Fahrzeug, das zum privaten Gebrauch in Verkehr gebracht
wird. Gleiches gilt fiir den Vergleich von Fahrzeugen der Luxusklasse mit
Kleinwagen. Wirbt ein Hersteller mit der besten Fahrsicherheit auf dem
Markt, muss er sich im Falle eines Unfalls haftungsrechtlich anders behan-
deln lassen als ein Hersteller, der bei der Vermarktung etwas zuriickhalten-
der war.

Der Marktvergleich ist bei der Beurteilung des Fehlerbegriffs zwar her-
anzuziehen, dieses Kriterium steht jedoch nicht fiir sich allein und ist unter
Beriicksichtigung aller Umstinde des Einzelfalls zu wiirdigen.

(ee) Systembezogener Sorgfaltsmafistab

Um der Dynamik des Fehlerbegriffs gerecht zu werden, schlagt Wagner
einen systembezogenen Sorgfaltsmaf3stab vor.”®® Wagner versucht die An-
thropozentrik zu iberwinden, indem er nicht mehr auf die Fehlerhaftigkeit
des einzelnen Fahrzeugs, sondern auf die Qualitit des Algorithmus abstellt,
mit dem alle Fahrzeuge des Herstellers gesteuert werden. Dieser soll darauf-
hin untersucht werden, ob er fiir die gesamte Fahrzeugflotte des Herstellers
einen bestimmten Grenzwert an Unfillen pro gefahrenem Kilometer nicht
tiberschreitet. Lage dieser Wert beispielsweise bei fiinf Unfiéllen pro eine
Million gefahrener Kilometer, kime eine Haftung erst dann in Betracht,
wenn dieser Wert iiber die gesamte Fahrzeugflotte hinweg iiberschritten
wird.?¢” Damit soll dem Systemcharakter selbstfahrender Fahrzeuge Rech-
nung getragen werden. Da laut Wagner die Daten aller Fahrzeuge zu einer

965 Hefs, in: Burmann/Hef/Hithnermann/Jahnke, Straflenverkehrsrecht, §1 StVO
Rn. 55/56.

966 Wagner, AcP 2017, S. 707 (735 ff.).

967 Wagner, AcP 2017, S. 707 (738).
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Verdnderung des selbstlernenden Algorithmus fiihren, sei nicht mehr auf
die Fehlerhaftigkeit des konkreten Fahrzeugs abzustellen, sondern auf die
Fehlerhaftigkeit des fiir alle Fahrzeuge identischen Algorithmus.

Ein derartiger Ansatz begegnet jedoch dogmatischen Bedenken. Nach
§1 Abs.1 S 1 ProdHaftG ist entscheidend, dass ,durch den Fehler eines
Produkts® ein Schaden verursacht wird. Aus Sicht der Verkehrsanschauung
kann dieses eine Produkt bei einem in Verkehr gebrachten selbstfahrenden
Fahrzeug nur das einzelne Fahrzeug sein. Nach Wagner wiirden jedoch alle
mit demselben Algorithmus gesteuerten Fahrzeuge produkthaftungsrecht-
lich zu einem Produkt verschmelzen. Dem steht jedoch entgegen, dass
der Verbraucher nicht den Steuerungsalgorithmus in seiner Gesamtheit
erwirbt, sondern das konkrete Fahrzeug, das mittels einer vom Herstel-
ler kontrollierten Software gesteuert wird. Dem Geschédigten ist es auch
gleichgiiltig, ob der ihn schiddigende Unfall erst der vierte Unfall auf eine
Million Kilometer wire oder bereits der sechste. Laut Wagner miisste der
Hersteller jedoch nur fiir den sechsten, nicht aber fiir den vierten einstehen.
Da dies aus Sicht des Geschadigten allein vom Zufall abhinge, widerspra-
che eine solche Annahme dem Grundsatz, dass sich die Ersatzfahigkeit ei-
nes Schadensereignisses nur nach dem konkreten Einzelfall und nicht nach
der statistischen Erwartung von Schiden richtet. Schliellich wiirde man
auch bei einem automatischen Bremssystem annehmen, dass dann, wenn
eine Charge dieses Produkts fehlerhaft ist, die Haftung ausgeschlossen ist,
wenn die tibrigen im Verkehr befindlichen Bremssysteme mehr Unfille
verhindern, als die fehlerhafte Charge an Unfillen verursacht hat. Ein sol-
ches Verstindnis mag zwar 6konomisch sinnvoll erscheinen, wird jedoch
den Priamissen des Haftungsrechts nicht gerecht. Denn der Anspruch des
individuell Geschddigten auf Schadensersatz wiirde ausgehohlt, wenn er
nur deshalb keinen Anspruch geltend machen kénnte, weil der Hersteller
den Grenzwert von Unfillen pro gefahrenem Kilometer noch nicht erreicht
hat.%¢8

Wagner geht zudem von bislang nicht absehbaren technischen Voraus-
setzungen selbstfahrender Fahrzeuge aus. Er legt zu Grunde, dass sich
der Algorithmus durch das kontinuierliche Sammeln von Trainingsdaten
wiahrend der Fahrten aller Fahrzeuge in Echtzeit weiterentwickelt.?®® Ob
sich dies in Zukunft bewahrheiten wird, ist noch ungewiss. Es bestehen

968 Kritisch auch Kreutz, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 3.1.2 Rn. 12.
969 Wagner, AcP 2017, S. 707 (737).
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erhebliche Gefahrenpotenziale bei Systemen, die sich wahrend des Betriebs
verdndern, da die Absicherung sichereren Verhaltens schwer maglich ist.%70
Dass sich die Steuerungssoftware einer gesamten Fahrzeugflotte in Echtzeit
verdndert, ist deshalb auch nicht zu erwarten.”! Dies vorausgesetzt, besteht
ohnehin geringes Bediirfnis fiir einen systembezogenen Sorgfaltsmaf3stab.
Die Steuerungssoftware konnte zum jeweiligen Updatestand im konkreten
Fahrzeug auf ihre Fehlerhaftigkeit untersucht werden. In diesem Fall wire
die gesamte Fahrzeugflotte kein vollstindig miteinander vernetztes System,
sondern eine Vielzahl von Einzelprodukten, die iiber die gleiche Steue-
rungssoftware verfiigen und zum Zwecke der Softwareoptimierung Daten
an den Hersteller iibermitteln. Dies wire aber zunéchst kein Unterschied zu
anderen Softwareprodukten, die mithilfe von Nutzerdaten stetig verbessert
werden.

(ff) Erkennen der eigenen Systemgrenzen

Die Diskussion um die Sicherheit selbstfahrender Fahrzeuge dreht sich
vor allem um die Frage, welche Fihigkeiten die Steuerungssoftware haben
muss, um sicher am Straflenverkehr teilnehmen zu konnen. Weit weniger
Beachtung erhilt der Umstand, dass selbstfahrende Fahrzeuge - auch sol-
che der Stufe 5 - immanente Systemgrenzen haben werden, bei deren
Erreichen eine sichere Weiterfahrt nicht mehr moglich erscheint.”’? Fiir
Fahrzeuge mit autonomen Fahrfunktionen ist dies in §le Abs.2 Nr.7
StVG explizit geregelt, aber auch fiir vollstaindig autonome Fahrzeuge muss
gelten, dass die Steuerung gegen unvorhersehbare, vom System nicht zu
beherrschbare Fahrsituationen abgesichert sein muss. Dies bedeutet im
Einzelnen, dass sie in der Lage sein miissen, die eigenen funktionellen
Grenzen zu erkennen und hieraus die richtigen Schliisse zu ziehen. Wann
eine ,,Systemgrenze® erreicht ist, lasst auch der Gesetzgeber bewusst offen,

970 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (476 ft.).

971 Vgl. 2. Teil: B. TI.

972 Zwar impliziert das Erreichen der Stufe 5, dass jede Verkehrssituation gemeistert
werden kann, allerdings unterliegt jedes System - wie auch der menschliche Fahr-
zeugfithrer — Grenzen, bei denen die gefahrlose Funktionsfahigkeit nicht mehr
gewihrleistet werden kann.
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da dies nicht pauschal festgelegt werden kann und auch von der jeweiligen
Leistungsfahigkeit des Fahrzeugs abhéngt.?”3

In Anlage 1, Teil 1 Nr.5 der AFGBV werden dem Hersteller aus die-
sem Grund Selbstiiberwachungspflichten auferlegt. Dort heifit es: ,Die
zur Wahrnehmung der Fahraufgabe notige technische Ausriistung muss
vom Kraftfahrzeug mit autonomer Fahrfunktion selbststindig dauerhaft
auf ihre Funktionalitit hin {iberwacht werden. Die Uberwachung ist so
auszufiihren, dass eine Beeintrdchtigung der technischen Ausriistung, die
zur sicheren Teilnahme des Kraftfahrzeugs mit autonomer Fahrfunktion
am Straflenverkehr notig ist, in den risikominimalen Zustand fithrt 7

Die Systemgrenzen kénnen z.B. erreicht sein, wenn ein Fahrzeug bei
widrigen Witterungsverhiltnissen, wie etwa starkem Schneefall, nicht mehr
sicher am Verkehr teilnehmen kann. In einem solchen Fall ware zu fordern,
dass das Fahrzeug bereits vor Eintritt einer Gefahrensituation vorausschau-
end erkennen kann, ob durch eine Weiterfahrt die Systemgrenze erreicht
werden konnte, und entsprechend abwigt. Sollte das Fahrzeug dann einen
Unfall verursachen, der nach dem Stand von Wissenschaft und Technik
nicht vermeidbar ist, weil etwa kein selbstfahrendes Fahrzeug auf dem
Markt bei dichtem Schneefall angemessen auf plétzliche Situationen reagie-
ren kann, so lage ein Produktfehler darin, dass die eigenen Systemgrenzen
nicht erkannt wurden und die Weiterfahrt nicht abgebrochen wurde.

(gg) Grenzen der berechtigten Sicherheitserwartungen

Auch bei selbstfahrenden Fahrzeugen sind dem Fehlerbegriff Grenzen ge-
setzt. Zwar ist es erkldrtes Ziel, durch die Einfithrung des autonomen
Fahrens der sog. Vision Zero, also einem Straflenverkehr ohne Verkehrstote,
naher zu kommen,”” gleichwohl werden auch selbstfahrende Fahrzeuge
nicht jeden Unfall vermeiden konnen. Wie bereits erldutert, bewegt sich der
produkthaftungsrechtliche Fehlerbegriff zwischen den Grenzen einer min-

973 Begriindung des Gesetzesentwurfs der Bundesregierung zur Anderung des Straflen-
verkehrsgesetzes und des Pflichtversicherungsgesetzes - Gesetz zum autonomen
Fahren (Bearbeitungsstand: 8.2.2021), S. 32.

974 Anlage 1, Teil 1, Nr. 5 der AFGBV, BGBL. I, S. 986 (998).

975 Vgl. etwa Bundesministerium fiir Bildung und Forschung/Bundesministerium fiir
Wirtschaft und Energie/Bundesministerium fiir Verkehr und Infrastruktur, Aktions-
plan Forschung fiir autonomes Fahren, 2019, S. 4.
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destens einzuhaltenden Basissicherheit und einer nicht mehr erreichbaren
absoluten Sicherheit.

Dass auch von den Herstellern selbstfahrender Fahrzeuge keine absolute
Sicherheit erwartet werden kann, wird bereits durch die physikalischen
Grenzen deutlich. Lauft ein Passant derart knapp vor ein mit 50 km/h fah-
rendes Fahrzeug, dass selbst bei minimaler Reaktionsgeschwindigkeit ein
Unfall aufgrund der Kiirze des Bremsweges bzw. der mechanisch-physikali-
schen Anforderungen an ein Ausweichmandver nicht mehr zu vermeiden
ist, kann dem Hersteller keine Sorgfaltsverletzung vorgeworfen werden.
Auch die an anderer Stelle vertieft diskutierten Dilemma-Situationen®
machen deutlich, dass Sicherheit nur situativ, nicht aber absolut gewéhrleis-
tet werden kann.

Hinzu kommt, dass die Hersteller selbstfahrender Fahrzeuge sich nicht
isoliert auf die Fahrsicherheit fokussieren konnen. Ziel der StVO ist es,
neben der Fahrsicherheit auch die Leichtigkeit des Straflenverkehrs zu
fordern.””” Diese Anforderung richtet sich demnach an die Verkehrsteilneh-
mer und damit auch an die Hersteller selbstfahrender Fahrzeuge. Wiirde
ein solches Fahrzeug so defensiv fahren, dass es zwar nahezu jeden Unfall
vermeiden kann, dafiir aber den tibrigen Verkehr zum Erliegen bringt, ent-
sprache dies weder den Kundenerwartungen, noch den allgemeinen Erwar-
tungen an die Funktionsfahigkeit im Straflenverkehr. Die Hersteller sind
also gezwungen, einen Steuerungsalgorithmus zu entwickeln, der einerseits
ein hohes Maf3 an Fahrsicherheit bietet und andererseits den Anforderun-
gen an einen dynamischen Verkehr gerecht wird. Dies wird auch in § 4
Abs.1 Nr. 4 AFGBYV aufgegriffen, wonach durch den Betrieb des Kraftfahr-
zeugs mit autonomer Fahrfunktion weder die Sicherheit und Leichtigkeit
des Straflenverkehrs beeintrachtigt werden darf.

Es stellt sich also die Frage, ob auch unterhalb der Grenze der physi-
kalischen Unvermeidbarkeit ein Fahrverhalten hinzunehmen ist, welches
fiir den Unfallausgang einen negativen Verursachungsbeitrag geleistet hat.
Was Wagner mithilfe des systembezogenen Sorgfaltsmafistab dadurch l6sen
konnte, dass seiner Ansicht nach auf den erreichten Sicherheitsgewinn pro
gefahrenem Kilometer abzustellen sei,?”8 wird nach der hier vorgeschlage-
nen Einzelfallbetrachtung weniger schematisch zu ermitteln sein. Es ist
daher anhand verschiedener Umstande zu ermitteln, welche Reaktion in

976 3.Teil: D. V. 4.c.
977 Freymann, in: jurisPK-StrVerkR, Einl. Rn. 1 (Stand: 1.12.2021).
978 Wagner, AcP 2017, S. 707 (7381.).
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einer bestimmten Unfallsituation als angemessen anzusehen ist. Diese An-
forderungen koénnen im Einzelfall wesentlich hoher ausfallen als fiir den
Durchschnittsfahrer, in anderen Fillen aber auch auf demselben Niveau
liegen. So kann bspw. von einem selbstfahrenden Fahrzeug eine wesentlich
hohere Reaktionsgeschwindigkeit bei der Einleitung von kritischen Fahr-
mandvern erwartet werden, wihrend gleichzeitig in Situationen, in denen
es vor allem auf das richtige Erfassen einer komplexen Verkehrssituation
ankommt, ein menschendhnliches Verhalten gefordert werden kann.

Je nach Unfallsituation muss neu bewertet werden, welche Anforderun-
gen vom selbstfahrenden Fahrzeug zu erfiillen sind. Je simpler eine Fahrsi-
tuation aus Sicht eines Steuerungssystems zu bewdltigen ist, desto hoher
diirfte der anzulegende Standard sein. Bei hochkomplexen Unfallszenarien
kann dies dazu fuhren, dass auch von der Software nicht mehr erwartet
werden kann als von einem menschlichen Fahrer.

(hh) Dynamik der berechtigten Sicherheitserwartungen

Der produkthaftungsrechtliche Fehlerbegrift unterliegt zudem anderen An-
forderungen als der menschliche Verschuldensbegriff. Wahrend menschli-
ches Verhalten sich im Laufe der Zeit nicht wesentlich verandert, unterliegt
technologischer Fortschritt einem kontinuierlichen Drang nach Verbesse-
rung und Effizienzsteigerung. Erhoht sich die Qualitdt und damit auch
die Basissicherheit der auf dem Markt befindlichen Produkte, steigen auch
unweigerlich die berechtigten Sicherheitserwartungen an diese Produkte.
Nicht zuletzt wird es Herstellern mit fortschreitendem Stand von Wis-
senschaft und Technik auch nach und nach verwehrt sein, sich auf die
Unvermeidbarkeit bestimmter Fehlfunktionen zu berufen, wenn andere
Hersteller hierfiir bereits eine Losung gefunden haben. Die berechtigten
Sicherheitserwartungen unterliegen somit einem ,dynamischen Prozess®,?”°
der mit der flichendeckenden Einfithrung selbstfahrender Fahrzeuge durch
verschiedene Hersteller rasant an Fahrt aufnehmen kénnte.%30

979 Wagner/Goeble, ZD 2017, S. 263 (266).

980 ,Die Entwicklung der Fahigkeiten ist am Anfang sehr langsam, erreicht dann aber
irgendwann einen Kipppunkt und geht von da an immer schneller, Seiwert u. a.,
Abgefahren — Der Traum vom autonomen Fahren, Wirtschaftswoche v. 9.6.2023,
S.19, https://www.wiwo.de/my/technologie/mobilitaet/abgefahren-der-traum-vom
-autonomen-fahren/29191640.html
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Es ist davon auszugehen, dass sich die erwartete Basissicherheit durch
kontinuierliche Updates der autonomen Fahrzeuge sukzessive erhohen
wird, da sich die Sicherheit aller zugelassenen autonomen Fahrzeuge suk-
zessive verbessern wird. Nach der hier vertretenen Ansicht wird mit je-
dem Update das Produkt hinsichtlich der korrigierten Funktionen neu in
Verkehr gebracht. Die Hersteller werden ein Interesse haben, engmaschig
den Konkurrenzmarkt zu sondieren und die Software zeitnah anzupassen,
wenn sie sich nicht dem Vorwurf aussetzen lassen wollen, ihre Software
nicht auf dem Stand von Wissenschaft und Technik zu halten. Dement-
sprechend kann das Produkthaftungsrecht so innovationsfordernd wirken,
da jeder Hersteller einen Anreiz hat, dauerhaft und kontinuierlich die fort-
schrittlichste Technik zur Verfligung zu stellen.

(ii) Zwischenergebnis

Der anthropozentrische Maf3stab stellt die Basissicherheit dar, die von
einem selbstfahrenden Fahrzeug erwartet werden kann. Mit der stetigen
Verbesserung von Software und Sensorik wird sie voraussichtlich iiber
das menschliche Maf} hinausgehen. Je mehr tibermenschliche Reaktions-
geschwindigkeiten, verbesserte Klassifikationsalgorithmen und zunehmen-
de Fahrzeugvernetzung die Fahrsicherheit des durchschnittlichen selbst-
fahrenden Fahrzeugs verbessern, desto grofier werden die jeweiligen Si-
cherheitserwartungen an diese Fahrzeuge. Die Bereitstellung von Updates
durch die Hersteller wird diesen Prozess beschleunigen.

Jedoch unterliegen auch die Sicherheitserwartungen an selbstfahrende
Fahrzeuge Grenzen. Weder kann absolute Fahrsicherheit gefordert werden,
noch naturwissenschaftlich Unmogliches von den Herstellern verlangt wer-
den. Wie bei allen anderen Produkten muss die Verbesserung der Fahrsi-
cherheit dabei in einem vertraglichen Verhiltnis zu deren Kosten stehen.
Dabei lasst sich der Sicherheitsmaf3stab nicht pauschal bestimmen. Schlief3-
lich ist der Fehlerbegriff auch durch verschiedene Umstidnde definiert, die
in der Sphire des Herstellers liegen. So konnen etwa Werbeversprechen
oder Instruktionen des Herstellers zu deutlich héheren Sicherheitserwar-
tungen an das spezifische Fahrzeug fiithren.
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c. Dilemma-Situationen

Ein weiteres viel diskutiertes Problem sind die sog. Dilemma-Situationen.
Verfolgt man die schiere Menge an Veréffentlichungen zu diesem Thema,
scheint es sich um eines der dringendsten Rechtsprobleme des autonomen
Fahrens zu handeln. Unzdhlige Publikationen beschiftigen sich mit der
Losung des sog. Trolley-Problems, welches durch das autonome Fahren aus
der philosophischen Theorie in die Realitdt transferiert werden konnte.%®!
Auch aus produkthaftungsrechtlicher Sicht stellt sich die Frage, ob und
unter welchen Bedingungen der Hersteller fiir den Ausgang derartiger Di-
lemma-Situationen verantwortlich gemacht werden kann.

(aa) Weichenstellerfall als Gedankenexperiment

Der Weichenstellerfall bzw. das Trolley-Problem wurde wohl erstmals von
Engisch im Jahr 1930 formuliert,®? und spéter von Welzel,”®* Foot,*3* und
Thomson®®> aufgegriffen und bis heute unzdhlige Male verwendet oder
abgewandelt.”®® Im Grundfall rast ein Eisenbahnwagon auf eine grofie
Gruppe von Menschen zu, die sich auf dem Gleis in gleicher Richtung
befinden und die bei ungestértem Fortgang durch den Aufprall sterben

981 Stellvertretend fiir viele mehr Wolf, ZstW 2020, S.283; Beck, in: Hilgendorf/Beck,
Autonome Systeme und neue Mobilitét, 2017, S. 117; Lenk, SVR 2019, S. 166; Worner,
Z1S 2019, S. 41; Hilgendorf, ZStW 2018, S. 674; Hilgendorf, in: Hilgendorf/Beck, Au-
tonome Systeme und neue Mobilitat, 2017, S. 143; Weigend, ZIS 2017, S. 599; Hornle/
Wohlers, GA 2018, S.12; Englinder, ZIS 2016, S.608; Weber, NZV 2016, S.249;
Stender-Vorwachs/Steege, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 3.6.1; Feldle, Notstandsalgorithmen, 2018.

982 Engisch, Untersuchungen iiber Vorsatz und Fahrldssigkeit im Strafrecht (2. Neu-
druck 1995), 1930, S. 288.

983 Welzel, ZStW 1951, S. 47 (51 F.).

984 Foot, in: dies., Virtues and Vices and Other Essays in Moral Philosophy, Oxford
Review 1967, Nachdruck, 2002.

985 Thomson (1976) 59 The Monist 204, 206.

986 Ansonsten gehen Dilemma-Probleme in der Rechtsphilosophie und Ethik bis in die
Antike zuriick, mw.N. Hilgendorf, ZStW 2018, S. 674 (683f.); etwas zeitgendssischer
etwa das Stiick Terror, in welchem das Trolley-Problem ebenfalls in modernem
Gewand bearbeitet wird. Die Kernfrage des Stiicks, an dessen Ende die Zuschauer
selbst entscheiden diirfen, lautet: Ist es (rechtlich) vertretbar, ein Flugzeug mit 164
unschuldigen Passagieren durch das Militér abzuschieflen, welches von Terroristen
mit dem Plan, in ein Stadion zu fliegen, in dem sich 70.000 Menschen befinden,
gekapert wurde?, von Schirach, Terror, 2015.
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wiirden. Ein Weichensteller, welcher die Situation umfinglich erkennt,
hat nun die Moglichkeit eine Weiche zu stellen, um den Wagon von der
Menschenmenge umzulenken. Das Dilemma besteht nun darin, dass sich
auf dem Nebengleis, auf das der Zug bei Betitigung der Weiche fahren
wiirde, zwar weniger Menschen befinden, diese aber ebenfalls mit Sicher-
heit getdtet wiirden. Dieser Grundfall ldsst sich beliebig abwandeln, so
dass durchgespielt werden kann, ob eine Anderung der in Gefahr stehen-
den Rechtsgiiter etwas an der Entscheidungspréferenz desjenigen dndert,
welcher das Dilemma fiir sich durchdenkt.”®” Fiir das autonome Fahren
werden dariiber hinaus weitere Losungsmoglichkeiten diskutiert, wie zum
Beispiel die Aufopferung der Insassen des selbstfahrenden Fahrzeugs zu
Gunsten von anderen Verkehrsteilnehmern.”® Ein weiteres Beispiel wirft
die Frage auf, ob ein selbstfahrendes Fahrzeug aktiv in das Verkehrsgesche-
hen eingreifen darf, um eine von Dritten ausgehende Gefahr im Sinne der
Nothilfe abzuwenden.*?

In der Ethik und im Strafrecht sind derlei Dilemmata schon seit jeher
als theoretisches Problem von Relevanz, da es sich anhand derartiger
Trolley-Probleme erwégen lasst, in welcher Form der Rechtsgiiterschutz
gewahrleistet werden soll, wenn ein Menschenleben gegen ein anderes
Menschenleben abgewogen werden muss. In der ethischen Philosophie
kann zwischen zwei Stromungen zur Lésung des klassischen Trolley-Pro-
blems unterschieden werden. Die Konsequentialisten, zu denen auch die
Utilitaristen gehoren, halten die Entscheidung des Weichenstellers fiir die
ethisch richtige, weil sie die meisten Menschenleben rettet. Die deontologi-
sche Ethik halt grundsitzlich jede Abwagung von Menschenleben fiir unzu-
lassig.”" Der Weichenstellerfall als Gedankenexperiment unterscheidet sich
jedoch mafigeblich von den ggf. zu regelnden Dilemma-Situationen beim
autonomen Fahren.

987 Eine Sammlung von Szenarien bietet die Website https://www.moralmachine.net/,
auf der man auch seine eigene Préferenz abfragen kann, vgl. hierzu das dazugehori-
ge paper Awad u. a. (2018) 563 Nature 59.

988 Lin, in: Maurer u. a., Autonomes Fahren, 2015, S. 69 (76 ff.); Hilgendorf, ZStW 2018,
S. 674 (698).

989 In einem solchen Szenario rast etwa ein Motorrad mit Fahrer auf eine Menschen-
menge zu und das selbstfahrende Fahrzeug konnte dieses wegrammen, um die
Fuflganger zu schiitzen, Keeling (2020) 26 Science and Engineering Ethics 293, 297.

990 Allerdings wird dies in der Philosophie wesentlich differenzierter diskutiert, vgl.
hierzu Misselhorn, Grundfragen der Maschinenethik, 2018, S.190 ff.; Hevelke/Nida-
Riimelin, Jahrbuch fiir Wissenschaft und Ethik, Band 19, Heft 1, 2015, S. 5 (8 ft.).
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(bb) Dilemma-Situationen beim autonomen Fahren als reales Problem

Wihrend also der Weichenstellerfall ein Problem der theoretischen Ethik
ist, konnen Dilemma- oder Notstandssituationen beim autonomen Fahren
Realitit werden.! Ahnlich wie bei der Triage im Rahmen der Corona-Pan-
demie, bei der bei einem Mangel an verfligbaren Beatmungsgeréten anhand
von Ergebniswahrscheinlichkeiten entschieden wurde, welcher Patient wei-
ter behandelt und welcher dem fast sicheren Tod tiberlassen werden sollte,
stellt sich die Frage, ob und nach welchen Kriterien Algorithmen in selbst-
fahrenden Fahrzeugen entscheiden diirfen oder sogar miissen, welches
Menschenleben einem anderen vorzuziehen ist.”2

Gleichwohl unterscheidet sich das Dilemma beim autonomen Fahren
vom Trolley-Problem. Wihrend sich im Weichenstellerfall eine Person in
einer Konstellation, in der sie alle Ergebnisparameter sicher kennt, fiir
das eine und gegen das andere Rechtsgut entscheiden muss, wird beim
autonomen Fahren in der Unfallsituation tiberhaupt keine menschliche
Entscheidung mehr getroffen. Denn die letzte von einem Menschen getrof-
fene Entscheidung tiber das Verhalten des Fahrzeugs in der Unfallsituation
wird abstrakt generell im Zeitpunkt der Programmierung des Unfallver-
meidungssystems weit vor dem Unfall getroffen. Zu diesem Zeitpunkt steht
auch die Identitdt der Opfer eines mdglichen Dilemmas noch nicht fest.
Es handelt sich also nicht um eine Entscheidung in Kenntnis aller Kon-
sequenzen wie im Fall des Weichenstellers. Mafigeblich ist vielmehr die
Programmierung, die in Unkenntnis konkreter Umstinde ex ante getroffen
wird und auf Basis von Wahrscheinlichkeiten bestméglich rationalisiert
werden muss. Wahrend der Weichensteller vollstindige Kenntnis tiber seine
Handlungsmoglichkeiten samt seinen Konsequenzen besitzt, muss der Pro-
grammierer grundsitzliche wahrscheinlichkeitsbezogene Entscheidungen
treffen. Er kann nur versuchen, die Risiken fiir bestimmte Konsequenzen
zu berechnen und auf dieser Basis eine allgemeine Regel aufzustellen, nach
der sich das Fahrzeug im Dilemma verhalten soll.?%3

991 Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S.155f.

992 Zur Regelbarkeit und Regelungsinhalten solcher Triage-Konzepte, vgl. dazu den
Sammelband von Hornle/Huster/Poscher (Hrsg.), Triage in der Pandemie, 2021; vgl.
auch Feldle, Notstandsalgorithmen, 2018, S. 204 f.

993 Hevelke/Nida-Riimelin, Jahrbuch fir Wissenschaft und Ethik, Band 19, Heft 1, 2015,
S.5(8,10f).
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D. Haftung des Herstellers nach dem Produkthaftungsgesetz

An dieser Stelle wird aus dem ethisch-theoretischen ein rechtspraktisch
relevantes Problem. Es stellt sich ndmlich die Frage, ob es fiir die Bewdlti-
gung derartiger Dilemma-Situationen eine Art der Programmierung gibt,
die generell ein angemessenes Mafd an Sicherheit bietet und damit den
berechtigten Sicherheitserwartungen im Sinne von § 3 Abs.1 ProdHaftG
geniigt.”%*

(cc) Rechtliche Auflosungsversuche

In der Literatur konnten die vorgeschlagenen Entscheidungspréferenzen
tiir die Programmierung selbstfahrende Fahrzeuge unterschiedlicher nicht
sein.®®> Der Gesetzgeber hat mit dem Gesetz zum autonomen Fahren in
§le Abs.2 Nr.2 StVG Vorgaben geschaffen, die sich zum Teil an den
Ergebnissen der Ethik-Kommission zum automatisierten Fahren orientie-
ren.®*® Danach soll das Fahrzeug iiber ein System der Unfallvermeidung
verfiigen, das auf Schadensvermeidung und Schadensreduzierung ausgelegt
ist sowie bei einer unvermeidbaren alternativen Schadigung unterschiedli-
cher Rechtsgiiter die Bedeutung der Rechtsgiiter beriicksichtigt, wobei der
Schutz des Lebens hochste Prioritat geniefit.”®” Fiir den Fall einer unver-
meidbaren alternativen Gefahrdung von Menschenleben darf keine weitere
Gewichtung anhand personlicher Merkmale erfolgen. Mit diesen Regelun-

994 Wagner, AcP 2017, S. 707 (740).

995 So werden diverse Losungsmoglichkeiten angedacht: Programmierung zu Lasten
der Insassen, zu Gunsten der Insassen, nach dem Prinzip der Minimierung der
Unfalltoten, zu Lasten Verkehrswidriger, zu Lasten rechtswidriger Verkehrsteilneh-
mer, zu Gunsten von Kindern, nach dem einmal eingeschlagenen Kurs, zur Uber-
nahme durch Insassen, nach den Verkehrsvorschriften, nach den Vorschldgen der
Ethik-Kommission, nach der Menschenwiirde, m.w.N. Stender-Vorwachs/Steege, in:
Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.6.1 Rn. 115 ff.; vgl.
auch die Untersuchung von mdéglichen Priferenzregeln in Hornle/ Wohlers, GA 2018,
S.12 (241t.); sowie Steege, Automatisierte Rechtsanwendung und ihre Grenzen,
2022, S.164 ff.

996 Gesetzesentwurf der Bundesregierung, Entwurf eines Gesetzes zur Anderung des
Straflenverkehrsgesetzes und des Pflichtversicherungsgesetzes — Gesetz zum auto-
nomen Fahren v. 9.3.21, BT-Drs. 19/27439; Bundesministerium fiir Verkehr und
digitale Infrastruktur Deutschland, Bericht der Ethik-Kommission: Automatisiertes
und vernetztes Fahren, 2017, S. 22.

997 Bundesministerium fiir Verkehr und digitale Infrastruktur Deutschland, Bericht der
Ethik-Kommission: Automatisiertes und vernetztes Fahren, 2017, S.11, Regeln 6, 7
und 9.
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gen stellt der Gesetzgeber also zunéchst klar, dass selbstfahrende Fahrzeuge
ohne einen Algorithmus zur Unfallvermeidung fehlerhaft sind.*%8

Es ist davon auszugehen, dass dieselben Regelungen auch fiir vollstandig
autonome Fahrzeuge gelten werden, da es keine besonderen Sachgriinde
gibt, zwischen Fahrzeugen der Stufe 4 und 5 zu unterscheiden. Unklar
ist allerdings, ob auch Fahrzeuge mit hoch- bzw. voll automatisierten Fahr-
funktionen tiber ein Unfalloptimierungssystem verfiigen miissen. Dagegen
spricht vor allem, dass der Gesetzgeber ein solches fiir Fahrzeuge mit
autonomen Fahrfunktionen vorsieht, aber eine entsprechende Regelung
fiir Fahrzeuge mit hoch- bzw. vollautomatisierten Fahrfunktionen nicht
getroffen hat. Allerdings bestimmen gesetzliche Konstruktionsvorgaben im
Rahmen der Produkthaftung nur die Basissicherheit, die von der Allge-
meinheit erwartet werden kann. Da auch Fahrzeuge mit hoch- bzw. vollau-
tomatisierten Fahrfunktionen in Dilemma-Situationen wie alle Fahrzeuge
mit autonomen Fahrfunktionen geraten konnen, so kann vom Hersteller
erwartet werden, dass die Steuerungssoftware in der Lage ist, eine rationale
Entscheidung zu treffen. Insofern ist davon auszugehen, dass das vollstdn-
dige Verzichten auf ein Unfallvermeidungssystem einen Produktfehler be-
griinden wiirde.®*® Die nachfolgenden Ausfiihren gelten also fiir Fahrzeuge
mit hoch- bzw. vollautomatisierten Fahrfunktionen gleichermaflen.

Bei rangungleichen Rechtsgiitern hat das Unfallvermeidungssystem das
geringere Ubel zu wihlen und dem menschlichen Leben gegeniiber Sach-
werten Vorrang einzurdumen (vgl. § le Abs. 2 Nr. 2 lit. b StVG). Wie das Un-
fallvermeidungssystem bei der Abwégung von Menschenleben gegen Men-
schenleben vorgehen soll, wird hingegen nicht geregelt. Dies entspricht
auch Regel Nr. 8 der Ethik-Kommission. Hier heift es: ,Echte dilemmati-
sche Entscheidungen, wie die Entscheidung Leben gegen Leben sind von
der konkreten tatsdchlichen Situation unter Einschluss ,unberechenbarer
Verhaltensweisen Betroffener abhéngig. Sie sind deshalb nicht eindeutig
normierbar und auch nicht ethisch zweifelsfrei programmierbar. Techni-
sche Systeme miissen auf Unfallvermeidung ausgelegt werden, sind aber auf
eine komplexe oder intuitive Unfallfolgenabschitzung nicht so normierbar,

998 Dies war in der vergangenen Diskussion noch offen, vgl. Ebers, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2017, S.94 (108); Hey, Haftung des
Herstellers autonomer Fahrzeuge, 2019, S. 77.

999 Offenlassend Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017,
S.94 (108 f.); Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 79; Rosen-
berger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022, S. 363.
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dass sie die Entscheidung eines sittlich urteilsfihigen, verantwortlichen
Fahrzeugfiihrers ersetzen oder vorwegnehmen konnten. 10 Die entschei-
dende Frage, wie ein Hersteller ein Dilemma I6sen soll, bei dem Menschen-
leben gegeneinander abgewogen werden miissen, bleibt damit offen.

So wird im StVG nur festgelegt, dass im Falle einer unvermeidbaren
Gefdhrdung keine weitere Gewichtung anhand persénlicher Merkmale er-
folgen darf, nicht aber, dass tiberhaupt keine Programmierung zur Scha-
densminimierung erfolgen darf. ,Eine allgemeine Programmierung auf eine
Minderung der Zahl von Personenschidden® sei auch nach den Regeln der
Ethik-Kommission zuldssig.!! Fehlerhaft wire demnach eine Programmie-
rung, die den Insassen eines selbstfahrenden Fahrzeugs grundsatzlich Vor-
rang vor anderen Verkehrsteilnehmern einraumt, unabhéngig davon, ob
dies zu mehr Verkehrstoten fiihrt.1°02 Zwar muss der Nutzer eines selbstfah-
renden Fahrzeugs dann damit rechnen, Opfer eines Optimierungsalgorith-
mus zu werden, obwohl er sich als Fahrer gegebenenfalls reflexartig selbst
retten wiirde. Andererseits kann sich der Steuerungsalgorithmus, anders als
ein menschlicher Fahrzeugfiihrer, weder auf den zivilrechtlichen Defensiv-
notstand berufen, noch erscheint es aus Billigkeitsgriinden nachvollziehbar,
dass Passagiere selbstfahrender Fahrzeuge deren iiberlegene Technik auf
Kosten des Lebens anderer ausnutzen diirften.!° Andernfalls wiére zu
befiirchten, dass sich die Hersteller gegenseitig mit Systemen {iberbieten,
die durch Unfalloptimierungsalgorithmen den besten Insassenschutz bieten
und Risiken unangemessen auf andere unbeteiligte Verkehrsteilnehmer ver-
lagert werden.!004

Offen ist nach § le Abs.2 Nr. 2 lit. b StVG jedoch, ob Algorithmen zulds-
sig wéren, welche quantitative Gewichtungen vornehmen oder anhand von

1000 Bundesministerium fiir Verkehr und digitale Infrastruktur Deutschland, Bericht der
Ethik-Kommission: Automatisiertes und vernetztes Fahren, 2017, S. 11, Regel 8.

1001 Ebenda, Regel 9.

1002 Die Ethik-Kommission positioniert sich hierzu nicht eindeutig und stellt einerseits
fest, dass der Nutzer eines selbstfahrenden Fahrzeugs einerseits keine ,,Solidaritats-
pflichten® in Notstandssituationen hat und dessen Rechte nicht ,,per se nachran-
gig” sind, gibt jedoch gleichzeitig zu bedenken, dass dies nicht dazu fiihren darf,
dass Unbeteiligte nicht zu Lasten der Nutzer zu opfern sind, Bundesministerium
fiir Verkehr und digitale Infrastruktur Deutschland, Bericht der Ethik-Kommission:
Automatisiertes und vernetztes Fahren, 2017, S.19; aA Hornle/Wohlers, GA 2018,
S.12 (26 f.), die dies jedenfalls in Fallgestaltungen mit gleicher Opferanzahl mit den
Fiirsorgepflichten der Hersteller ggii ihren Kunden begriinden.

1003 Gless/Janal, JR 2016, S. 561 (575 f.); Wagner, AcP 2017, S. 707 (746).

1004 Wagner, AcP 2017, S. 707 (746); Hornle/Wohlers, GA 2018, S.12 (26).

243

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

Rettungswahrscheinlichkeiten ihre Entscheidung treffen.l0> Dies wird von
einem Teil der Literatur bejaht.10¢ Hilgendorf begriindet dies etwa damit,
dass zumindest dem ,,Prinzip des kleineren Ubels“ gefolgt werden muss,
wenn die Moglichkeit hierzu besteht.1007

Umstritten ist jedoch, ob eine Tétung eines Unschuldigen zu Guns-
ten mehrerer Unschuldiger aufgrund eines solchen Unfalloptimierungsal-
gorithmus gleichwohl rechtswidrig sei. Der Bericht der Ethik-Kommis-
sion bekriftigt dies zundchst, dass sie ,die Totung bzw. schwere Verlet-
zung von Personen durch autonome Fahrzeugsysteme ausnahmslos als
Unrecht® qualifiziere und eine Verrechnung von Menschenleben generell
ablehne.l%® Nach Hilgendorf sei hingegen eine ,Stufung des Unrechts®
vorzunehmen.?% Danach sei zwar die T6tung unschuldiger Personen nach
wie vor rechtswidrig, aber es sei zumindest geboten, die Zahl der Opfer
bestmoglich zu minimieren. Opferminimierung sei ,moralisch wie recht-
lich® verpflichtend, wenn auch rechtswidrig.!”'® Wiirde man diesen Ansatz
auf das Zivilrecht tibertragen, wire der Hersteller in jedem Fall fiir die Ent-
scheidung des Algorithmus verantwortlich, da jede Programmierung unab-
héngig von der getroffenen Entscheidungspriferenz, die zu einer Tétung
fihrt, eine rechtswidrige Verletzungshandlung wére. Wagner argumentiert
deshalb, dass der Algorithmus, sofern er die Anforderungen der Schadens-
minimierung erfiillt, als fehlerfrei und damit mangels Handlungsunrecht
als nicht rechtswidrig anzusehen sei.!™ Auch die Ethik-Kommission geht
davon aus, dass selbst dann, wenn die Tétung unschuldiger Menschen
Unrecht darstelle, der Hersteller hierfiir nicht zwingend haften miisse:
»Die Tétung durch einen fehlauslésenden Airbag bleibt Unrecht, der Her-

1005 Hilgendorf, JZ 2021, S. 444 (448).

1006 Vgl. etwa Hilgendorf, in: Hilgendorf/Beck, Das Recht vor den Herausforderungen
der neuen Technik, 2015, S.11 (23); Hilgendorf, in: Hilgendorf/Beck, Autonome
Systeme und neue Mobilitit, 2017, S. 143 (151 ff.); Wagner, AcP 2017, S. 707 (742 ff.).

1007 Hilgendorf, in: Hilgendorf/Beck, Autonome Systeme und neue Mobilitit, 2017,
S.143 (155).

1008 Bundesministerium fiir Verkehr und digitale Infrastruktur Deutschland, Bericht der
Ethik-Kommission: Automatisiertes und vernetztes Fahren, 2017, S. 19.

1009 Hilgendorf, in: Hilgendorf/Beck, Das Recht vor den Herausforderungen der neuen
Technik, 2015, S. 11 (26).

1010 Hilgendorf, in: Hilgendorf/Beck, Das Recht vor den Herausforderungen der
neuen Technik, 2015, S.11 (26); diesem Ansatz wird jedoch aus verfassungsrecht-
licher Sicht entschieden entgegen getreten Stender-Vorwachs/Steege, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.6.1 Rn. 143.

1011 Wagner, AcP 2017, S. 707 (744).
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steller wird aber nicht in Haftung genommen, wenn er alles Zumutbare
unternommen hat, um derartige Risiken zu minimieren. Der Einbau von
automatisierten Systemen ist daher zuldssig und fithrt nicht zu besonderen
Haftungsrisiken, wenn die Hersteller alles Zumutbare tun, um ihre Systeme
so sicher wie méglich zu machen und insbesondere die Gefahr von Perso-
nenschaden minimieren. 1012

Eine solche Annahme widerspricht auch nicht der Rechtsprechung des
BVerfG zum Luftsicherheitsgesetz.1/> Wie oben beschrieben, wird durch
die Programmierung eines Algorithmus eine abstrakte Regelung getroffen,
die im konkreten Einzelfall des Dilemmas ausgeldst werden soll. Der Her-
steller trifft also eine Programmierungsentscheidung, ohne eine konkrete
Dilemma-Situation vor sich zu haben. Dies ist der Unterschied zum Re-
gelungsgehalt des Luftsicherheitsgesetzes, in dem mit § 14 Abs.3 LuftSiG
ermoglicht werden sollte, dass mittels unmittelbarer Waffengewalt auf ein
Flugzeug (in dem sich Passagiere befinden) in dem Moment eingewirkt
werden diirfe, ;wenn nach den Umstdnden davon auszugehen ist, dass das
Luftfahrzeug gegen das Leben von Menschen eingesetzt werden soll, und
sie das einzige Mittel zur Abwehr dieser gegenwirtigen Gefahr ist®1% In
diesem Fall sollte den Streitkréften also im Zeitpunkt des skizzierten Di-
lemmas die Entscheidungsgewalt iiber die Abwagung von Menschenleben
gegen Menschenleben ermdglich werden. Dies hielt das BVerfG fiir unver-
einbar mit der Verfassung und dem darin verankerten absoluten Schutz der
Menschenwiirde.'’> Denn die Passagiere wiirden zum bloflen Objekt de-
gradiert und ihnen damit ,der Wert abgesprochen, der dem Menschen um
seiner selbst willen zukommt“!%!® Beim autonomen Fahren soll hingegen
ex ante eine abstrakte Programmierungsentscheidung getroffen werden,
die feststeht, bevor iiberhaupt ein Fahrzeug in eine Dilemma-Situation
geraten ist und ein Mensch konkret gefihrdet wird.?”” Sofern der Algo-
rithmus abstrakt das Ziel hat, die Zahl der Verkehrstoten zu minimieren,

1012 Bundesministerium fiir Verkehr und digitale Infrastruktur Deutschland, Bericht der
Ethik-Kommission: Automatisiertes und vernetztes Fahren, 2017, S. 19.

1013 Wagner, AcP 2017, S. 707 (744).

1014 Luftsicherheitsgesetzes (LuftSiG) vom 11.1.2005, BGBI L, S. 78.

1015 BVerfG, Urt. v. 15.2.2006 - 1 BvR 357/05 - Luftsicherheitsgesetz, Rn.116 ff.
(BVerfGE 115, 118).

1016 BVerfG, Urt. v. 15.2.2006 - 1 BvR 357/05 - Luftsicherheitsgesetz (BVerfGE 115, 118),
Rn.122.

1017 Weigend, Z1S 2017, S. 599 (613); Hevelke/Nida-Riimelin, Jahrbuch fiir Wissenschaft
und Ethik, Band 19, Heft 1, 2015, S. 5 (8,10 f.).
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muss diese Programmierung zwangsldufig einem Unfallvermeidungssystem
vorzuziehen sein, das entweder nach Zufallskriterien entscheidet'”'® oder
per Defaulteinstellung keine Kursdnderung vornimmt,' die zu einer Ver-
ringerung menschlichen Leids fiihrt. Dementsprechend ist auch Wagner
zuzustimmen, der die Zuléssigkeit der Opferminimierung damit begriindet,
dass der Straflenverkehr schon immer Verkehrstote hervorgebracht hat und
dies als zuldssiges Risiko auch immer gesellschaftlich akzeptiert worden sei.
Wenn nun mit technischen Mitteln dieses Risiko fiir die Verkehrsteilneh-
mer insgesamt minimiert werden kénne, miisse davon Gebrauch gemacht
werden, auch wenn dies den Tod einiger weniger bedeute.192

Fiir diesen Ansatz sprechen auch noch weitere Griinde. Zwar mag die
Idee des ,gestuften Unrechts® fiir das Strafrecht praktikabel sein, denn dort
liefle sich auf Ebene der Strafzumessung eine mildere Strafe finden. Im
Zivilrecht gilt dagegen das Alles-oder-Nichts-Prinzip. Wird die Rechtswid-
rigkeit festgestellt, so haftet ein Schadiger auch im vollen Umfang fiir den
Schaden, sofern nicht andere schadensmindernde Faktoren wie etwa ein
Mitverschulden hinzutreten. Fir den Hersteller selbstfahrender Fahrzeuge
wiirde dies zu der merkwiirdigen Konstellation fithren, dass er zwar einer-
seits verpflichtet wire, ein Unfalloptimierungssystem in das Fahrzeug ein-
zubauen, er andererseits aber stets dafiir haften wiirde, unabhéngig davon,
ob der Algorithmus in der Unfallsituation den Anforderungen an Opfermi-
nimierung geniigt hat. Mit anderen Worten: Der Hersteller hitte keinen
Anreiz, ein System zu implementieren, das eine mdglichst geringe Anzahl
von Opfern produziert. Allein aus kiihl kalkulierten wirtschaftlichen Erwa-
gungen konnte es giinstiger sein, zwei dltere Menschen zugunsten eines
sehr jungen Menschen zu opfern, da die zu erwartenden Schadenssummen
bei der Totung élterer Menschen geringer sein diirften als bei der Tétung
eines jungen Menschen. Ein solcher Algorithmus wire zwar nach §le

1018 Erwogen etwa von Weigend, ZIS 2017, S.599 (613); jedoch von einem Grofiteil
der Lit. abgelehnt Gurney (2016) 79 Albany Law Rev. 183, 250 f.; Hilgendorf, in:
Hilgendorf/Beck, Das Recht vor den Herausforderungen der neuen Technik, 2015,
S.11 (22); Hilgendorf, in: Hilgendorf/Beck, Autonome Systeme und neue Mobilitit,
2017, S.143 (156 .); Hornle/Wohlers, GA 2018, S.12 (32).

1019 Joerden, in: Hilgendorf/Beck, Autonome Systeme und neue Mobilitét, 2017, S.73
(841.); ablehnend Hornle/Wohlers, GA 2018, S. 12 (32).

1020 Wagner, AcP 2017, S.707 (744); auch Hilgendorf, in: Hilgendorf/Beck, Das Recht
vor den Herausforderungen der neuen Technik, 2015, S.11 (26); ablehnend hinge-
gen Stender-Vorwachs/Steege, in: Oppermann/Stender-Vorwachs, Autonomes Fah-
ren, 2020, Kap. 3.6.1 Rn. 132 ff.
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Abs. 2 Nr. 2 lit. ¢ StVG unzuldssig, da er gegen Verbot der Gewichtung nach
personlichen Merkmalen verstof3t, haftungsrechtlich hitte dies jedoch keine
Konsequenz, wenn der Hersteller auch bei Beachtung dieses Verbots fiir
Schéden einstehen miisste. Es sollte dem Hersteller allein deshalb schon
eine goldene Briicke in die Haftungsfreiheit ermdglicht werden, wenn er
einen Algorithmus implementiert, der bei unausweichlichen Schadenssi-
tuationen das geringste Ubel verursacht. Zudem wire es dogmatisch be-
denklich, einerseits Unfallvermeidungssysteme gesetzlich vorzuschreiben,
jedoch dem Hersteller keine Moglichkeit einzurdumen, diese fehlerfrei her-
zustellen. Zwar wiirde in der Folge das Opfer gegeniiber dem Hersteller
rechtsschutzlos dastehen, jedoch wird dieses Problem durch die Halterhaf-
tung aufgefangen. Wie bereits erldutert, haftet der haftpflichtversicherte
Halter gem. § 7 Abs. 1 StVG auch fiir Schadensereignisse in dilemmatischen
Situationen,'®! so dass die Haftungsliicke - wenn man sie als solche be-
zeichnen will - in der Produkthaftung hinnehmbar ist. Im Ergebnis deckt
sich dieser Ansatz auch mit der ratio des Produkthaftungsrechts, wonach
absolute Sicherheit nicht garantiert werden muss. Lisst der Gesetzgeber
den Einsatz selbstfahrender Fahrzeuge zu, so nimmt er damit in Kauf,
dass diese Technologie — wie der motorisierte Straflenverkehr generell -
mit hohen Risiken behaftet ist. Kommt es im Rahmen dieses erlaubten
Betriebs zu unvermeidbaren Schadensereignissen, kann dieses Kostenrisiko
nicht umfénglich dem Hersteller auferlegt werden, da dieser nur fiir die
Fehlerfreiheit, nicht aber fiir die Risikofreiheit seines Produkts einzustehen
hat. Hierin liegt der entscheidende Unterschied zur Gefahrdungshaftung
nach § 7 Abs. 1 StVG.

(dd) Rechtliche Grenzen der Opferminimierung

Offen bleibt, ob derartige Unfalloptimierungsalgorithmen im Einzelnen
technisch so umgesetzt werden konnen, dass ihre Funktion auch rechtlich
bewertet werden kann. In der Theorie mag es iiberzeugend sein anzu-
nehmen, dass die Software unter mehreren feststehenden Varianten die
Handlung auszufithren hat, welche den geringsten Schaden verursacht.
Die Konstellationen, welche in der ethischen Philosophie und der Rechts-
wissenschaft diskutiert werden, sind jedoch mannigfaltig. Dabei konnen

1021 3. Teil: A.IV. 4.
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die Gedankenexperimente derartig komplex sein, dass unklar ist, ob das
Steuerungsverhalten iiberhaupt rechtlich auf produkthaftungsrechtliche
Fehlerfreiheit tberpriifbar ist. So entwirft Lin'?2 ein Szenario, in dem
ein selbstfahrendes Fahrzeug auf einer Strafle entlang einer Klippe fahrt
und ein Schulbus mit 28 Kindern auf gleicher Fahrbahn entgegenkommt.
Ein Ausweichen erscheint nicht moglich, so dass nur die Mdglichkeiten
bleiben, entweder mit dem Bus zu kollidieren oder das selbstfahrende
Fahrzeug samt Insassen von der Klippe stiirzen zu lassen. Allerdings wird
in Lins Gedankenexperiment nicht der sichere Tod der Insassen gegen
den sicheren Tod der Schiiler abgewogen, sondern im Beispiel errechnet
die Fahrzeugsoftware Ergebniswahrscheinlichkeiten, anhand derer die Soft-
ware die Entscheidung treffen kann. Die beschriebene Situation verdeutlich
die Komplexitit von Dilemmata auf verschiedene Weise.

Das Beispiel zeigt, dass im Gegensatz zum Fall des Weichenstellers
die Konsequenzen der Entscheidung nicht feststehen miissen. Vielmehr
fithrt der Algorithmus eine Risikoanalyse durch. Situationen, in denen
der sichere Tod des einen gegen den sicheren Tod anderer gegeneinander
aufgerechnet wird, diirften selten vorkommen. Bei der Programmierung
des Algorithmus miissen deshalb Risikoparameter einbezogen werden. In-
sofern wird es mit grofler Wahrscheinlichkeit Fille geben, in denen ex post
festgestellt wird, dass die ex ante vom Algorithmus getroffene Entscheidung
sich als schadenserhohend herausstellt. Dies muss aber nicht bedeuten,
dass der Algorithmus fehlerhaft agiert hat. Schliefilich wire es nachvollzieh-
bar, dass bei einer Risikoverteilung von 90 % Tétungswahrscheinlichkeit
einer Person zu 10 % Tétungswahrscheinlichkeit einer anderen Person die
Variante gewdhlt wird, bei der beide Personen zu 90 % iiberleben. Wenn
sich dann im Nachhinein herausstellt, dass der Tod der Person, fiir die
ein Letalitdtsrisiko von 10 % berechnet wurde, dennoch eingetreten ist,
diirfte ein solches Verhalten nicht fehlerhaft sein. Daneben stellt sich die
Frage, welches Mafl an Sicherheit fiir den Algorithmus erforderlich ist,
um eine fehlerfreie Entscheidung im Sinne des Produkthaftungsrechts zu
treffen. Wie wire z.B. zu entscheiden, wenn die Risikoanalyse fiir die eine
Person 40 % und fiir die andere Person 60 % ergibt? Wie soll in einem
Fall entschieden werden, bei dem die Risiken so komplex verteilt sind, dass
die getroffene Entscheidung zwar mathematisch nachvollziehbar sein mag,
aber rechtlich kaum tberpriifbar ist? Dies konnte der Fall sein, wenn sich

1022 Fiir das nachfolgende Beispiel Lin, in: Maurer u. a., Autonomes Fahren, 2015, S. 69
(76 £.).
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in einer Ausweichsituation auf der einen Seite sechs Personen mit einem in-
dividuell geringen Letalitdtsrisiko und auf der anderen Seite zwei Personen
mit einem jeweils mittleren Sterberisiko bei einer Kollision befinden. Soll
der Algorithmus dann trotzdem die Entscheidung treffen, mit den sechs
Personen zu kollidieren, obwohl diese zahlenméfiig die beiden anderen
Personen iiberwiegen und auch der Tod der beiden anderen Personen
keineswegs sicher ist?

Dariiber hinaus stellt sich die Frage, welche Faktoren iiberhaupt in die
Risikoabwiégung einflieffen diirfen, da § Ie Abs.2 Nr.2 lit. ¢ StVG im Falle
der alternativen Gefahrdung von Menschenleben keine weitere Gewich-
tung anhand von personlichen Merkmalen zuldsst. Darf bspw. das Alter
oder eine Behinderung auch schon nicht beriicksichtigt werden, wenn der
Algorithmus ermittelt, ob {iberhaupt eine Gefahrdung fiir Menschenleben
vorliegt? So konnte es sein, dass das Fahrzeug erkennt, dass langsam gehen-
de Personen in der Regel nicht in der Lage sein werden, auszuweichen, so
dass der Algorithmus hier eine negative Risikoprognose ermittelt, wahrend
junge, sportliche Personen mit hoher Wahrscheinlichkeit selbststindig aus-
weichen kénnen, wenn das autonome Fahrzeug auf sie zufdhrt. Indirekt
konnten so Risikoprofile entstehen, die eher auf alte oder gebehinderte
Menschen zutreffen und solche, die eher jungen Menschen zuzuordnen
wiren. So wiirden zunichst junge, dynamische Menschen gegeniiber alten,
gebrechlichen benachteiligt werden, da der Algorithmus ihnen die héhe-
ren Uberlebenschancen bzw. geringeren Verletzungswahrscheinlichkeiten
zuordnet. Dies wiirde jedoch in dem Moment umschlagen, in dem das
Steuerungssystem ermittelt, dass ein Aufprall je nach Entscheidung entwe-
der fiir eine &ltere Person mit sehr hoher Wahrscheinlichkeit oder aber fiir
eine jiingere Person mit mittlerer Wahrscheinlichkeit todlich enden wird.
Dann miisste der Algorithmus sich dafiir entscheiden, die éltere Person
zu opfern, da zumindest die jiingere Person ein leicht gesenktes Risiko
eines letalen Ausgangs hatte. Wiirde man solche indirekten Klassifizierun-
gen als persénliche Merkmale ansehen, wire jede Gewichtung unzuldssig
und das Fahrzeug miisste anhand anderer, ggf. ineffektiverer Parameter
entscheiden.

Zumindest die oben skizzierte Diskriminierung alterer Menschen in po-
tenziell todlichen Situationen diirfte nach der Rechtsprechung des BVerfG
unzulissig sein.'?3 Dieses hat in der Triage-Entscheidung festgestellt, dass

1023 BVerfG, Beschl. v. 16.12.2021 - 1 BvR 1541/20 (BVerfGE 160, 79).
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auch eine mittelbare Diskriminierung anhand personlicher Merkmale ver-
fassungswidrig ist. Es ist demnach unzuldssig, allein aufgrund der Behin-
derung einer Person darauf zu schlieflen, dass diese im Falle einer pande-
miebedingten Triage schlechtere Uberlebenswahrscheinlichkeiten hat als
eine Person ohne Behinderung, und den Gesetzgeber insoweit eine Schutz-
pflicht trifft, der er durch eine gesetzliche Regelung der Triage nachkom-
men kann.'92* Zwar entscheidet im Rahmen der Triage letztendlich immer
eine Arztin oder Arzt iiber die Risiken, so dass die Entscheidung nur
bedingt auf das Unfalloptimierungsalgorithmen {ibertragbar ist. Dennoch
macht das BVerfG einerseits deutlich, dass auch Private, die iiber Leben
und Tod entscheiden miissen, den Grundrechten verpflichtet sind.1%?> Zum
anderen arbeitet das Gericht heraus, dass bei der Abwigung von Leben
gegen Leben zumindest solche Merkmale nicht herangezogen werden diir-
fen, die unmittelbar oder mittelbar diskriminierend wirken.1926 Nur ist der
Sachverhalt, iiber den im Rahmen der arztlichen Triage entschieden wurde,
in seiner Konsequenz dem des autonomen Fahrens entgegengesetzt. Das
BVerfG sah eine systematische Benachteiligung von Menschen mit Behin-
derungen, da deren Uberlebenswahrscheinlichkeiten bei einer Sars-Cov-2-
Infektion als geringer eingeschitzt wurden, so dass die Gefahr bestand,
dass solchen Personen die Beatmung verweigert wurde. Beim autonomen
Fahren hingegen kénnten sich durch die indirekte Beriicksichtigung per-
sonlicher Merkmale andere Effekte ergeben.

In Dilemma-Situationen, in denen die Rechtsgiiter Leben gegen Korper
und Gesundheit abgewogen werden, konnten alte Menschen, Kinder oder
Menschen mit Behinderung systematisch bevorzugt werden, da ihre Uber-
lebenswahrscheinlichkeit geringer ausfallen diirfte als bei einem durch-
schnittlichen Erwachsenen. Im ,echten® Dilemma, in dem Leben gegen
Leben abgewogen wird, wiirde sich dieser Effekt umkehren und ein Algo-
rithmus wiirde aufgrund der verbleibenden Restiiberlebenswahrscheinlich-
keit zu Lasten der ersten Personengruppe entscheiden. Wiahrend letztere
Programmierung wohl gegen das Verbot der Einbeziehung personlicher
Merkmale verstoft, ist offen, ob bestimmte vulnerable Personengruppen
gegeniiber anderen bevorzugt werden diirfen.

Zu welchen absurden Ergebnissen derartige Unfalloptimierungsalgorith-
men weiter fithren konnten, auch wenn sie sich nicht an personlichen

1024 BVerfG, Beschl. v. 16.12.2021 - 1 BvR 1541/20, Rn. 108 ff. (BVerfGE 160, 79).
1025 Ebenda, Rn. 97.
1026 BVerfG, Beschl. v. 16.12.2021 - 1 BvR 1541/20, Rn. 93. (BVerfGE 160, 79).
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Merkmalen orientieren, zeigt das von Gurney skizzierte Motorradpro-
blem.?” Wenn ein selbstfahrendes Fahrzeug vor der Entscheidung steht,
entweder mit einem Motorrad zu kollidieren, dessen Fahrer einen Helm
tragt, oder mit einem anderen, der hierauf verzichtet, miisste der Algorith-
mus - wiirde er allein anhand einer Risikoprognose entscheiden - den
Helmtréger gegeniiber dem ungeschiitzten Motorradfahrer opfern. Dessen
Uberlebenschancen sind statistisch schlechter. Eine solche programmierte
Verhaltensweise ist auf mehreren Ebenen problematisch. Soll derjenige be-
straft werden, der sich besonders gut im Straflenverkehr schiitzen will?
Wenn der Algorithmus allein aufgrund von Risikoprognosen entscheidet,
erhoht sich das Risiko fiir diejenigen, die besonders viel Aufwand betrei-
ben, um sich vor solchen Risiken zu schiitzen, wiahrend diejenigen, die sol-
che Risiken von vornherein in Kauf nehmen, verschont bleiben. Gleiches
gilt fiir besonders sichere Fahrzeuge. Menschen, die absichtlich besonders
sicher ausgestattete Autos nutzen, konnten aufgrund der Abwigungen von
Unfalloptimierungsalgorithmen haufiger Opfer eines Unfalls werden, als
Besitzer von Fahrzeugen mit wenigen Sicherheitsmerkmalen.!028

Ob eine stochastische Besserstellung besonders vulnerabler oder risik-
ounbewusster Gruppen gegeniiber der Bevdlkerung mit § le Abs.2 Nr.2
lit. ¢ StVG und vor allem dem Grundrecht auf Gleichbehandlung (Art.3
Abs. 1 GG) vereinbar ist, muss hier offen bleiben. Die denkbaren Einzelfille
sind zu unterschiedlich, als dass eine generelle Aussage zur Zuldssigkeit
von Wahrscheinlichkeitsprognosen durch Algorithmen getroffen werden
konnte. Abstrakt lasst sich festhalten, dass nur solche Abwégungsparameter
einbezogen werden diirfen, die nicht zu einer unmittelbaren oder mittelba-
ren Diskriminierung von Personengruppen i.5.d. Art. 3 GG fiihren diirfen.

Insofern kann an dieser Stelle nicht pauschal entschieden werden, ob
beispielsweise Merkmale wie das Tragen eines Helms oder der Fahrzeugtyp
im Rahmen der Unfalloptimierung verwendet werden diirfen. Letztendlich
wird die Rechtsprechung - sollte es jemals zu solchen Fillen kommen
— hier festlegen miissen, ob konkrete Merkmale fiir den Algorithmus ent-
scheidungsrelevant sein diirfen oder ob diese eine diskriminierende Typi-
zitdt aufweisen. Dariiber hinaus sind Dilemmasituationen gesetzgeberisch
kaum normierbar.!%2?

1027 Gurney (2016) 79 Albany Law Rev. 183, 197 f.
1028 Ebenda, S. 198 ff.
1029 Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 212.
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(ee) Technische Grenzen und praktische Relevanz

Zuletzt muss in diesem Zusammenhang auch auf die Limitierungen des
technisch Machbaren eingegangen werden. Es ist Stand heute vollig unklar,
ob die Sensorik und Software selbstfahrender Fahrzeuge jemals in der Lage
sein werden, eine derartige Detailtiefe bei der Beobachtung des Verkehrsge-
schehens erreichen konnen, dass personliche Merkmale iiberhaupt erfasst
werden konnen.'®® Noch grofiere Schwierigkeiten diirften Algorithmen
bei der Beurteilung haben, ob ein Verhalten anderer Verkehrsteilnehmer
gegen geltendes Recht verstofit. Dementsprechend sind allein aus diesen
Erwigungen Regelungspriferenzen abzulehnen, welche sich rechtswidrig
verhaltende Verkehrsteilnehmer benachteiligen.!%! Die Beurteilung rechts-
widrigen Verhaltens ist allein Aufgabe des Staates. Einem Algorithmus zu
erlauben, VerkehrsverstofSe in unausweichlichen Situationen mit dem Tod
zu bestrafen, wiirde im Falle eines Irrtums zu schlicht unertréglichen Er-
gebnissen fithren. Man stelle sich vor, ein Verkehrsteilnehmer wird deshalb
Opfer einer Dilemma-Abwigung, weil er auf den ersten Blick verbotswid-
rig eine durchgezogene Linie durchkreuzt hat. Im Nachhinein stellt sich
heraus, dass er nur deshalb die Spur wechselte, weil er einem unachtsam
auf die Strafle gelaufenen Fuflginger auf seiner eigenen Spur ausweichen
wollte, was die Sensorik des selbstfahrenden Fahrzeugs jedoch nicht erfas-
sen konnte.

Vor dem Hintergrund der technischen Limitierungen ist es ohnehin
fraglich, ob die vielfach diskutierten Priferenzregeln im Rahmen von Un-
falloptimierungssystemen Anwendung finden kénnen.'3? Entscheidend ist
vielmehr, dass der Algorithmus so programmiert wird, dass der quantitative

1030 So gehen Experten auf dem Gebiet davon aus, dass eine ,Differenzierung nach
dem Alter eines Menschen oder der Anzahl von Personen in einem anderen
Fahrzeug [...] dem autonomen System aus technischen Griinden bislang [...] nicht
moglich” sei, Arbeitsgruppe , Digitaler Neustart der Konferenz der Justizministerin-
nen und Justizminister der Lander, Berichte vom 1.0ktober 2018 und 15. April 2019,
S.220.

1031 Erwogen von Hornle/Wohlers, GA 2018, S.12 (24 £.); Schuster, RAW 2017, S.13 (16);
Hevelke/Nida-Riimelin, Jahrbuch fiir Wissenschaft und Ethik, Bd.19, Heft 1, S.5
(19).

1032 So etwa Burton u. a. (2020) 279 Artificial Intelligence 103201: ,And because of
the complexity and unpredictability of the operational environment, it is not epis-
temically possible for manufacturers to imagine in advance all the combinations
of factors and fine distinctions that might affect the permissibility of the action.;
vgl. auch Stender-Vorwachs/Steege, in: Oppermann/Stender-Vorwachs, Autonomes
Fahren, 2020, Kap. 3.6.1 Rn. 11 {ff.; Hornle/Wohlers, GA 2018, S. 12 (24 {f.).
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Schaden méglichst gering ausfillt. Jede weitere Programmierung, die etwa
den Schutz von Kindern, Behinderten, sich rechtméflig verhaltenden Ver-
kehrsteilnehmern etc. bezwecken soll, birgt das Risiko, dass die Wahrneh-
mungsfahigkeiten der selbstfahrenden Fahrzeuge iiberhaupt nicht geeignet
sind, derlei Feststellungen addquat zu treffen. Die Irrtumswahrscheinlich-
keit wire immens und wiirde letztendlich zu einer sinkenden Akzeptanz
solcher Systeme fithren.

Dariiber hinaus ist es fraglich, ob Dilemma-Situationen in der Praxis
einen derart groflen Stellenwert haben werden, wie es in der intellektuel-
len Auseinandersetzung mit dem Thema den Anschein hat. Die typischen
Dilemma-Situationen beruhen namlich auf zwei Annahmen, die in der
Realitdt nicht anzutreffen sind. Erstens: Die Kollision steht unmittelbar
bevor und ist unausweichlich. Zweitens: Das Steuerungssystem befindet
sich in einer Situation, in der es sich deterministisch fur eine der beiden
Kollisionen entscheiden muss. Es kann jedoch angenommen werden, dass
derartige Situationen nur dann auftreten, wenn das Fahrzeug aufler Kon-
trolle geraten ist und eine rationale Entscheidungsfindung ohnehin nicht
moglich ist.13 Daneben sind Fille denkbar, die derart komplex sind, dass
realistische Wahrscheinlichkeitsszenarien gar nicht berechnet werden kon-
nen. Schliefllich dndert bzw. erneuert sich die Risikoprognose mit jedem
Meter und jeder Sekunde, die das Fahrzeug zuriicklegt, wobei die Bewe-
gungen der anderen Verkehrsteilnehmer neu berechnet werden miissen.
Die Anzahl der mdglichen und nicht vorhersehbaren Ereignisse steigt je-
doch innerhalb von kiirzester Zeit exponentiell an, so dass es unméglich
wird, alle denkbaren Bewegungen und Entscheidungen der anderen Ver-
kehrsteilnehmer zu prognostizieren.'** Dies konnte dazu fithren, dass zu
Beginn des Manovers ein Ausscheren nach rechts das niedrigste Risiko
aufwies, aber durch die Positionsverdnderung eines anderen Fahrzeugs,
welches in die gleiche Richtung ausweicht, diese Fahrtrichtung mit Verlauf
des Geschehens eine viel grofiere Gefahr darstellt. Je naher die Kollision
bevorsteht, desto weniger Handlungsmoglichkeiten bestehen entsprechend
fir den Steuerungsalgorithmus, da schliefllich auch die physikalischen
Grenzen fiir Brems- oder Ausweichmandver erschopft sind. Ex ante gese-
hen, war dann zwar die Entscheidung des Steuerungssystems aufgrund der
urspriinglichen Risikoprognose, nach rechts auszuweichen, richtig, aber ex

1033 Himmelreich (2018) 21 Ethical Theory and Moral Practice 669, 673 ff.
1034 Dietmayer, in: Maurer u. a., Autonomes Fahren, 2015, S. 419 (434 f.).
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post wire der Schaden geringer ausgefallen, wenn das Fahrzeug geradeaus
weitergefahren wire.

Dies bedeutet nicht, dass vollstandig auf Unfalloptimierungssysteme und
klare Priferenzregeln verzichtet werden soll;1*° nur diirften die praktischen
Fille weit weniger offensichtlich ausfallen, als dies in den dargestellten Ge-
dankenexperimenten der Fall ist. Das Dilemma-Problem beim autonomen
Fahren konnte also ein rein theoretisches bleiben.l*¢ Die Tatsache, dass
sich der Unfalloptimierungsalgorithmus zu einem Zeitpunkt X in einer
Dilemmasituation befindet, in der entweder der sichere Tod einer Person
gegen den sicheren Tod einer oder mehrerer anderer Personen abgewogen
werden muss, konnte daher in der Praxis weit weniger relevant sein, als es
angesichts der umfangreichen Literatur den Anschein hat.

d. Kommunikations- und Kooperationsfehler

Selbstfahrende Fahrzeuge konnen je nach Funktionsumfang virtuell mit an-
deren Verkehrsteilnehmern oder intelligenten Infrastruktursystemen kom-
munizieren (Car2X-Kommunikation). Daneben arbeiten die Hersteller
auch vermehrt an Schnittstellen, welche die direkte Kommunikation mit
anderen Verkehrsteilnehmern tiber eHMIs erlauben.!9” Der Einsatz beider
Kommunikationswege kann haftungsrechtliche Relevanz haben.

(aa) Kommunikationsfehler im Rahmen von Car2X-Kommunikation

Moderne Fahrzeuge sind bereits heute in der Lage, mit anderen Verkehrs-
teilnehmern oder Infrastruktursystemen zu kommunizieren. Bei selbstfah-
renden Fahrzeugen konnen Car2X-Technologien noch weitergehender ge-
nutzt werden, um das Fahrverhalten und die Routenplanung weiter zu
optimieren. Sofern in Zukunft Back-end-Infrastrukturen die Fahrzeuge un-
tereinander sowie die Fahrzeuge mit einer digital angebundenen Verkehrs-
infrastruktur (Ampeln, digitale Verkehrsschilder etc.) in Echtzeit vernetzen,
stellen sich haftungsrechtliche Fragen.193

1035 Hornle/Wohlers, GA 2018, S. 12 (21).

1036 Knoepffler, in: Hermann/Knauff, Autonomes Fahren, 2021, S. 9 (20).
1037 Vgl. 2. Teil: B. IIL. 3.

1038 Vgl. das Beispiel in Geisberger, Broy (Hrsg.), agendaCPS, 2012, S. 34.
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Je stirker selbstfahrende Fahrzeuge auf Fremddaten angewiesen sind,
desto grofler wird das damit zusammenhidngende Vernetzungsrisiko.!0%
Aus haftungsrechtlicher Perspektive stellt sich die Frage, wer haftet, wenn
es im Rahmen der Kommunikation zwischen den einzelnen Akteuren zu
Ubermittlungsfehlern kommt und deshalb Steuerungsbefehle nicht ausge-
16st oder inaddquate Fahrmanéver durchgefiihrt werden und dadurch ein
Unfall verursacht wird. Dies konnte der Fall sein, wenn das Fahrzeug emp-
fangene Daten fehlerhaft verarbeitet, wenn es fehlerhafte Daten empfangt
oder wenn wihrend der Ubertragung Fehler auftreten. Als Beispiel seien
hier Kartendaten genannt. Sind diese fehlerhaft, weil etwa eine Baustelle
nicht erfasst ist, konnte das Fahrzeug fehlerhaft navigieren und schlimms-
tenfalls einen Unfall verursachen.

Nach geltender Rechtslage miissen Fahrzeuge mit autonomen Fahrfunk-
tionen gem. §le Abs.2 StVG ,iiber eine technische Ausriistung verfiigen,
die in der Lage ist’, die Fahrzeugfiihrung im Rahmen der Verkehrsregeln
aufrechtzuerhalten. Hierin kann man die Intention des Gesetzgebers se-
hen, dass sich Fahrzeuge mit autonomen Fahrfunktionen nicht auf die
Kommunikation mit anderen Fahrzeugen oder intelligenter Verkehrsinfra-
struktur verlassen diirfen.|%40 Gleichzeitig heifit es in der Anlage 1, Teil 1
Nr. 6 zur AFGBV: ,Daten externer Einheiten konnen im Kraftfahrzeug zur
Ausfithrung der autonomen Fahrfunktionen verwendet werden. 194! Aufier-
dem wird dem Hersteller die Pflicht auferlegt, ,eine fiir das autonome Fah-
ren ausreichend sichere Funkverbindung nachzuweisen® (§ 1f Abs.3 Nr.3
StVG). Nach der hier vertretenen Auffassung bedeutet dies aber nur, dass
der Hersteller Kommunikationssysteme zur Bewiltigung von Fahraufgaben
nutzen darf, nicht aber, dass sich das System isoliert auf die so gewonnenen
Daten verlassen darf.

Entscheidend ist also, dass die im Rahmen der Car2X-Kommunikation
verwendeten Daten einer Plausibilitatspriifung unterzogen werden.!%42 Soll-
ten die empfangen Daten fehlerhaft sein und hierdurch ein Unfall verur-
sacht werden, wire der Hersteller dennoch gegeniiber dem Geschadigten
umfanglich haftbar, da derartige Informationen allenfalls erginzend heran-
gezogen werden kénnen, nicht aber mafigeblich den Entscheidungsprozess
des Steuerungssystems beeinflussen diirfen. Bei ndherer Betrachtung ist

1039 Vgl. 2. Teil: E. 1. 7.

1040 Wagner, SVR 2021, S. 287 (288); Steege, SVR 2021, S. 128 (130).
1041 Anlage 1 Teil 1, Nr. 6 der AFGBV, BGBL 1, S. 986 (998).

1042 Wagner, SVR 2021, S. 287 (288).
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ein solcher Ansatz auch nachvollziehbar. Gerade in Situationen, in denen
virtualisierte Kommunikationsprozesse nicht funktionieren, weil die Ver-
bindung abbricht, muss ein selbstfahrendes Fahrzeug in der Lage sein,
weiterhin sicher am Straflenverkehr teilzunehmen oder sich zumindest in
einen risikominimalen Zustand zu versetzen. Dementsprechend darf sich
ein Softwaresystem bei der Steuerung nicht allein auf virtuell bezogene
Daten von Drittanbietern verlassen, so wie auch ein menschlicher Fahrer,
der dem Navigationsgerit ,blind“ folgt und gegen eine Hauswand féhrt,
weiterhin die Steuerungsverantwortung tragt.!4* Die Hersteller miissen
also Systeme implementieren, die durch Redundanzen abgesichert sind,
so dass der Ausfall eines Systemteils nicht zur Unkontrollierbarkeit des Ge-
samtsystems fithrt. Damit wére eingangs beschriebene Vernetzungsrisiko
zumindest haftungsrechtlich abgesichert.

Sollte der Gesetzgeber allerdings die Verwendung von Kommunikations-
daten Dritter zur unmittelbare Fahrzeugsteuerung zulassen, wiirden sich
neue Probleme auftun.!%4 Liasst sich durch die Realisierung eines solchen
Vernetzungsrisikos im Nachhinein nicht mehr feststellen, welcher Akteur
fir das fehlerhafte Datenverarbeitungsergebnis verantwortlich ist, entstiin-
de eine Haftungsliicke, die durch die bestehenden Regelungen zur Produkt-
haftung nicht geschlossen werden kénnte.1045

(bb) Kommunikationsfehler mit menschlichen Verkehrsteilnehmern

Ein Produktfehler kann auch darin bestehen, dass das Fahrzeug unzurei-
chend oder fehlerhaft mit menschlichen Verkehrsteilnehmern kommuni-
ziert. Im Straflenverkehr treten eine Vielzahl von Situationen auf, die sich
nicht allein anhand der StVO, sondern durch Interaktion und Verhandlung
16sen lassen.!4¢ Hierzu gehort das Heriiberwinken von Fuflgdngern oder
der Verzicht auf die eigene Vorfahrt, wenn es der Verkehrsfluss zulasst.
Sofern auch selbstfahrende Fahrzeuge in der Lage sind, derartiges kommu-

1043 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 180.

1044 Dies wire bspw. beim kooperativen Fahren oder auch Platooning der Fall, bei
dem zwingend Daten mit den vorausfahrenden Fahrzeugen ausgetauscht werden
miissen, damit der verkleinerte Abstand zwischen den Fahrzeugen optimal und
sicher genutzt werden kann, Matthaei u. a., in: Winner u. a., Handbuch Fahreras-
sistenzsysteme, 2015, S. 1139 (1151).

1045 Hierzu auch im Rahmen der Beweislastverteilung, 3. Teil: H. I. 2. a. (cc).

1046 Wachenfeld/Winner, in: Maurer u. a., Autonomes Fahren, 2015, S. 465 (477 f.).
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nikatives und kooperatives Verhalten gegeniiber menschlichen Verkehrsteil-
nehmern zu zeigen, richten sich die Sicherheitserwartungen auch an diese
Funktionen. So gibt es eine Vielzahl von eHMIs in der Testung,'*4” mit
denen Fahrzeuge signalisieren sollen, dass eine sicherere Uberquerung
der Strafle moglich ist. Ein solches Kommunikationsverhalten kénnte al-
lerdings fehlerhaft sein, wenn das Fahrzeug den Fufiginger zum Uberque-
ren der Strafle auffordert, obwohl sich etwa auf der Gegenfahrbahn ein
Fahrzeug mit hoher Geschwindigkeit nahert. Kommunikationsfehler, aber
auch Fehlinterpretationen des Fufigingers gehen daher zwangslaufig zu
Lasten des Herstellers, solange sich keine Kommunikationsstandards her-
ausbilden, die wie eine Ampel fiir jeden Verkehrsteilnehmer auf einen
Blick verstdndlich sind. Mafigeblich muss sein, dass menschliche Verkehrs-
teilnehmer das Verhalten selbstfahrender Fahrzeuge verstehen und damit
vorhersehen kénnen.1048

e. Cyberangriffe und sonstige Manipulationen

Weiter soll untersucht werden, unter welchen Umstanden der Hersteller
selbstfahrender Fahrzeuge fiir Hackereingriffe haftet. Welche Gefahren von
Cyberangriffen und anderen Manipulationen ausgehen, wurde bereits an
anderer Stelle beschrieben.!04

Gesetzliche Vorgaben zur Cybersicherheit wurden bereits durch das Ge-
setz zum autonomen Fahren in § le Abs.2 Nr.10 StVG eingefiihrt. Danach
miissen Fahrzeuge mit autonomen Fahrfunktionen eine ausreichend stabile
und vor unautorisierten Eingriffen geschiitzte Funkverbindung sicherstel-
len. Daneben bestehen weitere Herstellerpflichten wie der Nachweis da-
riiber, dass die elektronische und elektrische Architektur des Kraftfahrzeugs
und die mit dem Kraftfahrzeug in Verbindung stehende elektronische und
elektrische Architektur vor Angriffen gesichert ist (§ 1f Abs.3 Nr.1 StVG),
das Erstellen einer Risikobeurteilung, aus der hervorgeht, dass kritische
Elemente des Kraftfahrzeugs gegen Gefahren, die im Rahmen der Risikobe-
urteilung festgestellt wurden, geschiitzt sind (§ 1f Abs.3 Nr.2 StVG) sowie
der Nachweis einer ausreichend sichereren Funkverbindung (§ 1f Abs.3
Nr. 3 StVG).

1047 Vgl. Dey u. a. (2020) 7 Transportation Research Interdisciplinary Perspectives 1,
6 ff.; vgl. Auch 2. Teil: B. IIL 3.

1048 Surden/Williams (2016) 38 Cardozo L. Rev. 121, 176 f.

1049 2. Teil: E. IL. 6.
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Wie diese Anforderungen technisch umgesetzt werden kénnen, richtet
sich nach den gingigen Standards und Normen Kraftfahrzeuge.l®>° Dies
umfasst die Implementierung eines zertifizierten Cyber-Security-Manage-
ment-Systems (CSMS)!%! sowie ein Software-Update-Management-System
(SUMS),1052 wie es die im Juni 2020 von der UNECE veroffentlichten und
im Januar 2021 in Kraft getretenden Regelungen der UN Task Force on Cy-
ber Security and Over-the-Air issues vorsehen.'>3 Da Updates jedoch nicht
nur Sicherheitsliicken schlieffen konnen, sondern aufgrund der nétigen
Schnittstellen wiederum ein eigenes Risiko schaffen, sind hier besonders
hohe Anforderungen an den Hersteller gerichtet.!%5* Durch das CSMS soll
sichergestellt werden, dass die Hersteller tiber den Zertifizierungsprozess
offenlegen, dass Risiken analysiert und welche Gegenmafinahmen im Falle
eines Cyberangriffs ergriffen werden.!>> Daneben ist die SAE/ISO 21434,
die im Jahr 2021 als Gemeinschaftsprojekt einer Arbeitsgruppe der SAE
und der ISO verdffentlicht wurde und bis 2024 fiir alle neu zugelassenen
Fahrzeuge verbindlich sein wird, als Industriestandard von den Herstellern
einzuhalten.!%¢ Die ISO umfasst Entwicklung, Produktion, Betrieb und
Wartung im gesamten Lebenszyklus eines Fahrzeugs und ist deshalb auch
produkthaftungsrechtlich von Belang.

Abgesehen von der Einhaltung von Standards und Normen miissen
selbstfahrende Fahrzeuge auch unabhéngig hiervon eine Basissicherheit
bzw. ,Basisresilienz“1%%7 aufweisen, welche sicherheitskritische Hackeran-
griffe bestmdglich verhindert (,Security by Design®).19%® Dabei diirften

1050 Uberblicksweise Martin/Uhl, RAW 2020, S.7 (8 ff.); Voland u. a., RAW 2019, S. 75
(771£).

1051 UN Task Force on Cyber Security and Over-the-Air issues, GRVA-01-17 (TF CS/
OTA) Draft Recommendation on Cyber Security of the Task Force on Cyber
Security and Over-the-air issues of UNECE WP.29 GRVA, 2018, 6.5.1.

1052 UN Task Force on Cyber Security and Over-the-Air issues, GRVA-01-18 (TF CS/
OTA) Draft Recommendation on Software Updates of the Task Force on Cyber
Security and Over-the-air issues of UNECE WP.29 GRVA, 2018, 4.2.5..

1053 UN/ECE/TRANS/WP.29/2020/79 (23.6.2020); UN/ECE/TRANS/WP.29/2020/80
(31.3.2020).

1054 Voland u. a., RAW 2019, S. 75 (78).

1055 Ebenda.

1056 ISO/SAE 21434 ,Road vehicles — Cybersecurity engineering

1057 Sommer, Haftung fiir autonome Systeme, 2020, S. 246.

1058 Ackermann, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht,
§ 823 BGB Rn. 96; Bick/Theurer, BB 2021, S. 520 (522).
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Sicherheitsliicken regelmaflig einen Konstruktionsfehler darstellen.1% Auf-
grund der groflen Gefahren, die Cyberangriffe auf im Verkehr befindliche
Fahrzeuge haben kénnen, sind die Anforderungen an die Pravention durch
den Hersteller entsprechend hoch.!%? Dies beinhaltet etwa die Verschliisse-
lung von Daten, Onboard-Diagnosen zur Selbstwahrnehmung eigener Sys-
temstérungen und das Versetzen in einen risikominimalen Zustand, wenn
eine gefahrlose Steuerung des Fahrzeugs nicht mehr moglich erscheint (vgl.
§ le Abs.2 Nr.7 StVG).196! Wegen der hohen Relevanz fiir die Rechtsgiiter
Leben, Korper und Gesundheit diirfte nahezu jede Sicherheitsliicke, die
zu einem Verkehrsunfall fithrt, auch als Produktfehler angesehen werden.
Zwar kann auch in diesem Bereich absolute Sicherheit vom Hersteller nicht
verlangt werden, wohl aber, dass das System entsprechend § le Abs.2 Nr.7
StVG in der Lage ist, die externe Storung zu erkennen und sich notfalls
aufSer Betrieb zu setzen.

Daneben treffen den Hersteller auch Instruktionspflichten, die er durch
Warnhinweise und Instruktionen an den Nutzer erfiillen kann. Von Bedeu-
tung diirfte hier insbesondere sein, dass der Hersteller den Nutzer auf den
sorgfiltigen Umgang mit Passwortern und Zugangsdaten, die den Zugriff
auf Fahrzeugfunktionen ermdglichen, hinweisen muss. Zudem hat der Her-
steller den Benutzer auf die Bereitstellung neuer Updates hinzuweisen und
ggf. den weiteren Betrieb von der Aktualisierung der Software abhingig zu
machen.!062

Dass Sicherheitsliicken wegen des Ausschlusses nach §1 Abs.2 Nr.2
ProdHaftG bei Inverkehrbringen noch nicht vorgelegen haben, diirfte
wegen der fortlaufenden Bereitstellung von Updates zukiinftig eine unter-
geordnete Rolle spielen. Da nach der hier vertretenen Auffassung jedes
Update auch ein partielles Inverkehrbringen bedeutet, unterliegen die Cy-
bersicherheitsanforderungen einer Dynamisierung, welcher der Hersteller
nur durch regelmiflige Updates begegnen kann. Mafigeblich ist dann der
Stand von Wissenschaft und Technik zum Zeitpunkt des Bereitstellens des
jeweiligen Updates.1063

1059 Denkbar sind auch Fabrikationsfehler, die sich aber nicht wesentlich von anderen
denkbaren Fabrikationsfehlern unterscheiden, die bereits erdrtert wurden, vgl.
Martin/Uhl, RAW 2020, S.7 (11).

1060 Martin/Uhl, RAW 2020, S. 7 (11); Voland u. a., RAW 2019, S. 75 (84).

1061 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 73 f.

1062 Martin/Uhl RAW 2020, S.7 (11£).

1063 3. Teil: D. V. 2. c. (bb).
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Neben der Verhinderung von Hackerangriffen muss ein Fahrzeug auch
in der Lage sein, typische Manipulationen der Verkehrsinfrastruktur zu er-
kennen. Wie bereits beschrieben, gelang es diversen Akteuren, selbstfahren-
de Fahrzeuge fehlzusteuern, indem Verkehrsschilder manipuliert wurden
oder falsche Fahrbahnmarkierungen auf der Strafle angebracht wurden, so
dass das Fahrzeug einen Spurwechsel vollzog.!96* Diesen Manipulationen
ist gemein, dass diese fiir Menschen ohne weiteres erkennbar sind. So
reichten bereits kleinste Verdnderungen an Verkehrsschildern aus, damit
diese von der Software falsch klassifiziert wurden.!%% Hier ist zu verlangen,
dass sich das System nicht allein auf die Kamerabilder verlésst, sondern die
gesehenen Informationen mit Datenbanken abgleicht, in denen einzelne
Verkehrsschilder hinterlegt sind. Es ist jedenfalls zu erwarten, dass ein
selbstfahrendes Fahrzeug in der Lage ist, Verkehrsschilder und Fahrbahn-
markierungen wie ein Mensch zu erkennen. Dies ergibt sich schon aus
der grundsiatzlichen Anforderung, dass eine technische Ausriistung vorge-
halten werden muss, welche die Fahrzeugfithrung innerhalb der Verkehrs-
vorschriften entsprechend § le Abs.2 Nr.2 StVG sicherstellt. Zudem heif3t
es in Anlage 1 der AFGBV: ,Defizite am Zubehor, insbesondere der Ver-
kehrseinrichtungen (zum Beispiel verschlissene, beschddigte, fehlende oder
defekte temporire oder dauerhafte Fahrbahnmarkierungen und Verkehrs-
zeichen, Phantommarkierungen) und der Straflenausstattung, [...] werden
erkannt und im Geschwindigkeits- und Fahrtverlauf beriicksichtigt.* Ein
Steuerungssystem, welches hierzu nicht in der Lage ist, ist also fehlerhaft.

V1. Kausalitat

Zwischen der Fehlerhaftigkeit des Produkts und der Rechtsgutsverletzung
muss eine kausale Verkniipfung bestehen. Aus §1 Abs.1 S.1 ProdHaftG er-
gibt sich, dass ,,durch® den Fehler eines Produkts eine Rechtsgutsverletzung
eintreten muss. Mangels eines einheitlichen unionsrechtlichen und autono-
men Kausalititsbegriffs wird die Kausalitit anhand der nationalen Ausle-
gungskriterien bestimmt.1°®¢ Dies bedeutet, dass zumindest eine dquivalen-
te Verkniipfung zwischen dem Produktfehler und der Rechtsgutsverletzung

1064 Tencent Keen Security Lab, Experimental Security Research of Tesla Autopilot,
2019, S. 33 ff.; 2. Teil: E. IL. 6.

1065 Sitawarin u. a., DARTS: Deceiving autonomous cars with toxic signs, 2018, S. 2.

1066 Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 19.
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bestehen muss. Der Fehler ist hiernach nicht wegzudenkende Bedingung
der Rechtsgutsverletzung.'’®’ Die im Rahmen der Verschuldenshaftung
angewandte Addquanz ist jedoch im Rahmen des §1 Abs.1 ProdHaftG
insofern maf3geblich, als sie ein Abgrenzungskriterium fiir Kausalverldu-
fe im Rahmen von Verschuldenshaftungstatbestinden darstellt, die einem
Sorgfaltspflichtigen rechtlich billigerweise nicht mehr zugerechnet werden
kénnen. Dies ist jedoch im Rahmen der verschuldensfreien Produkthaftung
unerheblich.l®® Hingegen findet die Lehre vom Schutzzweck der Norm
Anwendung, so dass etwa auch Schockschidden durch die Produkthaftung
ersetzt werden konnen.!069

Neben der haftungsbegriindenden Kausalitét verlangt § 1 Abs. 1 S. 1 Prod-
HaftG, dass im Falle einer Rechtgutsverletzung durch einen Produktfehler
dem Geschédigten der ,daraus entstehende Schaden® zu ersetzen ist. Inso-
fern gilt fiir die Produkthaftung wie auch fiir deliktsrechtliche Anspriiche,
dass eine haftungsausfiillende Kausalitét vorliegen muss.197°

Hat die Steuerungssoftware fehlerhaft einen Unfall (mit-)verursacht, so
muss dieser Kausalitdtszusammenhang festgestellt werden. Weit komplexer
ist die Frage, welche Anforderungen an den Nachweis des Geschidigten zu
stellen sind. Diese Frage des Beweisrechts wird jedoch an spaterer Stelle
behandelt.!07!

Anders als bei anderen Produkten diirften multikausale Schadensereig-
nisse bei selbstfahrenden Fahrzeugen hiufiger vorkommen. So mag ein
Unfall nicht allein auf der Fehlerhaftigkeit des Fahrzeugs beruhen, son-
dern auch auf dem Fehlverhalten anderer Verkehrsteilnehmer, die nicht
zwingend Geschddigte sein miissen. Missachtet bspw. ein konventionelles
Fahrzeug eine Vorfahrtsregelung, so dass ein selbstfahrendes Fahrzeug aus-
weicht und hierbei einen Fahrradfahrer {ibersieht und verletzt, so ist nicht
allein die fehlerhafte Software fiir die Gesundheitsschddigung des Radfah-
rers ursdchlich. Allerdings ist in § 6 Abs.2 ProdHaftG geregelt, dass der
zusdtzliche Verursachungsbeitrag eines Dritten zundchst keine Auswirkun-

1067 Ebenda.

1068 BGH, Urt. v. 27.1.1981 - VI ZR 204/79 (NJW 1981, 983); BGH, Urt. v. 3. 7.1962 - VI
ZR 184/61 (NJW 1962, 1676); Oechsler, in: Staudinger BGB, § 1 ProdHaftG Rn. 32;
Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 20.

1069 Oechsler, in: Staudinger BGB, § 1 ProdHaftG Rn. 33; Wagner, in: MiiKo-BGB, §1
ProdHaftG Rn. 21.

1070 Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 22.

1071 3.Teil: H. L.
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gen auf den Anspruch im Auflenverhéltnis hat, sondern allenfalls zu einem
Regress im Innenverhiltnis der Schadiger untereinander fithrt.1072

VII. Haftungsausschliisse und Haftungsbegrenzungen

Das Produkthaftungsgesetz sieht eine Reihe von Haftungsausschliissen und
-beschriankungen vor. So haftet der Hersteller nicht fiir Entwicklungsfehler
und auch nicht fiir Fehler, die das Produkt zum Zeitpunkt des Inverkehr-
bringens durch den Hersteller noch nicht hatte. Die Haftung ist zudem
begrenzt, wenn der Geschédigte den Schaden mitverursacht hat. Dariiber
hinaus gelten Haftungshochstgrenzen und Verjéhrungsregeln.

1. Entwicklungsfehler
a. Allgemeine Entwicklungsfehler

Da der Hersteller nur fiir die Fehlerhaftigkeit des Produkts zum Zeitpunkt
des Inverkehrbringens haftet, ist fiir die Beurteilung, ob ein Produktfehler
vorliegt, auch nur der Wissensstand zu diesem Zeitpunkt mafigeblich. Der
Hersteller hat dementsprechend auch nur die Sicherheit zu gewahrleisten,
die nach dem Stand von Wissenschaft und Technik zum Zeitpunkt des
Inverkehrbringens zu erwarten war.

Ist ein Schadensrisiko zwar ex ante erkennbar, aber ldsst es sich mit
ertraglichen Mitteln nicht vermeiden, liegt eine sog. Entwicklungsliicke vor,
fir welche der Hersteller nicht einzustehen hat,!97® da das Produkt vor dem
Hintergrund des § 3 Abs.1 lit. ¢ ProdHaftG zwar fehlerhaft ist, aber die
Beseitigung des Fehlers im Verhiltnis zu den davon ausgehenden Gefahren
nicht oder nur mit unverhéltnismaf3ig hohen Kosten méoglich wire.1074

Davon abzugrenzen ist der Fall, dass der Fehler des Produkts zum
Zeitpunkt des Inverkehrbringens nach Stand dem von Wissenschaft und
Technik fiir den Hersteller nicht erkennbar gewesen ist (§1 Abs.2 Nr.5
ProdHaftG). Der deutsche Gesetzgeber, wie auch ein Grofiteil der sonstigen
Mitgliedstaaten, hat von der Moglichkeit des Art.15 Abs.1 lit. b ProdHaft-

1072 S.a. 3. Teil: J.
1073 Wagner, in: MiiKo-BGB, § 823 BGB Rn. 963.
1074 Foerste, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 24 Rn. 107.
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RL Gebrauch gemacht und den in Art.7 lit. e ProdHaftRL vorgesehenen
Ausschluss fiir sog. Entwicklungsrisiken in § 1 Abs. 2 Nr. 5 ProdHaftG {iber-
nommen. Die Ubernahme des Ausschlusses sollte die Innovationsbereit-
schaft der Industrie stirken und die Versicherbarkeit von Produktrisiken
sicherstellen.107

Entwicklungsliicke und Entwicklungsrisiko ist gemeinsam, dass bei In-
verkehrbringen des Produkts potenzielle Gefahren ausgehen, die nach
dem damaligen Stand von Wissenschaft und Technik nicht vermeidbar
waren. Wiahrend jedoch bei Entwicklungsliicken in § 3 Abs. 1 lit. ¢, Abs.2
ProdHaftG vorgesehen ist, dass ein Produkt den Anforderungen an Wis-
senschaft und Technik zum Zeitpunkt grundsitzlich entsprechen muss,
formuliert §1 Abs.2 Nr.5 ProdHaftG eine Ausnahme fir den Fall, dass
ein Produkt zwar historisch betrachtet hinter diesen Erwartungen zuriick-
bleibt, die Fehlerhaftigkeit aber aufgrund fehlender Erkenntnismdoglichkei-
ten nicht festgestellt werden konnte.'7¢ Die Entwicklungsliicke beschreibt
also den Fall der Unméoglichkeit der Gefahrbeseitigung, wahrend bei
einem Entwicklungsrisiko die Erkennbarkeit der Gefahr zum damaligen
Zeitpunkt unmoglich war.1077

b. Entwicklungsfehler beim Einsatz von KI

Fiir konventionelle Fahrzeugkomponenten sind diese Regelungen ohne
weiteres anwendbar. Da solche Fahrzeugkomponenten umfassend erforscht
und erprobt sind, ist nicht zu erwarten, dass hier nach dem Stand von Wis-
senschaft und Technik unvermeidbare oder nicht erkennbare Fehler auftre-
ten. Weitaus problematischer ist die Annahme von Entwicklungsfehlern bei
der implementierten Fahrzeugsoftware. Da diese selbststindig die Fahrent-
scheidungen trifft und gleichzeitig die zugrundeliegenden algorithmischen
Entscheidungsbaume auch fiir den Hersteller nicht immer nachvollziehbar
sind, kann es zu Fehlsteuerungen kommen, die fiir den Hersteller konkret
nicht vorhersehbar sind.

1075 Wagner, in: MiiKo-BGB, § 1 ProdHaftG Rn. 51.

1076 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshand-
buch, § 46 Rn. 65.

1077 Foerste, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, §24
Rn. 104, 108.
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Der BGH hat in der Airbag-Entscheidung allerdings klargestellt, dass
es nicht auf die Erkennbarkeit des konkreten Fehlers ankommt, sondern
auf die potenzielle Gefahrlichkeit des Produkts, also das Fehlerrisiko.!078
Dieses Fehlerrisiko ist jedoch auch fiir den Hersteller autonomer Systeme
erkennbar. Zumindest ist objektiv erkennbar, dass selbstfahrende Fahrzeuge
fehlerhafte Fahrentscheidungen treffen werden.!%”® Insofern kann sich der
Hersteller nicht auf das Vorliegen eines Entwicklungsfehlers berufen.

Fraglich ist jedoch, wie Entwicklungsfehler bei selbstlernenden Systemen
zu beurteilen sind, sofern diese in selbstfahrenden Fahrzeugen eingesetzt
werden. Zwar wurde bereits an anderer Stelle festgestellt, dass das Auftre-
ten von Weiterentwicklungsrisiken im Bereich des autonomen Fahrens in
naher Zukunft wenig wahrscheinlich ist,'%° da aber der Einsatz von im
Feld lernenden Algorithmen zumindest nicht ausgeschlossen ist, soll auf
das damit verbundene rechtliche Problem eingegangen werden. Eine Be-
sonderheit solcher KI-Systeme besteht darin, dass sie aufgrund der Anpas-
sungsfahigkeit der Software zwar im Testbetrieb fehlerfrei funktionieren,
aber sich im Laufe des Betriebs Fehler manifestieren.!%®! Autonome Systeme
konnen planvoll agieren und passen sich ggf. im Laufe der Zeit an gedn-
derte Umweltbedingungen an.!%82 Je nach Ausgestaltung des Systems kann
dies zu Verdnderungen der zugrundeliegenden Algorithmen und der darauf
beruhenden Entscheidungsprozesse fithren. In der Folge konnten sich Ver-
haltensweisen herausbilden, die vom Hersteller weder geplant noch gewollt
sind. Gleichzeitig ist diese Fahigkeit zur Anpassung im Rahmen der Auto-
nomie gerade der Vorteil derartiger Systeme, so dass diese Veranderungen
nicht nur toleriert werden, sondern in der Gesamtheit auch wiinschenswert
sind.1083

In der Literatur besteht Streit dariiber, wie mit solchen Risiken bei
autonomen Systemen umzugehen ist. Einerseits wird vertreten, dass ein
Entwicklungsrisiko immer dann vorliegt, wenn das KI-System neue Verhal-

1078 BGH, Urt. v. 16. 6. 2009 - VI ZR 107/08, Rn. 31 (NJW 2009, 2952).

1079 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 64.

1080 Vgl. 2. Teil: E. I1. 4. b.

1081 Etzkorn, MMR 2020, S. 360 (362).

1082 Kirn/Miiller-Hengstenberg, Rechtliche Risiken autonomer und vernetzter Systeme,
2016, S. 102 ff.

1083 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, §3
ProdHaftG Rn. 55.
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tensweisen erlernt, die vom Hersteller nicht vorgesehen sind.184 Dieser An-
satz ist in seiner Pauschalitdt nicht {iberzeugend. Es ist nicht erforderlich,
dass der Hersteller konkret wissen muss, wie sich das selbstlernende System
im Einzelnen verdndert, sondern es muss erkennbar sein, dass es eine
generelle Gefahrentrachtigkeit durch den Einsatz von KI-Systemen gibt.185
Uberzeugender ist es daher, darauf abzustellen, dass sich die Hersteller au-
tonomer Systeme des Weiterentwicklungsrisikos bewusst sind, dieses aber
wegen der iberwiegenden Vorteile in Kauf nehmen. Damit liegt grundsétz-
lich ein erkennbares Entwicklungsrisiko vor.108¢

Einen anderen Ansatz verfolgt Sommer, der auf die Versicherbarkeit des
jeweiligen Schadensfalls abstellt. Hiernach konne eine Entwicklungsliicke
dann angenommen werden, wenn sich fiir die jeweilige Schadenskategorie
keine Versicherung findet.!%” Dies tiberzeugt jedoch allein schon deshalb
nicht, da die Frage der Versicherbarkeit allein auf den 6konomischen Krite-
rien beruht, welche die Versicherungswirtschaft untereinander aushandelt.
Dementsprechend wiren Ereignisse mit hoheren Schadenswahrscheinlich-
keiten schwerer versicherbar als solche mit geringen Risiken. Der Hersteller
hitte keinen Anreiz mehr, Mafinahmen zur Risikovermeidung zu ergreifen,
sondern koénnte sich darauf beschranken, die Versicherbarkeit der jeweili-
gen Risiken auszuloten. Damit wiirde das Risiko schwerwiegender Rechts-
gutverletzungen ohne Riicksicht auf eine Kosten-Nutzen-Relation auf den
Geschidigten verlagert.

Lehnt man aus den genannten Griinden ein Entwicklungsrisiko i.S.d.
§1 Abs.2 Nr.5 ProdHaftG ab, so stellt sich die Frage, ob in den Fillen,
in denen das Risiko zwar bekannt, aber nicht vermeidbar ist, eine Entwick-
lungsliicke anzunehmen ist. Die Fahigkeit zur Anpassung und damit zur
Anderung des Algorithmus ist der dominierende Vorteil der Technologie
gegeniiber der bloflen Automatisierung. Je komplexer die Umweltbedin-

1084 Oechsler, in: Staudinger BGB (2018), § 3 ProdHaftG Rn.128, in der aktuellen
Auflage (2021) wurde diese Ansicht offenbar aufgegeben; Denga, CR 2018, S. 69
(731.); Seehafer/Kohler, EuZW 2020, S.213 (215f.); Gruber, in: Hilgendorf/Beck,
Robotik und Gesetzgebung, 2013, S.123 (144); Lohmann/Miiller-Chen, SZW 2017,
S. 48 (55).

1085 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 64 ff.

1086 auch Wagner, AcP 2017, S.707 (750); Etzkorn, MMR 2020, S. 360 (363); Hey, Haf-
tung des Herstellers autonomer Fahrzeuge, 2019, S. 129; Bilski/Schmid, NJOZ 2019,
S.657 (6601.); Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicher-
heitsrecht, § 3 ProdHaftG Rn. 53; Haagen, Verantwortung fir KI, 2022, S. 316 ff.

1087 Sommer, Haftung fiir autonome Systeme, 2020, S. 260 f.
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gungen sind, desto grofler werden die Vorteile autonomer gegeniiber auto-
matisierten Systemen. Wie Etzkorn richtigerweise anmerkt, ist die generelle
Moglichkeit zur Anpassung und Verbesserung des autonomen Systems zu-
gleich ihre grofite Gefahr.1%88 Hieraus kann aber nicht geschlossen werden,
dass der Hersteller deswegen von vornherein fiir solche Schadensereignisse
freizustellen ist, die auf einer solchen Anderung des Steuerungsalgorithmus
beruhen.!%® Vielmehr ist eine Abwagung zwischen den gefédhrdeten Rechts-
giitern unter Beriicksichtigung der Gefahrrealisierung und dem maximalen
Nutzen vorzunehmen.!0%0

Demnach ist beim Einsatz selbstlernender Algorithmen nicht darauf ab-
zustellen, ob nach dem Stand von Wissenschaft und Technik unerwtnschte
Verdnderungen nicht vorhersehbar und vermeidbar sind. Entscheidend ist
vielmehr, ob es technisch maglich ist, GegenmafSnahmen zu ergreifen, mit
denen ein KI-System so abgesichert werden kann, dass auch bei unvorher-
gesehenen Anderungen des Algorithmus sicherheitskritische Funktionen
der Steuerung nicht beeintréachtigt werden. Die berechtigten Sicherheitser-
wartungen beziehen sich also nicht darauf, dass der Hersteller konkret
verhindern muss, dass sich die Software unerwiinscht weiterentwickelt.
Vielmehr ist das System von vornherein so abzusichern, dass Adaptionen
keine sicherheitskritischen Auswirkungen haben kénnen.!!

Fir selbstfahrende Fahrzeuge kann dies bedeuteten, dass die Nutzung
adaptiver Algorithmen eingeschrénkt werden muss bzw. diese einen geson-
derten Test- und Priifprozess durchlaufen missen, bevor es zu unvorher-
gesehenen Handlungsauspragungen des Systems kommt.!%°2 Wie bereits
erldutert, verzichten bisher alle Hersteller auf den Einsatz im Feld lernen-
der Algorithmen und setzen dagegen auf Formen des zyklischen Lernens,
bei denen Anlern- und Betriebsphase voneinander getrennt sind und sich

1088 Etzkorn, MMR 2020, S. 360 (363).

1089 Pieper, InTeR 2016, S. 188 (193).

1090 BGH, Urt. v. 17.3.2009 - VI ZR 176/08 - ,Kirschtaler”, Rn. 8 (NJW 2009, 1669); s.a.
Etzkorn, MMR 2020, S. 360 (363); Hofmann, CR 2020, S. 282 (284).

1091 Ahnlich auch Borges, in: Lohsse/Schulze/Staudenmayer, Smart Products, 2022,
S.181 (194); Zech, Entscheidungen digitaler autonomer Systeme, 2020, S.71; Haa-
gen, Verantwortung fir KI, 2022, S. 317 f.; Oechsler, in: Staudinger BGB, § 3 Prod-
HaftG Rn. 128; wohl aA Horner/Kaulartz, InTeR 2016, S. 22 (25).

1092 Giinther, Robotor und rechtliche Verantwortung, 2016, S. 155; Zech, in: Gless/Seel-
mann, Intelligente Agenten und das Recht, 2016, S.163 (193); Hey, Haftung des
Herstellers autonomer Fahrzeuge, 2019, S. 49; Wachenfeld/Winner, in: Maurer u. a.,
Autonomes Fahren, 2015, S. 465 (276 ft.).
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das System nach Inverkehrbringen nicht mehr dndert.19%3 Anpassungen
der Software, die weniger potenzielle Schiaden verursachen kdnnen, diirf-
ten allerdings unter Beriicksichtigung einer Kosten-Nutzung-Abwéigung
als Entwicklungsliicke hinnehmbar sein.1%* Dies deckt sich auch mit den
Regelungsansitzen der UNECE sowie SAE/ISO 21434, wonach Software-
updates ein neues Zulassungs- und Zertifizierungsverfahren durchlaufen
miissen, wenn diese sicherheitsrelevante Auswirkungen haben.®> Dement-
sprechend muss die Grenze adaptiver Algorithmen dort gezogen werden,
wo eine Anderung des Codes die Fahrsicherheit beeintrichtigen kann und
nach dem Stand von Wissenschaft und Technik keine wirksame Méglich-
keit der Verifikation und Validierung besteht.

2. Fehlerfreiheit des Produkts bei Inverkehrgabe

Zum Teil wird angedacht, ob der Einsatz selbstlernender KI-Systeme da-
zu fithren konnte, dass die Haftung des Herstellers gem. §1 Abs.2 Nr.2
ProdHaftG ausgeschlossen sei, wenn sich die Fahrzeugsoftware nach Inver-
kehrbringen selbststdndig verandert und hierdurch ein Fehler entsteht, der
bei Auslieferung noch nicht bestand.!* Dem ist jedoch zu widersprechen.
Es ist davon auszugehen, dass eine Software, welche sich nachtraglich uner-
wiinscht und sicherheitskritisch verandert, konstruktiv nicht ausreichend
abgesichert ist und damit schon bei Auslieferung fehlerhaft war.!9” Zum
Teil wird noch weiter differenziert, dass dann, wenn fehlerhafte Trainings-
daten des Nutzers den Lernprozess des KI-Systems korrumpieren, ein Fall
des §1 Abs. 2 Nr. 2 ProdHaftG einschlégig sei.l?® Dies mag auf KI-Systeme
zutreffen, welche dem Nutzer zum eigenstindigen Trainieren zur Verfii-
gung gestellt werden, jedoch trifft dies fiir selbstfahrende Fahrzeuge nicht
zu. Ein ,Anlernen” des selbstlernenden Fahrzeugs durch den Nutzer oder

1093 Vgl. 2. Teil: B. II.

1094 Bspw. Anpassungen des Fahrerlebnisses an Nutzervorlieben.

1095 Voland u. a., RAW 2019, S.75 (78); vgl. auch 3. Teil: D. V. 4. e.

1096 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021,
S.139f.; Pieper, InTeR 2016, S.188 (198); Gruber, in: Hilgendorf/Beck, Robotik
und Gesetzgebung, 2013, S.123 (145); Ebers, in: Oppermann/Stender-Vorwachs,
Autonomes Fahren, 2017, S. 94 (107).

1097 Siehe vorheriger Abschnitt, aber auch Oechsler, in: Staudinger BGB, § 3 ProdHaftG
Rn. 128.

1098 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S.94; Oechsler, in:
Staudinger BGB, § 3 ProdHaftG Rn. 128.
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Halter ist nicht zu erwarten. Denn die wahrend des Betriebs zufallig erho-
benen Daten sind nicht mit einem Set von vorausgewéhlten Trainingsdaten
vergleichbar, welche der Trainer eines KI-Systems zuvor auswéhlt und auf
deren qualitative Eignung hin {iberpriift, um einen bestimmten Trainings-
effekt zu erreichen.! Die erhobenen Fahrzeugdaten unterliegen zudem
der Kontrolle des Herstellers, so dass es unbillig erscheint, das Weiterent-
wicklungsrisiko auf den Nutzer bzw. Halter zu verlagern, obwohl dieser den
Datenerhebungsprozess nicht beeinflussen kann.!%0

3. Mitverschulden und Mitverursachung

Die Haftung kann ausgeschlossen oder eingeschriankt sein, wenn der Ge-
schidigte selbst oder Dritte zur Entstehung des Schadens beigetragen ha-
ben.

a. Mitverschulden des Geschédigten

Wie bei anderen Schadensersatzanspriichen kann auch der Anspruch gegen
den schiadigenden Hersteller wegen eines Mitverschuldens des Geschadig-
ten gemindert oder ausgeschlossen sein. In § 6 Abs.1 ProdHaftG wird auf
§ 254 BGB verwiesen, jedoch erginzt um die Besonderheit, dass im Falle
der Sachbeschiddigung das Verschulden desjenigen, der die tatsdchliche
Gewalt iiber eine Sache ausiibt, dem Verschulden des Geschidigten gleich-
gestellt wird. Dies deckt sich insofern mit § 9 StVG, so dass diesbeziiglich
auf die entsprechenden Ausfithrungen verwiesen werden kann.!%!

Es finden die allgemeinen Regelungen der Obliegenheit gem. § 254 BGB
Anwendung. Insofern sind hier bei selbstfahrenden Fahrzeugen grundsatz-
lich keine Besonderheiten zu erwarten. Ist der Geschéadigte Halter oder
Fiihrer eines Kraftfahrzeugs hat er sich jedoch nicht nur schuldhaftes Ver-
halten schadensmindernd anrechnen zu lassen, sondern auch die Betriebs-

1099 Zu Trainingsdaten allgemein Hacker/Wessel, in: BMVU/Rostalski, Kiinstliche In-
telligenz, 2022, S.53 (54 f.).

1100 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.130; Rosenberger, Die
auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022, S. 390 f.; aA Ringla-
ge, Haftungskonzepte fiir autonomes Fahren, 2021, S.94; Hinze, Haftungsrisiken
des automatisierten und autonomen Fahrens, 2021, S. 139 f.

1101 3. Teil: A.IV. L.
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gefahr seines unfallbeteiligten Fahrzeugs.'92 Zwar geht die Rechtsprechung
davon aus, dass der Schidiger dem Geschiddigten vor allem dann die Be-
triebsgefahr im Rahmen des Mitverschuldens entgegenhalten kann, wenn
im umgekehrten Fall der Geschidigte dem Schidiger selbst aus Betriebsge-
fahr zum Schadensersatz verpflichtet ist.'%3 Dies trifft im Produkthaftungs-
recht jedoch nicht zu. Denn bei einem Verkehrsunfall wére der geschidigte
Fahrzeughalter nicht gegeniiber dem Hersteller, sondern gegeniiber dem
Halter des selbstfahrenden Fahrzeugs schadensersatzpflichtig. Gleichwohl
muss der Grundsatz der Zurechnung der Betriebsgefahr aus Wertungsgriin-
den auch gegeniiber dem Hersteller gelten, da dieser zumindest mittelbar
fiir den Schaden des Halters einstehen muss, wenn dieser ihn in Regress
nimmt. 104

Fraglich ist hingegen, ob sich der Halter oder Nutzer eines selbstfah-
renden Fahrzeugs die Betriebsgefahr des Fahrzeugs ebenfalls negativ an-
rechnen lassen muss, wenn er durch das fehlerhafte Fahrzeug geschidigt
wird."1% Zum Teil wird dies damit begriindet, dass der Ankniipfungspunkt
fiur die Herstellerhaftung der konkrete Fehler ist. Fiir das Fahrzeug als
Gefahrenquelle im Allgemeinen hat dagegen der Halter einzustehen.!0
Dariiber hinaus konne angefiihrt werden, dass sich der Nutzer in Gren-
zen einer bewussten Selbstgefadhrdung aussetzt, da er weif, dass komplexe
Software niemals fehlerfrei ist.!%” Dieser Ansatz {iberzeugt jedoch nicht.
Auch ein Beifahrer in einem konventionellen Fahrzeug weif3, dass ein
menschlicher Fahrer im Straflenverkehr fehlerhaft handeln kann. Dennoch
wiirde man den Anspruch des Fahrgastes nicht wegen der Annahme einer
bewussten Selbstgefahrdung kiirzen, wenn z.B. ein Taxifahrer einen Unfall
verursacht, bei dem der Fahrgast zu Schaden kommt.

1102 BGH, Urt. v. 23.6.1952 - III ZR 297/51 (BGHZ 6, 319); Horst, in: Haftpflichtpro-
zess, § 254 BGB, Rn. 19.

1103 RG, Urt. v. 23.6.1930 - VI 569/29 (RGZ 130, 129).

1104 Dies entspricht auch der hM Oechsler, in: Staudinger BGB, §6 ProdHaftG
Rn.7; Wagner, in: MiiKo-BGB, § 6 ProdHaftG Rn. 4; Graf von Westphalen, in:
Foerste/Graf von Westphalen, Produkthaftungshandbuch, §51 Rn.5; aA Tasch-
ner/Frietsch, Produkthaftung, 1990, § 6 ProdHaftG Rn. 13.

1105 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94; Kreutz,
in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.2; Horner/
Kaulartz, CR 2016, S.7; Griinvogel, MDR 2017, S. 973; Ringlage, Haftungskonzepte
fiir autonomes Fahren, 2021.

1106 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (116).

1107 Horner/Kaulartz, CR 2016, S.7 (12); Ebers, in: Oppermann/Stender-Vorwachs,
Autonomes Fahren, 2017, S. 94 (116).
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Auch spricht eine vergleichbare Rechtsprechung des BGH gegen die
Annahme der Kiirzung des Anspruchs des Halters oder Nutzers wegen
der Anrechnung der Betriebsgefahr. Das Gericht entschied, dass sich der
Halter die Betriebsgefahr seines Fahrzeugs nicht im Wege des § 254 BGB
anrechnen muss, wenn er den Fahrer, der den Unfall schuldhaft verursacht
hat, auf Schadensersatz in Anspruch nimmt. Auch die allgemeine Betriebs-
gefahr miisse aufler Acht bleiben. Allenfalls besondere Umsténde, die nicht
in der Sphére des Fahrers liegen, konnten dem Halter schadensmindernd
angerechnet werden.!'® Es liegt eine vergleichbare Lage beim autonomen
Fahren vor. Wird der Halter durch einen Fehler des selbstfahrenden Fahr-
zeugs geschiddigt, wire es systemwidrig, wenn er sich die durch den Fehler
erhohte Betriebsgefahr seinerseits zurechnen lassen miisste. Zwar hitte der
Halter auch fiir die allgemeine Betriebsgefahr einzustehen, also den Teil der
Betriebsgefahr, der nicht durch den Fehler am Fahrzeug begriindet ist, je-
doch diirfte diese regelméfiig hinter der Fehlerhaftigkeit zuriickstehen und
keinen abgrenzbaren eigenen Verursachungsbeitrag leisten, der sich scha-
densmindernd auswirkt. Etwas anderes konnte allenfalls gelten, wenn der
Halter seinerseits zur Erhéhung der Betriebsgefahr beigetragen hat, etwa
indem er Updates nicht installiert hat oder erforderliche Wartungsarbeiten
unterlassen hat.!'” Solange jedoch kein besonderer Verursachungsbeitrag
des Halters oder Benutzers selbst vorliegt, ist die Betriebsgefahr im Rahmen
des Mitverschuldens nicht negativ zu beriicksichtigen.?

b. Mitverursachung durch den Benutzer oder Dritte

Ebenfalls ist es denkbar, dass bei Unfillen selbstfahrender Fahrzeuge ein
Dritter den Schaden mitverursacht, der selbst nicht Geschédigter ist. Hinzu
kommen multikausale Verkehrsunfalle, bei denen auch andere Verkehrs-
teilnehmer, die nicht Geschidigte sind, an der Entstehung mitgewirkt ha-
ben. In § 6 Abs.2 S.1 ProdHaftG ist jedoch fiir derartige Flle festgelegt,
dass im Auflenverhiltnis die Haftung des Herstellers nicht dadurch ausge-
schlossen oder gemindert wird, wenn der Schaden nicht nur auf einem
Produktfehler beruht, sondern auch Dritte den Schaden mitverursacht

1108 BGH, Urt. v. 30. 5.1972 - VI ZR 38/71, Rn. 15 (NJW 1972, 1415).

1109 Ebenda.

1110 AA Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021; vgl. hierzu auch 3.
Teil: J.
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haben. Mafigeblich ist also das Vorliegen einer kumulativen Kausalitat.!!!
Dementsprechend kann sich der Hersteller bspw. im Falle eines Cyberan-
griffs nicht darauf berufen, dass der Hacker den Schaden verursacht hat,
sofern eine Sicherheitsliicke, welche der Hacker ausgenutzt hat, als Fehler
anzusehen ist. Dies bedeutet aber auch, dass in Fillen, in denen mehrere
Kraftfahrzeuge in einen Verkehrsunfall verwickelt sind, der Geschidigte,
der selbst nicht Fahrzeughalter ist, entweder gegen den Hersteller vorgehen
kann oder gegen einen der Fahrzeughalter. Sowohl fiir die einzelnen Fahr-
zeughalter (§17 Abs.1 StVG) als auch fiir die Schadiger neben dem Her-
steller (§ 6 Abs.2 ProdHaftG) ordnet der Gesetzgeber die Gesamtschuld-
nerschaft an, so dass im Auflenverhiltnis jeder Schadiger in voller Hohe
haftet.!!12

4. Haftungshochstgrenzen und Selbstbehalt

Fiir Anspriiche nach §1 Abs. 1 ProdHaftG gelten teilweise Haftungshochst-
grenzen (§ 10 ProdHaftG) und es kann die Verpflichtung zum Selbstbehalt
bestehen (§ 11 ProdHaftG).

Anspriiche nach dem Produkthaftungsrecht unterliegen nach §10 Prod-
HaftG Hochstgrenzen. Deutschland hat von der Moglichkeit in Art.16
ProdHaftRL Gebrauch gemacht und in der Rechtstradition anderer Tatbe-
stinde der Gefdhrdungshaftung eine Haftungshochstgrenze festgesetzt.!!!3
Durch die Hochstgrenze werden die Kosten fiir die Hersteller kalkulierbar
und versicherbar.!!4

Die Hochstgrenze bezieht sich allein auf Personenschdden, wéhrend
Sachschidden in voller Hohe kompensiert werden. Dariiber hinaus gilt
die Haftungsbeschrankung nicht fiir Anspriiche, die aufgrund anderer Vor-
schriften, wie z. B. des Deliktsrechts, bestehen.!!'> Bei der Verletzung durch
ein einziges Produkt sowie Produkte derselben Serie (sog. Serienschdden)

1111 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshand-
buch, § 51 Rn. 10.

1112 Der Regress im Innenverhiltnis wird in 3. Teil: ] besprochen.

1113 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshand-
buch, § 52 Rn. 20.

1114 Wagner, in: MiiKo-BGB, § 10 ProdHaftG Rn. L.

1115 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshand-
buch, § 52 Rn. 33.
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liegt die Hochstgrenze bei 85 Millionen Euro.'¢ Fiir den Betrieb selbstfah-
render Fahrzeuge konnte die Haftungshéchstgrenze schnell erreicht wer-
den, wenn in kurzer Zeit mehrere Unfille aufgrund desselben Fehlers pas-
sieren sollte. Da die Hersteller jedoch unter stindigem Druck stehen, ihre
Steuerungssoftware anzupassen, ist es unwahrscheinlich, dass Serienfehler
iber einen lingeren Zeitraum zu Unféllen fithren. In der Praxis haben
Serienschdden bislang ohnehin keine nennenswerte Rolle gespielt. Bislang
wurde die Hochstgrenze nicht erreicht.!'7 Im Falle des Uberschreitens der
Hochstgrenze wire der Anspruch entsprechend §10 Abs. 2 ProdHaftG zu
quoteln. 18

Insgesamt ldsst sich jedoch feststellen, dass die Haftungshochstgrenzen
wesentlich tiber den vorgesehenen zehn Millionen Euro liegen, welche fiir
Schidden beim Betrieb von Fahrzeugen mit hoch- bzw. vollautomatisierten
sowie autonomen Fahrfunktionen je Unfall nach §12 StVG vorgesehen
sind.

Im Falle der Sachbeschddigung muss sich jeder Geschéddigte zudem gem.
§ 11 ProdHaftG einen Selbstbehalt i.H.v. 500 Euro anrechnen lassen. Dieser
gilt jedoch nur, wenn die Sachbeschddigung die unmittelbar haftungsauslo-
sende Rechtsgutsverletzung war, also nicht, wenn infolge einer Kérperver-
letzung auch ein Sachschaden entsteht.

Im Rahmen der geplanten Reform der Produkthaftungsrichtlinie soll
dagegen in Art.14 ProdHaftRL-E fortan auf eine Haftungshochstgrenze
verzichtet werden.!!?0 Insofern wire der Anspruch gegen den Hersteller in
bestimmten Schadenskonstellationen fiir den Geschédigten giinster als der
Anspruch gegen den Halter.

1116 Abweichend von der Richtlinie wird nach deutschem Recht die Haftungsbegren-
zung auch auf Schéden durch ein einziges Produkt angewendet, was in der Lite-
ratur umstritten ist. Zum Streitstand Wagner, in: MiiKo-BGB, §10 ProdHaftG
Rn. 3; Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungs-
handbuch, § 52 Rn. 23.

1117 Wagner, in: MiiKo-BGB, § 10 ProdHaftG Rn. 1.

1118 Zur Berechnung im Einzelnen Graf von Westphalen, in: Foerste/Graf von West-
phalen, Produkthaftungshandbuch, § 52 Rn. 28 ff.

1119 Wagner, in: MiiKo-BGB, § 11 ProdHaftG Rn. 4; Graf von Westphalen, in: Foers-
te/Graf von Westphalen, Produkthaftungshandbuch, § 52 Rn. 36.

1120 COM(2022) 495, final; vgl. Auch 4. Teil: B. L. 8. c. (00)4. Teil: B.I1.8.c(00).
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5. Verjahrung und Erloschen des Anspruchs

Die Verjahrung der Anspriiche richtet sich nach §12 ProdHaftG und
betrdgt drei Jahre von dem Zeitpunkt an, in dem der Ersatzberechtigte
von dem Schaden, dem Fehler und von der Person des Ersatzpflichtigen
Kenntnis erlangt hat oder hitte erlangen miissen (Abs. 1). Verhandlungen
tiber den zu leistenden Schadensersatz hemmen die Verjahrung (Abs. 2).
Ansonsten gelten die allgemeinen Vorschriften des BGB (Abs.3). In §13
ProdHaftG ist zudem eine Ausschlussfrist von zehn Jahren nach Inverkehr-
bringen vorgesehen, welche den Anspruch zum Erloschen bringt, sofern
dieser nicht mehr streitig ist oder rechtskraftig festgestellt ist. Hier bestehen
keine Besonderheiten fiir selbstfahrende Fahrzeuge.

E. Haftung des Herstellers nach den Grundsdtzen der Produzentenhaftung

Neben der Haftung nach dem Produkthaftungsgesetz kann der Anspruch
eines Geschidigten auch auf andere Anspruchsgrundlagen gestiitzt werden.
Dieser Grundsatz ist in §15 Abs.2 ProdHaftG ausdriicklich niedergelegt.
Bereits vor Inkrafttreten des ProdHaftG hat die deutsche Rechtsprechung
die Grundsitze der deliktischen Produzentenhaftung im Wege richterli-
cher Rechtsfortbildung entwickelt.?! Die deliktische Produzentenhaftung
beruht in den Grundlagen auf dem Tatbestand des § 823 Abs.1 BGB. Haf-
tungsankniipfung ist die schuldhafte Verletzung einer Verkehrssicherungs-
pflicht, ndmlich das Inverkehrbringen eines fehlerhaften Produkts, das eine
Gefahrenquelle schafft. Will der Hersteller seine Haftung vermeiden, muss
er im Rahmen des technisch Méglichen und wirtschaftlich Zumutbaren
dafiir Sorge zu tragen, dass der Kunde bzw. Nutzer sowie unbeteiligte
Dritte nicht durch das Produkt geschadigt werden.!'?? Die Haftung nach
§ 823 Abs. 1 BGB iV.m. mit den Grundsitzen der Produzentenhaftung weist
zwar viele Gemeinsamkeiten zum produkthaftungsrechtlichen Anspruch
auf, bleibt dennoch ein eigenstidndiges Haftungsinstrument, da der Schutz-
bereich gegeniiber dem ProdHaftG wesentlich weiter gefasst ist. In welchen
Fillen dies beim autonomen Fahren relevant ist, soll im Folgenden aufge-
zeigt werden.

1121 Ubersichtshalber Foerste, in: Foerste/Graf von Westphalen, Produkthaftungs-
handbuch, § 18.
1122 Forster, in: BeckOK BGB, § 823 Rn. 677.
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I. Erweiterter Rechtsgiiterschutz

Der Rechtsgiiterschutz iiberschneidet sich im Wesentlichen mit dem des
ProdHaftG. Dennoch bestehen Unterschiede bei der Behandlung von
Weiterfresserschdden und der Ersatzfahigkeit von gewerblich genutzten
Sachen.

1. Weiterfresserschaden

Zunichst einmal gelten im Rahmen der deliktischen Produzentenhaftung
Besonderheiten bei sog. Weiterfresserschiden, also wenn ein von Anfang an
fehlerhaftes Teilprodukt im weiteren Verlauf das iibrige Produkt beschadigt.
Im Rahmen der Haftung nach dem ProdHaftG ist ein Schadensersatz nach
hier vertretener Ansicht nur méglich, wenn es sich um ein nachtréglich
eingesetztes Teilprodukt handelt.!?* Im Rahmen der Produzentenhaftung
ist der Schaden an der anderen Sache dann ersatzfahig, wenn nicht nur
das Aquivalenzinteresse, sondern auch das Integrititsinteresse betroffen ist.
Dies ist regelméfiig dann der Fall, wenn keine Stoffgleichheit zwischen dem
Schaden und dem von Anfang an der Sache anhaftenden Mangelunwert be-
steht.?* Fiir die Abgrenzung ist entscheidend, ob der unerkannt gebliebene
Mangel vor dem ,Weiterfressen“ in wirtschaftlich ertraglicher Weise hitte
behoben werden kénnen.!?>

Besonderheiten gelten bei selbstfahrenden Fahrzeugen vor allem im Hin-
blick auf die Steuerungssoftware. Diese ist nach der hier vertretenen Auffas-
sung nicht anders zu behandeln als ein korperlich abgrenzbares Fahrzeug-
teil, so dass auch ein Softwarefehler zu einem Weiterfresserschaden am
Fahrzeug fithren kann."”® Da eine Behebung des Mangels in der Regel
durch ein Update und damit mit wirtschaftlich vertretbarem Aufwand

1123 Vgl. 3. Teil: D. III. 2. b.

1124 BGH, Urt. v.18.1.1983 — VI ZR 310/79, Rn. 8 ff. (NJW 1983, 810); ausfiihrlich Foerste,
in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 21 Rn. 27 ff.

1125 BGH, Urt. v.18.1.1983 - VI ZR 310/79, Rn.14 (NJW 1983, 810); BGH, Urt. v.
24.3.1992 - VI ZR 210/91, Rn. 12 (NJW 1992, 1678).

1126 Wagner, AcP 2017, S.707 (723); aA Spindler, CR 2015, S.766 (768); Sosnitza, CR
2016, S. 764 (770).
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moglich sein diirfte, ist die Rechtsprechung zum Weiterfresserschaden auch
auf selbstfahrende Fahrzeuge {ibertragbar.1'?

2. Gewerblich genutzte Sachen

Anders als im Rahmen des ProdHaftG ist der Rechtsgiiterschutz in der Pro-
duzentenhaftung nicht auf den Schutz privat genutzter Sachen beschrénkt,
sondern es ist der allgemeine weite deliktsrechtliche Rechtsgiiterschutz
eroffnet. Der Geschadigte kann also umfassend die Verletzung von Eigen-
tumsrechten geltend machen. Insofern bietet die Haftung nach § 823 Abs. 1
BGB den Vorteil, dass auch Schdden an gewerblich genutzten Sachen gel-
tend gemacht werden konnen.!1?8

II. Hersteller- und Produktbegriff der Produzentenhaftung

Der Herstellerbegriff der deliktischen Produzentenhaftung ist wesentlich
enger als die bewusst weit gefasste Definition im Rahmen von § 4 Prod-
HaftG.'?® Zu den Ersatzpflichtigen zahlen der Endhersteller und der Zu-
lieferer. Der sog. ,Quasi-Hersteller haftet hingegen nur, wenn er ein be-
sonderes Vertrauen beim Benutzer erweckt.!3? Weiter kénnen zwar die
Zulieferer, nicht jedoch Importeure, Vertriebshidndler und Lieferanten haf-
ten.® Im Bereich der Haftung fiir selbstfahrende Fahrzeuge diirfte die
Unterscheidung der Herstellerbegriffe im Rahmen der Produkt- und Pro-
duzentenhaftung keine gréfleren Auswirkungen haben, da sich Anspriiche
ohnehin zumeist gegen den OEM und ggf. gegen den Software-Zulieferer
richten diirften.!32

1127 Wagner, AcP 2017, S.707 (723); Xylander, Die Verantwortlichkeit des Herstellers
automatisierter PKW nach Deliktsrecht sowie dem Produkthaftungsgesetz, 2021,
S. 55 ff.; Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 107 £.; differen-
zierend Hinze, Haftungsrisiken des automatisierten und automatisierten Fahrens,
2021, S.153 ff.; ablehnend Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019,
S.39f.

1128 Forster, in: BeckOK BGB, § 823 Rn. 686.

1129 Hierzu 3. Teil: D. IV.

1130 Wagner, in: MiiKo-BGB, § 823 Rn. 933.

1131 Forster, in: BeckOK BGB, § 823 Rn. 686.

1132 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 100.
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Zwar ist auch im Rahmen der Produzentenhaftung das bereits erdrterte
Produktverstindnis des ProdHaftG mafigeblich, so dass mit guten Griin-
den vertreten werden kann, dass nur kérperliche Gegenstinde ein Produkt
im haftungsrechtlichen Sinne sein konnen."'** Allerdings geht der Anwen-
dungsbereich des allgemeinen Deliktsrechts deutlich weiter, so dass die Fra-
ge der Sacheigenschaft von Software im Rahmen der Produzentenhaftung
weit weniger umstritten ist.134

II1. Verkehrspflichten des Herstellers

Zwar ist in §§1, 3 ProdHaftG das objektive Vorliegen eines Produktfeh-
lers Ankniipfungspunkt fiir die Haftung, wihrend die Produzentenhaftung
die schuldhafte Verletzung einer Verkehrssicherungspflicht verlangt; den-
noch ist der Fehlerbgriff in beiden Haftungssystemen weitestgehend kon-
gruent.'® Da jeweils das Inverkehrbringen eines fehlerhaften Produkts die
Haftung begriindet, ist die objektive Sorgfaltspflichtverletzung auch im
ProdHaftG implizites Tatbestandsmerkmal.'*¢ Zwar verlangt § 823 Abs.1
BGB zudem die schuldhafte Verletzung von Verkehrssicherungspflichten.
Allerdings wird der Sorgfaltsmafistab anhand derselben Kategorien gebil-
det, die fiir die berechtigten Sicherheitserwartungen im ProdHaftG relevant
sind. Dementsprechend haftet der Hersteller im Rahmen der Produzenten-
haftung ebenfalls nicht fiir Entwicklungsfehler, also wenn nach dem Stand
von Wissenschaft und Technik der eingetretene Fehler nicht vorhersehbar
und damit nicht beherrschbar war.3” Da es politischer Wille war, den Feh-
lerbegriff des Produkthaftungsgesetzes mit dem der deliktischen Haftung
gleichlaufen zu lassen, unterscheiden sich die bereits besprochenen Fehler-
kategorien beider Haftungssysteme ebenfalls nicht.!'*8 Auch in der Produ-
zentenhaftung gibt es Konstruktions—, Fabrikations- und Instruktionsfehler

1133 Zur Diskussion vgl. 3. Teil: D. II.

1134 Es stellt sich dann allerdings die Frage, ob dann auch die fiir die Produzen-
tenhaftung entwickelten Beweislastregeln zur Anwendung kommen, Wagner, in:
MiiKo-BGB, § 823 Rn. 923; Ackermann, in: Ehring/Taeger, Produkthaftungs- und
Produktsicherheitsrecht, § 823 BGB Rn. 16, 22.

1135 Wagner, AcP 2017, S. 707 (711 ff.).

1136 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshand-
buch, § 48 Rn. 4.

1137 Wagner, in: MiiKo-BGB, § 823 Rn. 963; Forster, in: BeckOK BGB, § 823 Rn. 697.

1138 ,In bezug [sic] auf den Fehlerbegriff tritt demnach durch die Richtlinie und das
ProdHaftG keine Anderung der Rechtslage ein.; BT-Drs. 11/2447, S. 18.
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bzw. -pflichten.®® Auch werden die Sicherheitserwartungen anhand der-
selben Parameter bestimmt,? so dass auf die obigen Ausfiihrungen ver-
wiesen werden kann.!'! Abweichungen von der Produkthaftung bestehen
fiir sog. Ausreifler. Zudem gehen die Sorgfaltspflichten im Rahmen der
Produzentenhaftung weiter. Die Pflichten des Herstellers enden némlich
nicht zum Zeitpunkt des Inverkehrbringens, sondern er muss auch dariiber
hinaus Produktbeobachtungspflichten erfiillen, um auch im Nachhinein
Schéden durch seine Produkte zu vermeiden.

1. Ausreifer

Ein Unterschied zwischen der Produzentenhaftung und der Produkthat-
tung besteht in der Behandlung von Ausreifiern. Bei diesen Fabrikations-
fehlern handelt es sich um wenige oder einzelne Produkte, die fehlerhaft
sind und deren Fehlerhaftigkeit sich auch unter Beriicksichtigung aller
zumutbaren Vorkehrungen tatsachlich nicht vermeiden lasst.!'¥? Anders als
im Rahmen des Fehlerbegriffs des § 3 ProdHaftG sind derartige Fehler
in der Produzentenhaftung als Fabrikationsfehler nicht ersatzfahig. Da im
Rahmen des § 823 Abs.1 BGB ein Verschulden erforderlich ist, hat der
Hersteller hiernach nicht fur Schiaden einzustehen, die sich im Rahmen
zumutbarer Vorkehrungen faktisch nicht verhindern lassen.!?

1139 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshand-
buch, § 48 Rn. 5.

1140 Wagner, in: MiiKo-BGB § 3 ProdHaftG Rn.3; Forster, in: BeckOK BGB, § 823
Rn. 685; BGH, Urt. v. 16.6.2009 - VI ZR 107/08, Rn. 12 (NJW 2009, 2952); BGH,
Urt. v. 17.3.2009 - VI ZR 176/08 - ,Kirschtaler”, Rn. 6 (NJW 2009, 1669); BGH,
Urt. v. 25.2.2014 — VI ZR 144/13, Rn. 8 (BGHZ 200, 242).

1141 Vgl. 3. Teil: D. V.

1142 Wagner, in: MiiKo-BGB, § 823 Rn. 976; Lenz, Produkthaftung, 2022, § 3 Rn. 200;
vgl. auch 3. Teil: D. V. 3. a.

1143 So zumindest die hM: Foerste, in: Foerste/Graf von Westphalen, Produkthaftungs-
handbuch, §24 Rn.178ff; Wagner, in: MiiKo-BGB, § 823 Rn.976; Forster, in:
BeckOK BGB, § 823 Rn.713 (Stand: 1.5.2023); Lenz, Produkthaftung, 2022, §3
Rn. 200.
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2. Produktbeobachtungs- und Reaktionspflichten

Ein wesentlicher Unterschied zur Haftung nach dem ProdHaftG besteht in
dem zeitlich erweiterten Pflichtenkreis des Herstellers nach den Grundsit-
zen der Produzentenhaftung. Die Verkehrspflichten des Herstellers nach §1
Abs. 1 ProdHaftG beschrinken sich in ihrer zeitlichen Dimension auf den
Zeitpunkt des Inverkehrbringens des Produkts. Die deliktische Produktbe-
obachtungspflicht, die sich aus der allgemeinen Verkehrssicherungspflicht
hinsichtlich erdffneter Gefahrenquellen ableiten lasst, beinhaltet auch eine
Pflicht zur Nachverfolgung von Fehlerquellen iiber diesen Zeitpunkt hi-
naus.** Werden dem Hersteller Produktfehler bekannt, hat er hierauf zu-
dem angemessen zu reagieren.

a. Produktbeobachtung

Im Rahmen der Produktbeobachtungspflicht ist der Hersteller verpflich-
tet, externen Hinweisen und Beanstandungen nachzugehen (passive Beob-
achtung), aber auch selbst Fehlersuche zu betreiben, indem er das Pro-
dukt nach Inverkehrbringen tiberwacht und kontrolliert (aktive Beobach-
tung).!'4> Erlangt der Hersteller Kenntnis von abwendbaren Gefahren, so
hat er geeignete Gegenmafinahmen zu ergreifen (Reaktionspflichten).!4¢

(aa) Zulassungsrechtliche Produktbeobachtungspflichten

Fraglich ist jedoch, ob die zulassungsrechtlichen Beobachtungspflichten
auch im Rahmen der Produzentenhaftung relevant werden kénnen. Zwar
sollen die zulassungsrechtlichen Vorschriften zunéchst sicherstellen, dass
in einem staatlich geordneten Verfahren festgelegt wird, welche Kraftfahr-
zeuge am Straflenverkehr teilnehmen diirfen, dies dient aber auch der
Verkehrssicherheit und damit dem Schutz der Allgemeinheit. Da es sich bei
der Produzentenhaftung um eine Haftung fiir die Verletzung von Verkehrs-
sicherungspflichten handelt, konnen sich aus den zulassungsrechtlichen
Vorgaben, die zumindest auch dem Schutz der Allgemeinheit dienen, delik-

1144 Z.B.BGH, Urt. v. 16.12.2008 - VI ZR 170/07, Rn. 10 (BGHZ 179, 157).

1145 Foerste, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 24 Rn. 376;
Wagner, in: MiKo-BGB, § 823 Rn. 990 f.

1146 Ebenda, Rn. 992.
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tische Sorgfaltsanforderungen an die Hersteller ergeben. Insofern kann da-
von ausgegangen werden, dass zulassungsrechtliche Produktbeobachtungs-
pflichten auch fiir die Haftung nach § 823 Abs. 1 BGB relevant sind.

Hierfiir spricht zundchst § 1f Abs.3 Nr.6 StVG, wonach der Hersteller,
wenn er Manipulationen am Kraftfahrzeug oder an dessen elektronischer
oder elektrischer Architektur oder an der mit dem Kraftfahrzeug in Ver-
bindung stehenden elektronischen oder elektrischen Architektur erkennt,
insbesondere bei einem unerlaubten Zugriff auf die Funkverbindungen des
Kraftfahrzeugs, diese unverziiglich einer 6ffentlichen Stelle mitzuteilen und
erforderliche Mafinahmen einzuleiten hat. Dieser Pflicht kann nur nachge-
kommen werden, wenn der Hersteller das System auch entsprechend iiber-
wacht. Eine solche Uberwachungspflicht findet sich auch in § 12 AFGBV.1¥/
Hiernach hat der Hersteller ein Sicherheitskonzept zur funktionalen Si-
cherheit zu erstellen und aufgrund dessen eine Gefahrdungsanalyse durch-
zufithren. Zudem muss er die Sicherheit der autonomen Fahrfunktion
entsprechend dieses Sicherheitskonzepts iiberpriifen. Aulerdem besteht die
Pflicht, ein Konzept zur Sicherheit der Informationstechnologie zu erstellen
und dieses dokumentieren sowie die Durchfiihrbarkeit einer wiederkehren-
den technischen Fahrzeugiiberwachung sicherzustellen. Im Rahmend des
Zulassungsrechts werden insofern umfassende Produktbeobachtungspflich-
ten formuliert. Da die Sammlung von Daten wéhrend des Betriebs beim
autonomen Fahren ohnehin Basis der Verbesserung der Steuerungsalgo-
rithmen und schon heute in § 1g Abs. 1 StVG fiir Fahrzeuge mit autonomen
Fahrfunktionen vorgeschrieben ist, kann ebenfalls verlangt werden, dass
die Hersteller ihre Produktbeobachtung intensivieren und sich in die Lage
versetzen, auf Fehler angemessen zu reagieren.!48

Solche Beobachtungspflichten kénnen z. B. durch ,Monitoring by De-
sign“-Ansitze umgesetzt werden."* Wegen der umfassenden Verfiigbarkeit
aller Fahrdaten, die der Hersteller ohnehin umfassend auswerten diirfte,
sind solche engmaschigen Beobachtungspflichten der eigenen Fahrzeuge

1147 Vgl. Bodungen/Gatzke, RDi 2022, S. 354 (358); Haupt, NZV 2022, S. 166 (167).

1148 Bodungen/Hoffmann, NZV 2016, S. 503 (505 f.); Gomille, JZ 2016, S. 76 (79 {.); Hey,
Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 91; Ringlage, Haftungskon-
zepte fiir autonomes Fahren, 2021, S.104 ff.; Hinze, Haftungsrisiken des automa-
tisierten und automatisierten Fahrens, 2021, S.157f.; Schrader, DAR 2018, S.314
(317).

1149 Sommer, Haftung fiir autonome Systeme, 2020, S. 276.

279

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/
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auch zumutbar.">0 Dies gilt fiir die physischen Teile des Fahrzeugs ohnehin
und erst recht fiir die eingesetzte Steuerungssoftware.

(bb) Uberwachung von Kombinations- und Vernetzungsrisiken

Fraglich ist allerdings, ob dem Hersteller auch die Beobachtung von Fremd-
fahrzeugen oder Infrastruktursystemen, die mit dem eigenen Fahrzeug
kommunizieren, zuzumuten ist. Hierfiir spricht die Honda-Rechtsprechung
des BGH, nach der ein Hersteller auch sog. Kombinationsrisiken, die sich
daraus ergeben, dass ein Zubehorprodukt - hier eine Lenkerverkleidung
fiir ein Motorrad - fiir die Inbetriebnahme des eigenen Produkts notwen-
dig ist, vom Hersteller empfohlen oder ermdglicht wurde oder mit der Nut-
zung durch den Verbraucher gerechnet werden kann.!'>! Entsprechend liegt
es nahe, diese Rechtsprechung auch auf vernetzte Systeme zu tibertragen.
Es wird deshalb im Schrifttum diskutiert, das vom BGH entwickelte
Kombinationsrisiko auf das neuartige Vernetzungsrisiko zu tibertragen, so
dass der Hersteller auch zur Uberwachung fremder Produkte verpflichtet
ist, mit denen seine eigenen Produkte kommunizieren.'>> Ahnlich wie der
Hersteller physischer Produkte zur Beobachtung verpflichtet ist, wenn ein
Zusatzprodukt zur Inbetriebnahme notwendig ist, konne dies auch ange-
nommen werden, wenn ein selbstfahrendes Fahrzeug zum Betrieb auf die
Datenkommunikation mit anderen Fahrzeugen oder Infrastruktursystemen
angewiesen ist.'>* Ein Hinweis darauf, dass der Gesetzgeber von einer sol-
chen Pflicht ausgeht, bietet § If Abs. 3 Nr. 6 StVG, da hier festgelegt ist, dass
der Hersteller fortwédhrend nicht nur das eigene System zu {iberwachen hat,
sondern auch die mit dem Kraftfahrzeug in Verbindung stehende elektroni-
sche oder elektrische Architektur auf Manipulationen zu untersuchen hat.

1150 Wagner, AcP 2017, S. 707 (751).

1151 BGH, Urt. v. 9.12.1986 - VI ZR 65/86, Rn. 22 f. (BGHZ 99, 167).

1152 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S.172; Ebers,
in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S.94 (114); Hinze,
Haftungsrisiken des automatisierten und automatisierten Fahrens, 2021, S.157 ft.;
Ringlage, Haftungskonzepte fir autonomes Fahren, 2021, S.105; Bock/Theurer,
BB 2021, S.520 (524); ablehnend Spindler, CR 2015, S.766 (769); differenzierend
Wagner, AcP 2017, S.707 (752); Xylander, Die Verantwortlichkeit des Herstellers
automatisierter PKW nach Deliktsrecht sowie dem Produkthaftungsgesetz, 2021,
S. 155 1f.

1153 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 158.
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Dies ist insofern iiberzeugend, da von Herstellern vernetzter Fahrzeuge zu
erwarten ist, dass deren Software sich nicht blind auf die Fehlerfreiheit
der Informationen und Daten anderer Kommunikationspartner verlasst.
Gleichzeitig kann auch die Produktbeobachtungspflicht fiir Kombinations-
produkte nicht grenzenlos ausgestaltet sein,>* so dass auch nicht jedes
denkbare vernetzbare Produkt auf Fehlerfreiheit zu tiberpriifen ist.!'>> Zum
Teil wird deshalb vertreten, dass sich die Beobachtungspflicht allein auf
die Strafleninfrastruktur, nicht aber auf andere Fahrzeuge, erstrecken kann,
sofern diese das autonome Fahren erst méglich macht.>¢ Diese Ansicht
deckt sich insofern mit der Honda-Rechtsprechung, als notwendige Pro-
dukterweiterungen vom Hersteller iiberwacht werden miissen.

Allerdings ist nicht ersichtlich, warum andere vernetzte Fahrzeuge voll-
stindig aus der Beobachtungspflicht herausfallen sollen. Vielmehr miissen
die Produktbeobachtungspflichten im Zusammenhang mit der Pflicht zur
Konstruktion einer abgesicherten Vernetzungssoftware gesehen werden.!>’
Vernetzungsschnittstellen miissen so gestaltet sein, dass sie im Sinne des
Security-by-Design-Ansatzes nur so mit Fremdsystemen kommunizieren
kénnen, dass hieraus keine Gefahren fiir die Fahrzeugsteuerung entstehen.
Dementsprechend darf ein Steuerungssystem nicht so konzipiert sein, dass
es sich allein auf die Daten eines Drittanbieters verldsst. Ebenso miissen
Schnittstellen so ausgestaltet sein, dass diese funktionseingeschriankt nur
fiir bestimmte Arten von Informationen zur Verfiigung stehen. So sollte et-
wa durch eine geschlossene Softwarearchitektur sichergestellt werden, dass
Unterhaltungs-Apps von Drittanbietern iiber den herstellereigenen App-
Store keine Auswirkungen auf die Steuerung des Fahrzeugs haben kon-
nen.!>8 Es ist also schon im Vorhinein zu vermeiden, dass Fremdsoftware in
schédlicher Weise auf Steuerungsprozesse einwirken kann. Kommunikati-
onsstandards konnten gefahrlose Kommunikation im Rahmen von Car2X-
Kommunikation sicherstellen. Sind die Security-by-Design-Anforderungen

1154 Wagner, in: MiiKo-BGB, § 823 Rn. 979.

1155 Spindler, CR 2015, S. 766 (769 £.), der deshalb jede Erstreckung auf Fremdprodukte
ablehnt; Sosnitza, CR 2016, S. 764 (769); Wagner, AcP 2017, S.707 (752); Xylander,
Die Verantwortlichkeit des Herstellers automatisierter PKW nach Deliktsrecht
sowie dem Produkthaftungsgesetz, 2021, S. 156; Hey, Haftung des Herstellers auto-
nomer Fahrzeuge, 2019, S. 92.

1156 Wagner, AcP 2017, S. 707 (752).

1157 Vgl. 3. Teil: D. V. 4. d. (aa).

1158 Wagner, AcP 2017, S.707 (752 f.); Ringlage, Haftungskonzepte fiir autonomes Fah-
ren, 2021, S.106 f.
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gewahrt, kann sich die Verkehrssicherungspflicht auf die Beobachtung der
eigenen Schnittstellen und der sich daraus ergebenden Kombinationsris-
ken sowie ggf. einer stichprobenartigen Uberpriifung der nicht fiir die
Fahrt unerldsslichen Fremdprodukte beschranken.">® Nicht jedoch muss
der Hersteller die generelle Fehlerhaftigkeit der Drittsoftware dauerhaft
tiberwachen.'®? Unterldsst der Hersteller hingegen schon konstruktiv, ge-
eignete MafSnahmen zur gefahrloseren Kommunikation zu ergreifen, trifft
ihn auch eine erhohte Sorgfalt bei der Beobachtung der Kommunikation
mit Drittanbietern.

b. Angepasste Reaktionspflichten bei selbstfahrenden Fahrzeugen

Werden dem Hersteller vom Produkt ausgehende Gefahren bekannt, muss
er hierauf in geeigneter Weise reagieren. Es handelt sich um das ,Kern-
stiick” der Produktbeobachtungspflicht, da die unterlassene Beobachtung
mangels Kausalitét allein noch keinen Schaden verursacht.!'®! Die geeignete
Reaktion ist zundchst die Warnung der Allgemeinheit vor dem erkannten
Risiko. Umstritten hingegen ist, ob als ultima ratio die Pflicht zum Riick-
ruf eines Produkts besteht, wenn unter Beriicksichtigung der drohenden
Gefahr und der Bedeutung der Rechtsgiiter eine Warnung nicht geeignet
erscheint. 1162

(aa) Zweckmifligkeit von Warnungen bei sicherheitsrelevanten
Softwarefehlern

Zunichst folgt aus der Produktbeobachtung, dass dann, wenn Fehler er-
kannt werden, die ein Sicherheitsrisiko darstellen, zumindest davor zu

1159 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S.157; Hey, Haftung des Her-
stellers autonomer Fahrzeuge, 2019, S. 93.

1160 Rott, Rechtspolitischer Handlungsbedarf im Haftungsrecht, insbesondere fiir digi-
tale Anwendungen, 2018, S. 54.

1161 Ackermann, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht,
§ 823 BGB Rn. 127.

1162 Zum Streitstand Wagner, in: MiiKo-BGB, § 823 Rn. 1000 ff.; Forster, in: BeckOK
BGB, § 823 Rn. 745 ff.
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warnen ist.'3 In praktischer Hinsicht konnte die Warnpflicht bei selbst-
fahrenden Fahrzeugen problemlos iiber die Benutzerschnittstelle des Fahr-
zeugs erfolgen.'* Dies setzt aber voraus, dass eine Warnung tiberhaupt
geeignet ist, Schadensfalle zukiinftig zu vermeiden.!®> Bei Sicherheitsliicken
selbstfahrender Fahrzeuge und den mit dem Betrieb verbundenen Risiken
erscheint die Warnpflicht allerdings in den seltensten Fillen ein geeigne-
tes Mittel zu sein, Risiken fiir die Allgemeinheit abzuwenden. Dies gilt
insbesondere, da bei sicherheitskritischen Softwarefehlern in selbstfahren-
den Fahrzeugen vor allem unbeteiligte Dritte gefdhrdet werden, welche
durch eine Warnung gar nicht erreicht werden konnen. Hinzu kommt, dass
offentliche Warnungen vor Softwarefehlern Hacker geradezu ermutigen
konnten, diese auszunutzen.'® Da der Hersteller virtuell Zugriff auf die in
Verkehr gebrachten Fahrzeuge hat und dementsprechend auch problemlos
Updates bereitstellen, einzelne Funktionen deaktivieren oder das Fahrzeug
virtuell stilllegen kann, diirfte eine Warnung allenfalls bei unkritischen Feh-
lern oder begleitend zu anderen Mafinahmen eine angemessene Reaktion
darstellen.!6”

(bb) Digitaler Riickruf durch Softwareupdates

Grundsitzlich besteht Uneinigkeit dariiber, ob der Hersteller zum Riick-
ruf von korperlichen Produkten aus der Produzentenhaftung verpflichtet
sein kann, da einerseits die Warnung des Nutzers ausreichen wiirde und
ansonsten das Deliktsrecht mit dem Mangelgewahrleistungsrecht wertungs-
miflig kollidiere."®® Der BGH erkennt allerdings seit der Pflegebettenent-
scheidung an, dass neben der Warnpflicht auch weitere Reaktionspflichten

1163 Wagner, in: MiiKo-BGB, § 823 Rn. 998.

1164 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 94; Xylander, Die Ver-
antwortlichkeit des Herstellers automatisierter PKW nach Deliktsrecht sowie dem
Produkthaftungsgesetz, 2021, S.162; Hinze, Haftungsrisiken des automatisierten
und autonomen Fahrens, 2021, S. 160.

1165 Vgl. zu automatisierten Fahrzeugen, Xylander, Die Verantwortlichkeit des Herstel-
lers automatisierter PKW nach Deliktsrecht sowie dem Produkthaftungsgesetz,
2021, S. 160 ff.

1166 Droste, CCZ 2015, S.105 (110); Raue, NJW 2017, S. 1841 (1844).

1167 Bdck/Theurer, BB 2021, S. 520 (525); Xylander, Die Verantwortlichkeit des Herstel-
lers automatisierter PKW nach Deliktsrecht sowie dem Produkthaftungsgesetz,
2021, S.161; Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 94 ff.

1168 Wagner, in: MiiKo-BGB, § 823 BGB Rn. 1000.
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in Betracht kommen und der Hersteller erforderlichenfalls dafiir Sorge
zu tragen hat, dass ,bereits ausgelieferte gefdhrliche Produkte mdoglichst
effektiv aus dem Verkehr gezogen [...] oder nicht mehr benutzt werden®!¢?
Welche Mafinahme im Einzelnen getroffen wird, richtet sich nach den Um-
stinden des Einzelfalls. Sie muss erforderlich sein, um die drohende Gefahr
zu beseitigen und zudem verhéltnismaflig sein.!'”® Der BGH hat im streitge-
genstdndlichen Fall dariiberhinausgehende Reaktionspflichten jedoch nur
verneint, weil die Warnung als ausreichend angesehen wurde, um der Ge-
fahr effektiv entgegenzuwirken.”! Dass der Riickruf physischer Produkte
wegen der damit verbundenen enormen Kosten von der Rechtsprechung
nur als ultima ratio angesehen wird, ist zundchst iiberzeugend. Teilweise
wird eine Umriistung oder Anpassung eines fehlerhaften Produkts mehr
Kosten verursachen als die Neuherstellung.!”?

Anders liegt der Fall allerdings bei digitalen Produkten, deren Fehlerhaf-
tigkeit sich mittels Updates zu minimalen Kosten beheben ldsst. Dieser
»digitale Ruckruf“l”? wird in der Literatur vermehrt als das Mittel der
Wahl bei der Behebung der Gefahrlichkeit von automatisierten und selbst-
fahrenden Fahrzeugen gesehen.'” In den USA wurde bspw. ein Rickruf

1169 BGH, Urt. v. 16.12.2008 - VI ZR 170/07, Rn. 11 (BGHZ 179, 157).

1170 Wagner, AcP 2017, S.707 (754); BGH, Urt. v. 16.12.2008 - VI ZR 170/07, Rn. 12
(BGHZ 179, 157).

1171 BGH, Urt. v. 16.12.2008 - VI ZR 170/07, Rn. 14 ff. (BGHZ 179, 157); ausfiihrlich
hierzu Wagner, in: MiitKo-BGB, § 823 Rn. 1001 ff.

1172 Wagner, AcP 2017, S. 707 (756).

1173 Den Begriff pragend Wagner, in: MiiKo-BGB, § 823 Rn. 1008 f.

1174 Gomille, JZ 2016, S.76 (81); Borges, CR 2016, S.272 (276); Bodungen/Hoffmann,
NZV 2016, S.503 (506); Ebers, in: Oppermann/Stender-Vorwachs, Autonomes
Fahren, 2017, S.94 (115); Kreutz, in: Oppermann/Stender-Vorwachs, Autonomes
Fahren, 2020, Kap. 3.1.2 Rn.37; Wagner, AcP 2017, S.707 (756); Ringlage, Haf-
tungskonzepte fiir autonomes Fahren, 2021, S.106; Hinze, Haftungsrisiken des
automatisierten und automatisierten Fahrens, 2021, S.161ff.; Droste, CCZ 2015,
S.105 (110); einschriankend zustimmend Xylander, Die Verantwortlichkeit des Her-
stellers automatisierter PKW nach Deliktsrecht sowie dem Produkthaftungsgesetz,
2021, S.176 ff.; Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015,
S.171f; Spindler, in: Hilgendorf/Beck, Robotik im Kontext von Recht und Mo-
ral, 2014, S.63 (74f.); ablehnend Spindler, CR 2015, S.766 (770); Arbeitsgruppe
»Digitaler Neustart” der Konferenz der Justizministerinnen und Justizminister der
Lénder, Berichte vom 1. Oktober 2018 und 15. April 2019,, S.197 f.; Rott, Rechtspo-
litischer Handlungsbedarf im Haftungsrecht, insbesondere fiir digitale Anwendun-
gen, 2018, S. 53; Schrader/Engstler, MMR 2018, S. 356 (360).
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des Automobilherstellers Tesla durch Bereitstellung von Online-Updates
durchgefiihrt.!”>

(cc) Beschriankung auf das Integrititsinteresse

Die Stimmen, die sich gegen eine generelle Updatepflicht wenden, begriin-
den dies zumeist mit dem Unterlaufen des Gewiéhrleistungsrechts.!”¢ Die-
sen Autoren ist insoweit Recht zu geben, als Produktbeobachtungspflichten
nicht zu einer deliktischen Mingelgewéhrleistungspflicht erwachsen diir-
fen. Allerdings folgt hieraus auch nicht, dass eine Update-Pflicht per se
ausgeschlossen ist. Zundchst bedeutet dies nur, dass die Update-Pflicht aus
der Produzentenhaftung allein auf das Integrititsinteresse beschrinkt ist,
nicht aber auf das Aquivalenzinteresse. Demensprechend muss der Herstel-
ler nur solche Updates bereitstellen, welche Fehler der Fahrzeugsoftware
ausbessern (Patches), nicht diese insgesamt verbessern (Upgrades).!’7 Dass
jedoch Aquivalenz- und Integrititsinteresse im Rahmen einer Updatepflicht
Schnittmengen haben, gilt spitestens seit der Einfithrung der Digitale-
Dienste-Richtlinie,'”® die im BGB umgesetzt und seit dem 1.1.2022 in Kraft
getreten ist.!'” Nach § 327f Abs. 1 S. 2 BGB ist der Anbieter digitaler Dienste
im Rahmen von Verbrauchervertragen iiber digitale Dienste zu Sicherheits-
aktualisierungen verpflichtet."8 Allerdings ist diese Aktualisierungspflicht
Teil der vertraglichen Gewihrleistungspflichten, die jeden Dienstanbieter

1175 Tesla ruft in den USA 360.000 Autos zuriick, ARD v. 16.2.2023, https://www.tagess
chau.de/wirtschaft/unternehmen/tesla-autopilot-usa-10Lhtml.

1176 Spindler, CR 2021, S. 361 (770); Rott, Rechtspolitischer Handlungsbedarf im Haf-
tungsrecht, insbesondere fiir digitale Anwendungen, 2018, S.53; Arbeitsgruppe
»Digitaler Neustart” der Konferenz der Justizministerinnen und Justizminister der
Linder, Berichte vom 1. Oktober 2018 und 15. April 2019, S. 197; Schrader/Engstler,
MMR 2018, S. 356 (360).

1177 Dies ist insofern problematisch, da Hersteller nicht immer zwischen Sicherheits-
Updates und Funktions-Updates unterscheiden und eine Aufspaltung regelmaflig
nicht gewollt ist. Vgl. zu diesem Problema im Rahmen der Umsetzung der Digita-
le-Inhalte-Richtlinie Spindler, MMR 2021, S. 528 (531).

1178 RL (EU) 2019/770 des Europiischen Parlaments und des Rates v. 20.5.2019 iiber
bestimmte vertragsrechtliche Aspekte der Bereitstellung digitaler Inhalte und digi-
taler Dienstleistungen, ABI. 2019, Nr. L 136, 1.

1179 Gesetz zur Umsetzung der Richtlinie iiber bestimmte vertragsrechtliche Aspekte
der Bereitstellung digitaler Inhalte und digitaler Dienstleistungen vom 25.6.2021,
BGBI. 12021, S. 2123.

1180 Vgl. Spindler, MMR 2021, S. 451 (455).
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treffen.'8! Die Produktbeobachtungspflichten gehen hingegen nicht der-
art weit, dass jeder Sicherheitsmangel zum Update verpflichtet. Liegen
jedoch Sicherheitsliicken vor, die so gravierend sind, dass sie eine Gefahr
fiir wichtige Rechtsgiiter darstellen, ist der Hersteller im Rahmen seiner
Verkehrssicherungspflicht auch zur Beseitigung bestehender Produktfehler
verpflichtet.'®2 Dies gilt jedenfalls dann, wenn eine Warnung die Gefahr
nicht ausreichend reduzieren kann. Da auflerdem bei sicherheitsrelevanten
Mingeln nicht nur der Kdufer des Produkts, sondern auch unbeteiligte
Dritte betroffen sind, ist dabei stets das Integrititsinteresse solcher Perso-
nengruppen mit einzubeziehen, welche durch das Update zwar geschiitzt
werden konnen, jedoch selbst keine vertraglichen Anspriiche gegeniiber
dem Hersteller geltend machen konnen.!8?

(dd) Entwicklungsfehler in der Produktbeobachtung

Im Rahmen dessen stellt sich allerdings die Frage, ob der Hersteller auch
zu solchen Updates verpflichtet ist, welche Fehler beseitigen, die bei Inver-
kehrbringen noch nicht erkennbar oder vermeidbar war (Entwicklungsfeh-
ler).84 Dies wird zum Teil abgelehnt, um die Produktbeobachtungspflich-
ten nicht zu weit auszudehnen.'8> Dem liegt offenbar die Erwigung zu
Grunde, dass der Hersteller tatbestandlich nicht haften konne, wenn das
Produkt unter Einhaltung der obliegenden Sorgfaltspflichten fehlerfrei auf
den Markt gebracht wurde. Diese Frage ist eng verbunden mit den Kosten-
tragungspflichten. Fiir allgemeine Fehler habe der Hersteller die Kosten der
Nachriistung zu tragen, werden hingegen Entwicklungsfehler behoben, die
bei Inverkehrbringen weder erkennbar noch vermeidbar waren, soll der
Kiufer die Kosten tibernehmen.!"8¢ Dieser Ansatz tiberzeugt fiir die Soft-
ware selbstfahrender Fahrzeuge aus verschiedenen Griinden nicht. Zum
einen kann der Hersteller Updates sehr kostengiinstig bereitstellen. Mit der
Entwicklung eines Updates kann der Hersteller den Fehler bei allen Fahr-
zeugen, welche dieselbe Software verwenden, auf einen Schlag beheben.

1181 Eingehend Schulze, in: HK-BGB, § 327f Rn. I ff.

1182 Sommer, Haftung fiir autonome Systeme, 2020, S. 282.

1183 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 163.

1184 Vgl. 3. Teil: D. VIL 1.

1185 Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 171f.

1186 Fiir physische Produkte Schwenzer, JZ 1987, S.1059 (1061); Wagner, in: MiiKo-
BGB, § 823 Rn. 1003; Forster, in: BeckOK BGB, § 823 Rn. 752.
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Weiter dient die Updatepflicht beim autonomen Fahren nicht in erster Li-
nie dem Kéufer des Fahrzeugs, sondern vor allem dem Schutz von unbetei-
ligten Dritten. Es liegt ein besonderes ,normatives hohes Schutzbediirfnis“
der Allgemeinheit vor, welches eine Updatepflicht rechtfertigt.” Wiirde
man die Produktbeobachtung andererseits in der Art einschridnken, dass
der Kéufer eines Fahrzeugs lediglich gewarnt wird oder ein Update nur
gegen Aufpreis bereitgestellt werden miisste, wiirde die Pflicht zum Schutz
der Allgemeinheit unbilligerweise auf den Kaufer iibertragen, der weder im
Stande ist, die Tragweite von Softwarefehlern zu erfassen noch der cheapest
cost avoider zur Beseitigung von Softwarefehlern ist.!!88 Da Warnungen bei
schwerwiegenden Fehlern weitgehend wirkungslos sind und auch beson-
ders gefihrdete unbeteiligte Dritte nicht erreichen, erscheint es zudem aus
Herstellersicht kostengiinstiger, auch urspriingliche Entwicklungsfehler -
sofern technisch moglich - kostenfrei zu beseitigen, da anderenfalls nur die
digitale Auflerbetriebsetzung als Reaktionsmdglichkeit verbleibt.'80 Weil
nach der hier vertretenen Auffassung von einem dynamischen Verstindnis
des Begriffs des Inverkehrbringens auszugehen ist und durch jedes Update
die Software partiell neu in Verkehr gebracht wird, dndert sich der fiir
Entwicklungsfehler mafigebliche Zeitpunkt ohnehin mit jedem Update.!?
Vor dem Hintergrund, dass der Hersteller das selbstfahrende Fahrzeug zwar
physisch in Verkehr bringt, aber die Software wegen der andauernden Kon-
trolle des Herstellers das virtuelle Werktor nie durchschreitet, ist es auch
aus Billigkeitsgriinden angemessen, diese wirtschaftlichen Vorteile im Ge-
genzug zur kostenfreien Absicherung des laufenden Betriebs zu nutzen."™!

(ee) Zeitliche Dimension

Teilweise wird argumentiert, dass die Aktualisierungspflicht zeitlich nicht
unbegrenzt bestehen kann und z.B. an den durchschnittlichen Lebenszy-

1187 Sommer, Haftung fiir autonome Systeme, 2020, S. 284.

1188 Die Figur des ,cheapest cost avoiders* pragend Coase (1960) IIT The Journal of
Law and Economics 1, 1; unter dem Begriff ,least cost avoider®; Shavell, Founda-
tions of Economic Analysis of Law, 2004, S.189; s.a. Schdfer/Ott, Lehrbuch der
6konomischen Analyse des Zivilrechts, 2020, S. 279 ff.

1189 Vgl. nachfolgender Abschnitt.

1190 Vgl. 3. Teil: D. V. 2. c. (bb).

1191 Sommer, Haftung fiir autonome Systeme, 2020, S.283ff.; aA Schrader/Engstler,
MMR 2018, S. 356 (360).
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klus eines Fahrzeuges gekoppelt werden sollte.”2 Zwar mag es fiir sonstige
Software-Produkte richtig sein, dass die Produktbeobachtungspflicht mit
der Zeit abnimmt und die Pflicht zur Bereitstellung von Updates spétestens
enden miisse, wenn der Hersteller die Weiterentwicklung der Produktlinie
aufgegeben habe."® Allerdings kann dies auf selbstfahrende Fahrzeuge nur
bedingt {ibertragen werden, da dessen Schadigungspotenzial sich vor allem
auf unbeteiligte Dritte auswirkt. Ware der Hersteller jedoch nach Ablauf
einer bestimmten Zeit nicht mehr verpflichtet, die Sicherheit der Steue-
rungssoftware zu beobachten und Updates bereitzustellen, wiirden solche
Fahrzeuge zu einer unkalkulierbaren Gefahr fiir den Straflenverkehr.!94
Zwar gilt die Update-Pflicht auch nur solange sie fiir den Hersteller unter
Beriicksichtigung der Umstidnde des Einzelfalls zumutbar ist, jedoch muss
dabei auch der Rechtsgiiterschutz der Allgemeinheit mitbedacht werden. Es
wire deshalb dariiber nachzudenken, dass in dem Zeitpunkt, in dem die
weitere Aktualisierung der Software wirtschaftlich nicht mehr zumutbar ist,
die virtuelle Stilllegung des Fahrzeugs zu verlangen ist, wenn zu befiirchten
ist, dass der unbeaufsichtigte Weiterbetrieb ein uniiberschaubares Risiko
fir unbeteiligte Dritte bedeuten konnte.!'%3

Die Reaktionspflicht des Herstellers endet jedenfalls dann, wenn der
Halter oder Benutzer des Produkts das Aufspielen des Updates trotz Hin-
weises auf die moglichen Folgen verweigert."® Thn trifft insofern eine
Obliegenheit zur Kooperation. Allerdings kommt bei schwerwiegenden
Sicherheitsméngeln dann eine digitale Auflerbetriebnahme in Betracht.!'”
Wird das Update hingegen vom Nutzer installiert, so ist dieser anschlie-

1192 Schrader, DAR 2016, S.242 (244); Hinze, Haftungsrisiken des automatisierten
und autonomen Fahrens, 2021, S.164; parallel dazu besteht die vertragliche Up-
datepflicht nach der Umsetzung der Digitale-Inhalte-Richtlinie in § 327f Abs.18S.3
Nr.2 BGB ,fiir den Zeitraum, den der Verbraucher aufgrund der Art und des
Zwecks des Vertrages erwarten kann', vgl. auch Spindler, MMR 2021, S. 451 (455).

1193 So etwa Raue, NJW 2017, S. 1841 (1844); explizit fiir autonome Fahrzeuge Wagner,
AcP 2017, S. 707 (757).

1194 Ahnlich Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW
nach Deliktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 159.

1195 Dies wiirde zudem auch Fragen der Gewihrleistung nach der neuen Digitale-In-
halte-Richtlinie beriihren, die im Rahmen dieser Arbeit nicht geklart werden kén-
nen, vgl. aber Spindler, MMR 2021, S. 451 (455f.).

1196 Wagner, AcP 2017, S. 707 (757).

1197 Siehe folgender Abschnitt.
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8end entsprechend tiber die Neuerungen zu instruieren.'”® Denkbar wire
auch, dass der Hersteller konstruktiv sicherstellt, dass sicherheitskritische
Updates auch ohne Zustimmung des Halters installiert werden konnen
oder die weitere Nutzung des Fahrzeugs von der Installation des Updates
abhingig gemacht wird."?

Letztendlich miissen im Rahmen einer Update-Pflicht allerdings auch
denkbare Kollisionen mit etwaigen Regelungen des Zulassungsrechts mit-
bedacht werden. Denn verdndert ein Update etwa Fahreigenschaften des
Fahrzeugs, konnte dies eine Anderung des Fahrzeugs nach §19 Abs. 2 Nr.2
StVZO darstellen und zum Erléschen der Betriebsgenehmigung fithren.!200
Zwar dient ein Sicherheits-Update grundsitzlich dazu, die Gefahr zu besei-
tigen, jedoch ist auch nicht auszuschliefien, dass durch ein Update andere,
neue Gefahren geschaffen werden, die vom Hersteller nicht intendiert sind.
Da also Updates - je nach geltender Rechtslage — erneut durch die Zulas-
sungsbehorde genehmigt werden miissten, ware dem Hersteller ein gewis-
ser Vorlauf fiir die Erfillung der Updatepflicht zu gewahren. Erst wenn also
Testphase und Genehmigung iiberhaupt zeitlich beendet werden konnen,
beginnt die herstellerseitige Pflicht zur Bereitstellung eines Updates.!2%!

(ff) Digitale Abschaltung

Da dem Hersteller selbstfahrender Fahrzeuge auch iiber das Inverkehrbrin-
gen hinaus diverse virtuelle Zugriffsmoglichkeiten zur Verfiigung stehen,
konnte eine digitale Abschaltung des Betriebs angezeigt sein, wenn sich
die vom Fahrzeug ausgehenden Gefahren durch Update nicht vermeiden
lassen oder ein Update noch nicht zur Verfiigung steht, da der Fehler
gerade erst bekannt wurde.!?02 Erst wenn Updates nicht geeignet sind,
die vom Fahrzeug ausgehenden Gefahren zu beseitigen, kommt ein Riick-
ruf des Fahrzeugs in Betracht.?0® Insofern sind die Reaktionspflichten

1198 Solmecke/Jockisch, MMR 2016, S. 359 (363); Hey, Haftung des Herstellers autono-
mer Fahrzeuge, 2019, S. 95.

1199 Ahnlich Wagner, NJW 2023, S. 1313 (1314).

1200 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.95; Xylander, Die
Verantwortlichkeit des Herstellers automatisierter PKW nach Deliktsrecht sowie
dem Produkthaftungsgesetz, 2021, S. 174 f.

1201 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 95.

1202 Ebenda, S. 95.

1203 Bodungen/Hoffmann, NZV 2016, S. 503 (506).
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entsprechend ihrer Geeignetheit unter Beriicksichtigung der konkreten
Gefdhrdungslage in einem Stufenverhiltnis anzuwenden. Ein Hersteller
muss zunichst warnen, dann Updates bereitstellen und als ultima ratio das
Fahrzeug virtuell aufler Betrieb setzen, indem iiber die Software die weitere
Fahrzeugnutzung blockiert wird.!?4 Eine virtuelle Abschaltung kommt also
nur in Betracht, wenn Warnungen wirkungslos und der Fehler sich durch
Updates nicht beheben ldsst und gleichzeitig der Mangel eine konkrete
Gefahr fiir Leben und Gesundheit des Nutzers oder unbeteiligte Dritte
darstellt. Daneben kommt eine digitale Abschaltung des Fahrzeugs auch
dann in Betracht, wenn ein Update zwar zur Verfligung steht, der Nutzer
es jedoch nicht installiert, obwohl eine erhebliche Gefahr droht.!?%> Zugege-
benermafien stellt die digitale Abschaltung des Fahrzeugs einen massiven
Eingriff in die Rechte des Halters sowie des Herstellers dar, dieser ist jedoch
bei erheblichen Gefahren hinzunehmen, um unbeteiligte Dritte oder den
Nutzer selbst zu schiitzen. Die Reaktionspflicht stellt insofern einen Recht-
fertigungsgrund fiir die Eigentumsbeeintrachtigung dar.!206

IV. Verschulden im Rahmen der Produzentenhaftung

Grundsatzlich eriibrigt sich eine gesonderte Priifung des Verschuldens im
Rahmen der Produzentenhaftung. Da die Feststellung eines Produktfehlers
neben der objektiven Fehlerhaftigkeit auch die Verletzung der verhaltensbe-
zogenen Sorgfaltspflicht beinhaltet, bedarf es keiner gesonderten Feststel-
lung des Verschuldens.!207

Hinze stellt jedoch in Frage, ob dem Hersteller iiberhaupt ein Verschul-
den angelastet werden kann, wenn adaptive, selbstlernende Algorithmen
zum FEinsatz kommen.!?® Er argumentiert, wenn der Hersteller nicht be-
einflussen konne, wie sich das System verdndert, ist ein Schaden fiir den
Hersteller auch nicht mehr subjektiv vorhersehbar.?%° Wenn die Software
zum Zeitpunkt der Auslieferung fehlerfrei sei und sich erst im Betrieb ein

1204 Sommer, Haftung fiir autonome Systeme, 2020, S. 284; Schrader, DAR 2018, S. 314.

1205 Wagner, in: MiiKo-BGB, § 823 Rn. 1011.

1206 Ebenda.

1207 Wagner, in: MiiKo-BGB, § 823 Rn. 1015; Foerste, in: Foerste/Graf von Westphalen,
Produkthaftungshandbuch, § 28 Rn. 1.

1208 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 202,
S.166 ff.

1209 Ebenda, S.167f.
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Fehler entwickle, der sich gefahrerhohend auswirke, konne der Hersteller
dafiir nicht verantwortlich gemacht werden.!?1

Diese Ansicht iiberzeugt jedoch nicht. Selbst wenn man aber davon
ausgeht, dass adaptive Algorithmen in selbstfahrenden Fahrzeugen auch
in sicherheitskritischen Bereichen Anwendung finden, wird der Hersteller
nicht dadurch entlastet, dass er die konkrete Verdnderung des verwendeten
Algorithmus nicht vorhersehen kann. Der vorwerfbare Sorgfaltsverstof be-
steht darin, dass der Hersteller nicht sichergestellt hat, dass die Adaptionen
der Software technisch in der Art abgesichert wurden, dass diese sich nicht
gefahrerhohend auswirken. Zwar stellt es auch nicht per se einen Sorgfalts-
verstof3 dar, selbstlernende KI-Systeme in Verkehr zu bringen,'?! allerdings
muss der Hersteller im Gegenzug dafiir Sorge tragen, dass Weiterentwick-
lungen des KI-Systems sich entweder nur in unkritischen Bereichen aus-
wirken konnen oder hinreichend abgesichert werden. Der Hersteller bleibt
auch bei selbstfahrenden Fahrzeugen der zentrale Akteur, weil er tiber das
Inverkehrbringen und die Sicherheitseigenschaften der verwendeten Steue-
rungssoftware entscheidet.!?!2

V. Weitere Ausnahmen vom ProdHaftG

Ebenfalls unterliegt die deliktische Produzentenhaftung im Gegensatz zum
Anspruch aus dem ProdHaftG weder einer Haftungshochstgrenze (§10
ProdHaftG), noch muss der Geschidigte eine Selbstbeteiligung tragen
(§ 11 ProdHaftG). Hinsichtlich der Verjahrung unterliegen beide Anspriiche
zwar einer dreijahrigen Verjahrung; allerdings beginnt diese im Rahmen
Produkthaftung mit dem Zeitpunkt, in dem der Geschidigte von dem
Schaden, dem Fehler und der Person des Ersatzpflichtigen Kenntnis erlangt
(§12 Abs.1 ProdHaftG). Da im Rahmen der deliktischen Haftung die all-
gemeinen Regelungen zur Verjihrung gelten, beginnt die Frist hier gem.
§199 Abs.1 BGB mit Ablauf des jeweiligen Jahres.”’* Zudem laufen die

1210 Ebenda, S.168.

1211 So aber Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163
(193).

1212 Wagner, in: MiiKo-BGB, § 823 Rn. 789.

1213 Forster, in: BeckOK BGB, § 823 Rn. 686.
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kenntnisunabhédngigen Hochstfristen gem. §199 Abs.2 und 3 ldnger als in
§ 13 Abs. 1 ProdHaftG.12!4

VI. Eigenstiandige Bedeutung der Produzentenhaftung

Die Unterschiede zwischen der Haftung nach dem ProdHaftG und der
deliktischen Produzentenhaftung wirken sich auf die Herstellerhaftung fiir
selbstfahrende Fahrzeuge selten gravierend aus.”’> Eine Ausnahme stellen
die Produktbeobachtungs- und Reaktionspflichten dar. Anders als bei phy-
sischen Produkten ist das Beobachten der Steuerungssoftware der Fahr-
zeugflotte ohnehin fiir den Hersteller unerlésslich, da er die gewonnenen
Fahrzeugdaten nutzt, um die Software stetig zu verbessern. Insofern sind
derartige deliktische Pflichten weit weniger einschneidend als etwa bei
konventionellen Fahrzeugen. In dhnlicher Weise sind deshalb auch die Re-
aktionspflichten fiir Hersteller selbstfahrender Fahrzeuge intensiviert. Der
Hersteller hat weitreichende Moglichkeiten, auf nachtréglich erkannte Feh-
ler zu reagieren. Wahrend Warnungen, die bei physischen Produkten regel-
mafig als angemessen angesehen werden, bei selbstfahrenden Fahrzeugen
weitgehend nutzlos sind, ist es erforderlich, den Hersteller zur Bereitstel-
lung von Updates auch tiber das Deliktsrecht zu verpflichten. Da durch das
autonome Fahren nicht nur der Nutzer, sondern auch die Allgemeinheit
in hohem Mafle gefdhrdet werden kann, haben die Hersteller in Bezug
auf die Uberwachung ihrer Fahrzeugflotte weitreichende Sorgfaltspflichten.
Dies ist vor dem Hintergrund, dass die Software das virtuelle Werktor nie
ganz durchschreitet, als zumutbar anzusehen, da der Hersteller auch nach
Inverkehrbringen die Funktionsfdhigkeit des Steuerungssystems kontrollie-
ren kann.

1214 Zehn bzw. 30 Jahre nach § 199 Abs. 2 und 3 BGB sowie zehn Jahre nach § 13 Abs. 1
ProdHaftG.
1215 Wagner, AcP 2017, S. 707 (713).
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F. Haftung des Herstellers aus weiteren deliktsrechtlichen Vorschriften
L. Haftung gem. § 823 Abs. 2 BGB

Neben der deliktischen Produzentenhaftung kommt auch eine Haftung
des Herstellers nach § 823 Abs.2 BGB in Verbindung mit der Verletzung
eines Schutzgesetzes in Betracht.!?'® Gleichwohl wird diesem Anspruch
geringe Bedeutung beigemessen.!?’” Als Schutzgesetze kommen vor allem
Normen aus dem Zulassungsrecht (StVG, StVZO, EG-FGV, FzI'V sowie die
einzelnen Voraussetzungen der AFBVG!2!8) in Betracht; aber auch Verstof3e
gegen die StVO und subsididr gegen das ProdSG sind denkbar.?® Mit
dem Gesetz zum autonomen Fahren und der AFGBV'?20 hat der Gesetz-
bzw. Verordnungsgeber bereits einige Anforderungen fiir den autonomen
Fahrbetrieb und die erforderliche Testung gemacht, so dass bereits zum
jetzigen Zeitpunkt diverse Vorgaben fiir Hersteller bestehen, die Schutzge-
setzcharakter haben. Zu nennen sind insbesondere die Vorgaben, die sich
aus § 1f Abs. 3 StVG ergeben. Die dort formulieren Anforderungen sollen
die Sicherheit des Fahrzeugs im Straflenverkehrs sicherstellen, sodass diese
drittschiitzenden Charakter haben und damit als Schutzgesetz im Sinne des
§ 823 Abs. 2 BGB in Betracht kommen.

Seitdem 1.8.2024 ist zudem die KI-Verordnung in Kraft.!??! Auch euro-
péische Rechtsakte konnen als Schutzgesetze im Sinne des § 823 Abs.2

1216 Spindler, CR 2015, S.766 (772); Borges, CR 2016, S.272 (275); Ebers, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (99); Ringlage, Haftungs-
konzepte fiir autonomes Fahren, 2021, S.108f.; Xylander, Die Verantwortlichkeit
des Herstellers automatisierter PKW nach Deliktsrecht sowie dem Produkthaf-
tungsgesetz, 2021, S.187f.; Hinze, Haftungsrisiken des automatisierten und auto-
matisierten Fahrens, 2021, S.171f; Hey, Haftung des Herstellers autonomer Fahr-
zeuge, 2019, S. 110 ff.

1217 Borges, CR 2016, S.272 (275); Spindler, CR 2015, S.766 (772); Hey, Haftung des
Herstellers autonomer Fahrzeuge, 2019, S. 112

1218 Verordnung zur Regelung des Betriebs von Kraftfahrzeugen mit automatisierter
und autonomer Fahrfunktion und zur Anderung strafSenverkehrsrechtlicher Vor-
schriften v. 24.6.2022, BGBI. I, S. 986.

1219 Spindler, CR 2015, S.766 (772); Borges, CR 2016, S.272 (275); Ebers, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (99); Ringlage, Haftungs-
konzepte fiir autonomes Fahren, 2021, S. 108 f.

1220 Vgl. etwa § 12 Abs. 1 Nr. 2, 3 AFGBV.

1221 Untersucht wurde im Rahmen dieser Arbeit allerdings noch der Entwurf der
KI-VO aus dem Jahr 2021. Hierzu ausfiihrlich 4. Teil: B. 1. 8. a.

293

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

BGB sein.!??2 Auch wenn diese nicht unmittelbar Anwendung auf den Au-
tomobilsektor findet, diirften parallele Vorschriften auch dort umgesetzt
werden.!??> Die dort getroffenen Vorgaben fiir den Umgang mit KI diirften
Schutzgesetzcharakter haben, da sie dem Schutz der durch KI Betroffenen
dienen.??* Erklirtes Ziel der KI-VO ist es auch die europaischen Grund-
rechte zu schiitzen.!??> Insbesondere die Anforderungen an Hochrisiko-
KI-Systeme konnen als Schutzgesetze qualifiziert werden, wenn sie auch
dem Schutz des Einzelnen dienen.”?¢ Dies betriftt fiir den Einsatz autono-
mer Fahrzeuge insbesondere die Vorgaben fiir Genauigkeit, Robustheit und
Cybersicherheit sowie zur menschlichen Aufsicht.'??” Es ist insgesamt zu
erwarten, dass die Regulierung fiir selbstfahrende Fahrzeuge aufgrund der
bislang schwer abzusehenden Folgen durch den Einsatz von Software sowie
KI-Systemen zukiinftig weiter zunehmen wird und damit auch die Anzahl
an moglichen Schutzgesetzen weiter steigen wird.

II. Haftung gem. §§ 826, 831 BGB

Daneben sind Anspriiche aus § 826 BGB gegen den Hersteller insbesonde-
re seit dem Diesel-Skandal nicht mehr undenkbar.!??8 Anspriiche wegen
sittenwidriger vorsatzlicher Schadigung sind jedoch aufgrund ihrer Aufier-
gewohnlichkeit der damit zusammenhédngenden Umsténde fiir den Zweck
dieser Arbeit zu vernachldssigen. Keine Rolle hingegen spielen Anspriiche
aus § 831 BGB im Rahmen der Herstellerhaftung.??®

1222 Differenziert zum Diskussionsstand Wagner, in: MiiKo-BGB, § 823 Rn. 826 ff.

1223 Aus ErwG 29 der KI-VO ergibt sich, dass beim Erlass von etwaigen kiinftigen
delegierten Rechtsakten oder Durchfithrungsrechtsakten auf der Grundlage der
genannten Rechtsakte die in KI-VO festgelegten verbindlichen Anforderungen an
Hochrisiko-KI-Systeme beriicksichtigt werden sollen.

1224 Vgl. auch Griitzmacher, CR 2021, S.433 (437); Spindler, CR 2021, S.361 (362);
Roos/Weitz, MMR 2021, S. 844 (850); sowie 4. Teil: B. 1. 8. a.

1225 ErwG1KI-VO.

1226 Griitzmacher, CR 2021, S. 433 (437 £.); Roos/Weitz, MMR 2021, S. 844 (850).

1227 Art.14 und 15 KI-VO-E.

1228 Ausfithrlicher Xylander, Die Verantwortlichkeit des Herstellers automatisierter
PKW nach Deliktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 189 f.

1229 Wagner, in: MiiKo-BGB, § 823 Rn. 917.
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G. Haftung des Herstellers nach dem StrafSenverkehrsgesetz

Zum Teil wird auch erwogen, dass der Hersteller nach den Vorschriften des
StVG fiir Unfille selbstfahrender Fahrzeuge haften konne.

I. Haftung nach § 18 Abs. 1 StVG (analog)

Bereits 2015 hat sich Schrader mit der Haftung beim automatisierten und
autonomen Fahren auseinandergesetzt und die Auffassung vertreten, dass
der Begriff des Fahrzeugtiihrers nach § 18 StVG es zulasse, dass der Herstel-
ler auch neben dem menschlichen Fahrer als Fahrzeugfithrer anzuerkennen
sei, da dieser ,tatsdchlich auf wesentliche bzw. alle Steuerungsvorginge
der Fahrzeugbewegung Einfluss nimmt und diesbeziiglich eigene Entschei-
dungen beziiglich der Steuerung des Fahrzeugs trifft“!?*0 Hiernach solle
der Hersteller in direkter Anwendung Fahrzeugfithrer im Sinne des StVG
sein.!?3! Dies soll nach Ansicht von Eichelberger auch nach dem neu ge-
schaffenen §la Abs.4 StVG méglich sein,?*? da hier lediglich festgelegt
wurde, dass Fahrzeugfiihrer ,auch derjenige [ist], der eine hoch- oder voll-
automatisierte Fahrfunktion [...] aktiviert und zur Fahrzeugsteuerung ver-
wendet, auch wenn er im Rahmen der bestimmungsgemifien Verwendung
dieser Funktion das Fahrzeug nicht eigenhédndig steuert. Dem ist jedoch
entgegenzuhalten, dass der Gesetzgeber durch die Festlegung, dass ,auch®
der Verwender automatisierter Fahrfunktionen Fahrzeugfiihrer bleibt, der
Begriff des Fahrzeugfiihrers nicht konkret auf den Hersteller ausgeweitet
werden soll.12* Vielmehr lasst sich im Umkehrschluss folgern, dass der
Fahrzeugfiihrerbegriff einschrankend zu verstehen ist. Im Gegenteil ist aus-
nahmsweise auch noch derjenige Fahrzeugfiihrer, der Funktionen verwen-
det, bei denen das Fahrzeug im Prinzip selbststdndig fahren kann. Damit
soll der Begriff aber nicht auf weitere Subjekte wie den Hersteller ausgewei-

1230 Schrader, NJW 2015, S. 3537 (3541); s.a. Schrader, DAR 2016, S. 242 (245); ahnlich
auch Buck-Heeb/Dieckmann, in: Oppermann/Stender-Vorwachs, Autonomes Fah-
ren, 2020, Kap. 3.1 Rn. 37 ff.

1231 ,Damit ist der Hersteller des autonom gesteuerten Fahrzeugs auch Fahrzeugfiih-
rer’; Schrader, NJW 2015, S. 3537 (3541); ,Daher ist der Hersteller des autonom ge-
steuerten Fahrzeugs auch Fahrzeugfiihrer im haftungsrechtlichen Sinne Schrader,
DAR 2016, S. 242 (245).

1232 Eichelberger, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 3.1.3 Rn. 80.

1233 Konig, in: Hentschel/Konig/Dauer, Straflenverkehrsrecht, § 1a StVG Rn. 14.
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tet werden. Selbst die Technische Aufsicht, erhdlt nicht den Status eines
Fahrzeugfiihrers, obwohl diese Personen aktiv Fahrmandéver freigeben kon-
nen.

Auflerdem erfordert die Fahrzeugfiihrereigenschaft das ,willentliche” Be-
wegen des Fahrzeugs.'?** Ein Hersteller selbstfahrender Fahrzeuge wird
jedoch einen solchen konkreten Willen zur Fortbewegung nicht fassen.
Vielmehr wird der Nutzer die jeweilige Fahrt veranlassen. Auch kann ein
»maschineller Wille“ des Steuerungssystems nicht dem Hersteller zugerech-
net werden, da die Gabe zur Willensbildung dem Menschen vorbehalten
ist.123> Zwar ist auch anerkannt, dass die physische Prasenz eines Fahrer-
zeugfithrers nicht erforderlich ist und z.B. Fahrzeugfithrer auch derjenige
sein kann, der das Fahrzeug fernsteuert;?3¢ erforderlich ist jedoch die
tatsdchliche Beherrschung des Fahrzeugs. Diese ist jedoch nicht gegeben,
wenn der Hersteller lediglich abstrakte Kriterien vorgibt, nach denen sich
das Fahrzeug in bestimmten Verkehrssituationen zu verhalten hat.!?” Zu-
dem wird angemerkt, dass es zu einer nicht vorgesehenen ,haftungsrecht-
lichen Doppelrolle” des Herstellers kommen wiirde, da dieser einerseits
als ,Fahrzeugfithrer und als ,Hersteller” nach jeweils unterschiedlichen
Regelungen hafte. Dies ist insofern problematisch, weil der Versicherer des
Halters in der Folge gem. § 115 Abs. 1 VVG fiir Schdaden im Auflenverhaltnis
allein aufkommen miisste, die vom ,fahrenden® Hersteller verursacht wer-
den, aber im Gegenzug keine direkte Regressmoglichkeit bestiinde (§ 116
Abs.1S.1VVG).1238

Da der Gesetzgeber auch bei der Einfithrung von Fahrzeugen mit auto-
nomen Fahrfunktionen - bei denen explizit keine Fahrzeugfiihrerschaft
vorgesehen ist — keinerlei Handlungsbedarf dazu sah, den Hersteller in
das Haftungsregime des StVG einzubeziehen, ist auch nicht von einer
planwidrigen Regelungsliicke auszugehen. Die Haftung des Fahrzeughalters

1234 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 4.10.

1235 AA Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021,
S. 88 f., der meint, ein menschlicher Willensakt sei nicht erforderlich.

1236 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 4.16.

1237 Bodungen/Hoffmann, NZV 2016, S.503 (503 f.); Rosenberger, Die aufServertragli-
che Haftung fiir automatisierte Fahrzeuge, 2022, S. 433; aA Hinze, Haftungsrisiken
des automatisierten und autonomen Fahrens, 2021, S. 87 f.

1238 Eichelberger, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 3.1.3 Rn. 81ff.
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wurde offenbar fiir ausreichend erachtet. Es spricht also einiges dafiir,
den Hersteller nicht als Fahrzeugfithrer anzusehen. Entsprechend wird die

Anwendung der Fahrzeugfiihrerhaftung in der Literatur iiberwiegend abge-
lehnt.1240

I1. Haftung nach § 7 Abs. 1 StVG analog

Vereinzelt wird zudem vertreten, die Halterhaftung nach § 7 StVG auf den
Hersteller anzuwenden. Dieser von Borges erwogene Vorschlag stiitzt sich
darauf, dass die Beherrschbarkeit beim autonomen Fahren beim Hersteller
und nicht beim Halter lage.””*! Zugegebenermaflen ist die Interessenlage,
die fir die Haftung des Halters konventioneller Fahrzeuge und nun fiir
die Haftung des Herstellers eines selbstfahrenden Fahrzeugs recht dhnlich.
Die umfassende Halterhaftung fufit auf der Idee, dass von dem Betrieb
eines Kraftfahrzeugs immanente Gefahren ausgehen, fiir welche der Halter
deshalb haften soll, da er den Betrieb verantwortet. Da beim autonomen
Fahrbetrieb der Hersteller durch die Programmierung die Fahrweise des
Fahrzeugs mafigeblich beeinflusst, ldsst sich insofern vertreten, dass dieser
auch Haftungssubjekt der Gefdhrdungshaftung sein miisse.?*> Gleichwohl
stellt die Halterhaftung nicht allein auf den Aspekt der konkreten Gefahr-
beherrschung ab. Vielmehr soll durch die Halterhaftung demjenigen die
Geféhrdungshaftung zugeordnet werden, der berechtigt ist den Betrieb in
Gang zu setzen und die tatsdchliche Verfiigungsgewalt iiber das Fahrzeug
ausiibt.1?*? Dies ist der Halter und nicht der Hersteller. Insofern gibt es gute
Griinde, an der Gefahrdungshaftung des Halters im herkommlichen Sinne
festzuhalten.

1239 Rosenberger, Die auflervertragliche Haftung fiir automatisierte Fahrzeuge, 2022,
S.434.

1240 Borges, CR 2016, S. 272 (277); Bodungen/Hoffmann, NZV 2016, S. 503 (503 f.); Hey,
Haftung des Herstellers autonomer Fahrzeuge, 2019, S.222; Ringlage, Haftungs-
konzepte fiir autonomes Fahren, 2021, S.110; im Ergebnis auch Hinze, Haftungsri-
siken des automatisierten und automatisierten Fahrens, 2021, S. 89; aA Schrader,
NJW 2015, S.3537 (3541); Schrader, DAR 2016, S.242 (245); wohl auch Eichel-
berger, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.3
Rn. 80 ff.

1241 Borges, CR 2016, S.272 (279).

1242 So Borges, CR 2016, S. 272 (279).

1243 Mit dhnlicher Argumentation Ringlage, Haftungskonzepte fiir autonomes Fahren,
2021, S. 111
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Daneben ist die analoge Anwendung des § 7 Abs. 1StVG auf den Herstel-
ler auch aus anderen Griinden abzulehnen. Zum einen ist es allgemein
anerkannt, dass Tatbestinde mit Gefahrdungshaftung einer Analogie nicht
zuginglich sind.1?** Zudem fehlt eine planwidrige Regelungsliicke. Sowohl
bei der Einfithrung von Fahrzeugen mit hoch- bzw. vollautomatisierten
2017 sowie autonomen Fahrfunktionen 2021 hitte der Gesetzgeber seinen
Willen zum Ausdruck bringen und den Hersteller in das Regime der
straflenverkehrsrechtlichen Gefidhrdungshaftung einbinden konnen, dies
jedoch unterlassen. Eine Haftung des Herstellers gem. § 7 Abs. 1 StVG muss
deshalb ausscheiden.!?4>

H. Durchsetzung von Anspriichen

Die prozessuale Beweislastverteilung sowie die den Parteien faktisch zur
Verfiigung stehenden Beweismittel sind fiir das Funktionieren des Haf-
tungsrechts von erheblicher Bedeutung. Im Folgenden soll skizziert wer-
den, welche Beweislastverteilungen fiir Schdden durch selbstfahrende Fahr-
zeuge gelten und welche besonderen Moglichkeiten die umfassende Daten-
sammlung bei der Beweisfiihrung eréffnet.

I. Beweislastverteilung

1. Halterhaftung

Im Rahmen der Halterhaftung nach dem StVG gelten die allgemeinen
Beweisverteilungsregeln, so dass jede Partei die Tatsachen darlegen und be-

weisen muss, die fiir sie glinstig sind. Demnach trégt der Kldger die Beweis-
last fiir die rechtsbegriindenden, der Beklagte fiir die rechtshindernden,

1244 Dies erkennt auch Borges an, Borges, CR 2016, S. 272 (280); abweichend allerdings
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 154 f.; Zech,
ZfPW 2019, S.198 (214f.), die eine Analogie von Gefihrdungshaftungstatbestin-
den wohl fiir méglich halten; vgl. zu diesen bereits erérterten Themen auch Teil 2.
B.5.

1245 So auch die einhellige Auffassung in der Literatur Hey, Haftung des Herstellers au-
tonomer Fahrzeuge, 2019, S.228; Hinze, Haftungsrisiken des automatisierten und
automatisierten Fahrens, 2021, S. 93; Ringlage, Haftungskonzepte fiir autonomes
Fahren, 2021, S. 111.
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rechtsvernichtenden und rechtshemmenden Tatsachen eines des jeweiligen
Tatbestands.!?46 Bei Anspriichen aus § 7 Abs. 1 StVG muss der Kldger nach-
weisen, dass sich der Unfall bei dem Betrieb eines Kraftfahrzeugs des
Beklagten ereignet hat. Dies umfasst auch den Kausalzusammenhang zwi-
schen Betrieb und Unfall.?*” Fiir die bestehenden Entlastungsbeweise nach
§7 Abs. 2, Abs.3 S.1 und § 17 Abs. 3 StVG ist hingegen der beklagte Halter
beweispflichtig. Beruft sich der Halter auf den Einwand der unbefugten
Kraftfahrzeugnutzung nach §7 Abs.3 StVG, muss er beweisen, dass sein
Fahrzeug ohne sein Wissen und Wollen benutzt wurde.

Der Klager ist im Gegenzug hinsichtlich der schuldhaften Erméoglichung
der Schwarzfahrt beweispflichtig.'?*8 Dieser Umstand ist beim autonomen
Fahren nach der hier vertretenen Ansicht problematisch. Sollte ein Hacker
sich virtuell Zugang zum Fahrzeug verschaffen, weil er das Steuerungs-
system angreift und iibernimmt, wird der Geschidigte regelmaflig nicht
nachweisen konnen, dass dies aufgrund des Verschuldens des Halters er-
moglicht wurde. Auch wird der Halter zumeist faktisch nicht in der Lage
sein, einem Dritten Zugang zur Fahrzeugsteuerung zu verschaffen, denn die
Absicherung der Software gegen die unbefugte Nutzung von Fahrzeugdaten
ist vor allem eine Herstellerpflicht.’?*® Im Ergebnis wére der Geschédigte
in derartigen Fillen ohne Anspruch gegen den Halter, da der Hacker
typischerweise nicht als Schuldner zur Verfiigung steht. Dieser Umstand
steht insofern der ratio der Halterhaftung entgegen, wonach vor allem der
Opferschutz tiber die Gefdhrdungshaftung realisiert werden soll. Insofern
droht hier aus Sicht des Geschédigten eine Haftungsliicke.

Hinsichtlich der Mitverursachung und des Mitverschuldens des Gescha-
digten ist jeweils die Partei beweisbelastet, die sich auf den Verursachungs-
beitrag bzw. den gefahrerhdhenden Umstand beruft. Dies gilt unabhéngig
davon, ob sie als Kldgerin oder Beklagte auftritt.?>° Steht ein Verschulden
im Raum, hilt die Rechtsprechung jedoch fiir zahlreiche Unfalltypen die
Erbringung des Anscheinsbeweises fiir ausreichend. Dies betrifft bspw.
Auffahrunfille, Linksabbiegerkollisionen oder Zusammenstdfie an einer

1246 Priitting, in: MiiKo-ZPO, § 286 Rn. 114.

1247 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 3.172.

1248 Z.B. BGH, Urt. v. 11.11.1969 - VI ZR 74/68, Rn.19 (NJW 1970, 280); z.T. wird
jedoch eine Beweislastumkehr erwogen BGH, Urt. v. 30.9.1980 - VI ZR 38/79,
Rn. 21 (NJW 1981, 113).

1249 Vgl. etwa § le Abs. 3 Nr. 1 StVG.

1250 Greger, in: Greger/Zwickel, Haftung im StrafSenverkehr, Rz. 25.151f.
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Grundstiicksauffahrt.’>! Ein Anscheinsbeweis gelingt dann, wenn ein typi-
scher Geschehensablauf gegeben ist, also ein aus der Lebenserfahrung be-
stitigender gleichformiger Vorgang, durch dessen Typizitit es sich eriibrigt,
die tatsachlichen Einzeltatsachen nachzuweisen.’> Auch wenn mangels
Erfahrungswerten noch nicht absehbar ist, in welchen Fallgruppen der
Anscheinsbeweis beim autonomen Fahren zur Anwendung kommen wird,
diirften sich im Laufe der Zeit auch bei selbstfahrenden Fahrzeugen Kon-
stellationen herausbilden, in denen typische Geschehensabldufe vorliegen,
die den Anscheinsbeweis rechtfertigen.

Fir die Haftung des Halters nach den deliktsrechtlichen Vorschriften
gelten die allgemeinen Beweislastregelungen.!?>® Diese sind aus Sicht des
Geschiadigten gegeniiber der Halterhaftung wesentlich ungiinstiger, da ins-
besondere ein Verschulden des Halters nachzuweisen ist. Weil jedoch ein
Verschulden des Halters eines selbstfahrenden Fahrzeugs bei der Verursa-
chung eines Unfalls praktisch ausgeschlossen ist, kommt der deliktischen

Halterhaftung beim autonomen Fahren ohnehin eine geringe Bedeutung
zu.l254

2. Herstellerhaftung
a. Produkthaftung
(aa) Beweissituation des Geschadigten

Der Geschédigte ist grundsitzlich fiir die Fehlerhaftigkeit des Produkts und
den dadurch verursachten Schaden beweispflichtig (§1 Abs.4 S.1 Prod-
HaftG). Er muss also den Produktfehler, den Schaden sowie die Kausalitat
zwischen Fehler und Schaden beweisen.

Wie bereits ausgefiihrt, besteht ein Problem beim Einsatz von KI bzw.
von autonomen Systemen darin, dass aufgrund der Opazitit autonomer
Entscheidungsprozesse der Software selbst fiir den Hersteller nachvollzieh-
bar ist, welche Ursache eine Entscheidung eines autonomen Systems hat-

1251 Ebenda, Rz. 41.56.

1252 Priitting, in: MiiKo-ZPO, § 286 Rn. 50.

1253 Greger, in: Greger/Zwickel, Haftung im Straflenverkehr, Rz. 41.39.

1254 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S.70;
Sosnitza, CR 2016, S. 764 (768); Borges, CR 2016, S. 272 (273).
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te.?>> Diese Intransparenz fithrt dazu, dass es fiir den Geschidigten nahezu
unmoglich sein wird, den Nachweis zu erbringen, dass der Algorithmus
fehlerhaft operiert hat.!?>¢ So wird es ihm regelmafig nicht maéglich sein,
festzustellen, ob eine zu spéte Bremsung auf einem Fehler der Kamera, des
Radars oder der Software beruhte.1?>

Jedoch geht die Beweislast im Produkthaftungsrecht auch nicht so weit,
dass dem Geschddigten aufgebiirdet wird, die Fehlerverantwortlichkeit des
Herstellers bis ins letzte Detail nachzuweisen. Ausreichend ist, dass dieser
nachweist, dass das Produkt bei Inverkehrgabe einen Fehler hatte, der als
Schadensursache in Betracht kommt.”® Dabei muss weder die Art des
Fehlers noch dessen Lokalisierung im Einzelnen bewiesen werden.? Die
Rechtsprechung hat insofern die Beweisanforderungen gelockert.

Beim autonomen Fahren stellt sich die Frage, welche Tatsachen nachzu-
weisen sind, damit von der Fehlerhaftigkeit des Fahrzeugs ausgegangen
werden kann. Ein Fehler liegt jedenfalls dann vor, wenn das Fahrzeug
nach dem &ufleren Ablauf des Unfallhergangs nicht die berechtigten Si-
cherheitserwartungen erfiillen konnte, also in der Unfallsituation nicht die
Regelungen des Straflenverkehrsrechts eingehalten hat.!?¢? Dartiber hinaus
kommt es fiir die Bestimmung der berechtigten Sicherheitserwartungen an
die funktionale Sicherheit auf die weiteren Umstdnde an; jedenfalls bei Ver-
letzung des anthropozentrischen Sorgfaltsmaf3stabs hitte das Fahrzeug die
geforderte Basissicherheit nicht erreicht.!?¢! Die Erwartungen an eine Soft-
ware richten sich also nicht prinzipiell an die Richtigkeit der Programmie-

1255 2. Teil: E. IL. 5; Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 246; Griitzma-
cher, CR 2016, S. 695 (697).

1256 Steege, SVR 2021, S. 1 (4 f.); Sommer, Haftung fiir autonome Systeme, 2020, S. 345f.

1257 Gless/Janal, JR 2016, S. 561 (5721.); Gurney 2013 U. IlL. ].L. Tech. & Pol'y 247, 265 ff.;
Wagner, AcP 2017, S.707 (746 ff.); Hinze, Haftungsrisiken des automatisierten und
autonomen Fahrens, 2021, S. 148 f.; Ebers, in: Oppermann/Stender-Vorwachs, Au-
tonomes Fahren, 2017, S. 94 (116).

1258 Oechsler, in: Staudinger BGB, § 1 ProdHaftG Rn. 159.

1259 Forster, in: BeckOK BGB, §1 ProdHaftG Rn.74; Rott, Rechtspolitischer Hand-
lungsbedarf im Haftungsrecht, insbesondere fiir digitale Anwendungen, 2018,
S.28.

1260 Gomille, JZ 2016, S.76 (78); Borges, CR 2016, S.272 (275f.); Hey, Haftung des
Herstellers autonomer Fahrzeuge, 2019, S.105; Amato, in: Lohsse/Schulze/Stau-
denmayer, Liability for AI and the IoT, 2019, S.77 (77); Hinze, Haftungsrisiken
des automatisierten und autonomen Fahrens, 2021, S.150; vgl. fir die Robotik
Hanisch, in: Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S.109 (118 f.).

1261 Hinze legt hier den Maf3stab des Idealfahrers an, Hinze, Haftungsrisiken des auto-
matisierten und autonomen Fahrens, 2021, S. 150.
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rung, sondern an die Richtigkeit des auf der Programmierung beruhenden
Verhaltens. So miissen selbstfahrende Fahrzeuge in jedem Fall den an die
Fahrzeugfithrung gerichteten Verkehrsvorschriften entsprechen (vgl. §§ la
Abs.2 Nr.2, le Abs.2 Nr.2 StVG), also den Regeln des Verhaltensrechts.
Solange der Geschddigte jedoch hinsichtlich der Fehlerhaftigkeit des der
Fahrentscheidung zugrundeliegenden Softwarecodes beweispflichtig wire,
konnte der Hersteller stets einwenden, dass der objektive Fahrfehler nicht
zwingend auf einer fehlerhaften Programmierung beruhen miisse. Da der
Geschadigte jedoch in der Regel keinen Einblick in die Funktionsweise
eines autonomen Fahrzeugs hat, geriete er in Beweisnot.126?

(bb) Anwendbarkeit des Anscheinsbeweises

Es ist daher zu erwégen, die Beweislast des Geschddigten dahingehend zu
erleichtern, dass er lediglich den Anscheinsbeweis erbringen muss, da man
davon ausgehen kann, dass Fahrfehler bei der Steuerung selbstfahrender
Fahrzeuge typischerweise der Sphire des Herstellers zuzuordnen sind. An-
ders als eine Beweislastumkehr wiére die Anwendung des Anscheinsbewei-
ses auch unionsrechtlich zuldssig.!263 Fiir eine derartige Annahme spricht,
dass es dem Geschédigten nicht zuzumuten ist, im Einzelnen nachzuwei-
sen, auf welcher Ursache ein Unfallereignis beruht. Schliellich kennt und
versteht er weder die Algorithmen des Steuerungssystems noch die Funkti-
onsweise der Sensorik am Fahrzeug. Auf der anderen Seite stehen dem
Hersteller alle Informationen des Fahrzeugs, dessen Hardware sowie dessen
Software zur Verfiigung. Da der Hersteller sogar nach Inverkehrbringen na-
hezu liickenlos Daten wihrend des Fahrbetriebs erhebt und Zugriff auf den
Unfalldatenspeicher des Fahrzeugs hat, ist dieser in einer weit komfortable-
ren Beweissituation. Es erscheint insofern gerechtfertigt, den Hersteller im
Rahmen des Anscheinsbeweises darauf zu verweisen, den Gegenbeweis zu
erbringen, dass wenn dem Anschein zum Trotz nicht ein Produktfehler
Ursache eines objektiven Fehlverhaltens ist.

1262 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 221 ff.

1263 Z.B. EuGH, Urt. v. 20.11.2014 - C-310/13 (Novo Nordisk Pharma GmbH ./. S)
(NJW 2015, 927); vgl. auch Graf von Westphalen, in: Foerste/Graf von Westphalen,
Produkthaftungshandbuch, § 55 Rn. 8; auch Arbeitsgruppe ,, Digitaler Neustart® der
Konferenz der Justizministerinnen und Justizminister der Linder, Berichte vom
1. Oktober 2018 und 15. April 2019, S. 221.
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Aus der Sicht des Geschédigten hitte dies den Vorteil, dass er nicht nach-
weisen miisste, dass der Algorithmus fehlerhaft programmiert sei. Es wiirde
ausreichen, wenn er nachweist, dass die Fahrzeugsoftware zum Zeitpunkt
des Unfalls gegen Verkehrsregeln verstoflen und sich deshalb fehlerhaft ver-
halten hat. Der Geschidigte wird insofern nicht im Sinne einer Beweislast-
umkehr von seiner Obliegenheit befreit den Fehler zu beweisen, sondern
es greift die Anscheinsbeweis, dass ein Produktfehler vorliegt, wenn der
Algorithmus des Fahrzeugs nicht in der Lage ist, menschliche Fahigkeiten
im StrafSenverkehr zu erreichen.!264

Ein solcher Sorgfaltsverstof$ kann mit den iiblichen Beweismitteln wie
Sachverstandigengutachten, Unfallrekonstruktion und Auswertung der Da-
ten des selbstfahrenden Fahrzeugs festgestellt werden. Voraussetzung wire,
dass der Geschédigte zum Zwecke der Unfallrekonstruktion auf die Fahr-
zeugdaten zugreifen kann. Dass der Geschéddigte die Funktionsweise des Al-
gorithmus durchdringt und den Fehler genau lokalisiert, ist hingegen nicht
erforderlich. Der objektive Fahrfehler indiziert insoweit die Fehlerhaftigkeit
der Software 1265

Gegen die Anwendung des Anscheinsbeweises wendet Ebers ein, dass
die Griinde fiir Unfille selbstfahrender Fahrzeuge nicht stets ,in die Ver-
antwortungssphire des Herstellers fallen, wie beispielsweise die nachtragli-
che Installation eines Updates, das von einem anderen Hersteller stammt,
Softwareangriffe von Auflen [sic], ein Verstofy des Nutzers gegen Auswahl-,
Bedienungs- und Uberwachungspflichten oder sonstige Ursachen (wie Ein-
griffe anderer Verkehrsteilnehmer oder Witterungsbedingungen)*266 Ahn-
lich meint auch Hey, dass ,[b]eispielsweise ein verschmutzter Sensor oder
ein verschlissenes sonstiges Bauteil unfallurséchlich sein kénnten.

Den Autoren ist insofern recht zu geben, dass die Ursachen im Rahmen
eines Verkehrsunfalls vielfaltig sein konnen. Nur folgt daraus nicht, dass die
Anwendbarkeit des Anscheinsbeweises ausgeschlossen ist. Nach der hier
vertretenen Ansicht muss ein selbstfahrendes Fahrzeug ohnehin technisch
derart ausgestattet sein, dass bspw. ein verschmutzter Sensor einerseits
systemseitig erkannt wird und andererseits auch nicht zum Ausfall des

1264 Eine Beweislastumkehr, allerdings mit dhnlichen Voraussetzungen, fordern jedoch
Gless/Janal, JR 2016, S. 561 (573).

1265 Gomille, JZ 2016, S.76 (78); Fleck/Thomas, NJOZ 2015, S.1393 (1397); Gasser,
in: Maurer u. a., Autonomes Fahren, 2015, S.543 (553f.); ahnlich auch Ringlage,
Haftungskonzepte fiir autonomes Fahren, 2021, S. 87.

1266 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S.94 (117);
ahnlich auch Gless/Janal, JR 2016, S. 561 (5721.).
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Steuerungssystems fithren darf.?¢” Sollte ein Bauteil verschlissen sein und
den Unfall verursacht haben, verbleibt dem Hersteller im Rahmen des An-
scheinsbeweises auch die Moglichkeit, diesen alternativen Kausalverlauf zu
beweisen. Auch die iibrigen genannten Ursachen fallen nach der hier ver-
tretenen Auffassung in den Verantwortungsbereich des Herstellers. Er hat
das System so zu gestalten, dass Hackerangriffe ausgeschlossen werden!268
und dass Bedienungsfehler des Nutzers nicht zu einem Ausfall des Systems
fithren konnen.!?® Zudem muss die Steuerungssoftware in der Lage sein,
auch bei schlechten Witterungsbedingungen zu fahren oder zumindest die
eigenen Systemgrenzen zu erkennen und sich notfalls in einen risikomini-
malen Zustand zu versetzen.””? Lediglich bei Updates durch Dritte konnte
argumentiert werden, dass diese - jedenfalls nach dem ProdHaftG -127!
nicht der Herstellersphére zuzurechnen seien. Diesen Gegenbeweis konnte
der Hersteller aufgrund seines umfassenden Zugriffs auf die Fahrzeugsoft-
ware ohne weiteres fithren.!?2

Ein zu enges Verstindnis von der Typizitit, die ein Unfallgeschehen
aufweisen muss, haben dagegen Kiitiik-Markendorf/Essers'?’3 sowie Beier-
le27* und Ringlage,'”> wenn sie meinen, dass es fiir selbstfahrende Fahrzeu-
ge keine Erfahrungssitze geben wiirden, auf die zuriickgegriffen werden
kénnte. Dabei wird jedoch verkannt, dass die vorausgesetzten Erfahrungen
nicht allein empirisch belegt werden miissen, sondern es ausreichend ist,
wenn eine hinreichende Evidenz festgestellt werden kann,'?’ die sich auch

1267 So heifSt es etwa in Anlage 1 der AFGBV, BGBL 1, S. 986 (1000): ,Das Kraftfahrzeug
muss die funktionalen Anforderungen auch bei Alterung und Abnutzung der re-
levanten Systemkomponenten erfiillen. Beeinflussen Alterungserscheinungen die
Leistungsfahigkeit, beispielsweise der Sensorik, gleicht die technische Ausriistung
des Kraftfahrzeugs mit autonomer Fahrfunktion die aus der verminderten Leis-
tungsfahigkeit der Sensorik resultierenden Risiken durch geeignete MafSnahmen
aus.

1268 Vgl.3. Teil: D. V. 4. e.

1269 Vgl. Bewersdorf, Zulassung und Haftung bei Fahrerassistenzsystemen, 2005,
S.205f%.

1270 Vgl. 3. Teil: D. V. 2. b.

1271 Sie diirften allerdings iiber die Produktbeobachtungspflichten nach den Grundsit-
zen der Produzentenhaftung gleichwohl in dessen Verantwortungsbereich liegen,
vgl. 3. Teil: E. II1. 2. b.

1272 Gomille, JZ 2016, S. 76 (78).

1273  Kiitiik-Markendorf/Essers, MMR 2016, S. 22 (25).

1274 Beierle, Produkthaftung im Zeitalter des IoT, 2021, S. 250.

1275 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 87, 108.

1276 Priitting, in: MiiKo-ZPO, § 286 Rn. 60 f.
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mithilfe eines Sachverstindigen ermitteln ldsst, selbst wenn es sich um den
ersten Unfall dieser Art handelt. Aufgrund des langjahrigen Testbetriebs fiir
selbstfahrende Fahrzeuge stiinde hier zudem ein grofer Erfahrungsschatz
zur Verfligung, auf den auch vor Gericht zuriickgegriffen werden kann. Mit
zunehmendem FEinsatz selbstfahrender Fahrzeuge im StrafSenverkehr wird
auch die Rechtspraxis alltdglicher mit typischen Unfallverldufen umgehen
konnen, die auf Softwarefehler zuriickgehen.

Diese Beweiserleichterung fiir den Geschidigten beruht auf dem Leis-
tungsversprechen der Hersteller und der Erwartung der Allgemeinbevol-
kerung, dass selbstfahrende Fahrzeuge gegeniiber menschlichen Fahrzeug-
fithrern sicherer seien und damit zu weniger Schadensereignissen im Stra-
Benverkehr fithren. Selbstfahrende Fahrzeuge sollen also Menschenleben
retten und nicht gefahrden. Dementsprechend hoch sind die berechtigten
Sicherheitserwartungen an selbstfahrende Fahrzeuge gegeniiber anderen
Produkten. Dieser Maf3stab muss sich jedoch auch im Beweisrecht fortset-
zen, wenn der Geschiddigte keinerlei Méglichkeit hat, die zugrundeliegende
Technik nachzuvollziehen, und ihm keine Mdglichkeit bleibt, zu beweisen,
wann die berechtigten Sicherheitserwartungen in technischer Hinsicht er-
fillt sind. Da nur der Hersteller die Funktionsweise der eigenen Fahrzeuge
kennt bzw. kennen sollte, ist es auch nicht unbillig, ihm die Darlegungs-
und Beweislast aufzuerlegen, wenn anhand objektiver Umstdnde feststeht,
dass ein Fahrzeug sich nicht normkonform im Straflenverkehr verhalten
hat.

Dies bedeutet aber auch, dass bei Unfillen, bei denen kein Verstof3 gegen
Straflenverkehrsregeln ersichtlich ist, die allgemeinen Beweisregeln gelten
und der Geschédigte den Produktfehler weiterhin nachweisen muss. Dies
wire etwa der Fall, wenn es sich aufgrund der duleren Umstédnde nicht er-
mitteln lasst, wie der Unfall entstanden ist und dementsprechend kein typi-
scher Geschehensablauf vorliegt. Auch wenn ein selbstfahrendes Fahrzeug
in einer Tiefgarage in Brand gerdt und dort Schdden verursacht, verbleibt
es dabei, dass der Geschddigte nachweisen muss, dass ein Produktfehler
und nicht Brandstiftung durch Dritte die Ursache des Brandes war.

Anders als Ebers es also vermutet, ,mutiert” die Produkthaftung durch
eine Neuordnung der Beweisverteilung auch nicht zur ,Kausalhaftung fiir
das Inverkehrbringen autonomer Fahrzeuge®!?”” Vielmehr wird nur im Fal-
le objektiver Fahrfehler des Fahrzeugs der Tatsache Rechnung getragen,
dass die Verantwortlichkeit des Herstellers, welcher die Steuerungssoftware

1277  Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (117).
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unter Kontrolle hat, wesentlich wahrscheinlicher ist als mégliche Reser-
veursachen.

(cc) Multikausale Ereignisse

Vielfach wird auflerdem in der Literatur vertreten, dass insbesondere bei
vernetzten Systemen der Kausalitdtsnachweis vom Geschédigten schwer
zu fihren sei.!?’® Tatsichlich sind multikausale Ereignisse denkbar, in
denen nicht der Beweis erbracht werden kann, welcher Kommunikations-
partner durch fehlerhafte Daten den Unfall (mit-)verursacht hat. Da jedoch
nach der hier vertretenen Ansicht der Anscheinsbeweis auch gilt, wenn
eine fehlerhafte Car2X-Kommunikation als Ausloser des Unfalls benannt
wird, verbleibt es erst einmal bei der Beweispflicht des Herstellers.l?”®
Dieser muss nachweisen, dass es sich gerade nicht um einen typischen
Verkehrsunfall handelt, der auf einem fehlerhaft agierenden Steuerungssys-
tem beruht, sondern auf fehlerhaften Daten eines Infrastrukturanbieters.
Da jedoch der Produktfehler nach hier vertretener Ansicht darin liegt,
dass die Steuerungssoftware nicht gegen falsche oder fehlende Daten an-
derer Kommunikationsdaten abgesichert ist,!?80 kime es darauf gar nicht
an. Behauptet bspw. der Hersteller eines unfallbeteiligten selbstfahrenden
Fahrzeugs, dass dieses nur mit einem anderen Fahrzeug kollidiert ist, weil
kurz vor dem Unfall das gesamte GPS-System ausgefallen ist, ldge dem An-
schein nach trotzdem ein Produktfehler vor, da der Hersteller offenbar kein
Steuerungssystem verwendet, welches gegen den Ausfall der GPS-Funktion
abgesichert ist.128!

1278 Griitzmacher, CR 2016, S. 695 (697); Horner/Kaulartz, CR 2016, S.7 (10); Reich-
wald/Pfisterer, CR 2016, S.208 (211); Wieczorek, CR 2017, S. 620; Xylander, Die
Verantwortlichkeit des Herstellers automatisierter PKW nach Deliktsrecht sowie
dem Produkthaftungsgesetz, 2021, S.222; Ringlage, Haftungskonzepte fiir autono-
mes Fahren, 2021, S. 88; Hinze, Haftungsrisiken des automatisierten und automati-
sierten Fahrens, 2021, S.151; Zech, Entscheidungen digitaler autonomer Systeme,
2020, S.58.

1279 Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S. 151.

1280 Vgl. 3. Teil: D. V. 4. d. (aa).

1281 AA Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S.88, der Unfille
durch das ,Verkehrssystem Strafie“ vom Anscheinsbeweis ausgenommen sieht.
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(dd) Beweis des Zeitpunkts des Inverkehrbringens bei Updates

Wie bereits beschrieben ist davon auszugehen, dass die stetige Optimierung
selbstfahrender Fahrzeuge und ihrer Steuerungssoftware in materieller
Hinsicht zu einer Dynamisierung der Sicherheitserwartungen an selbstfah-
rende Fahrzeuge fithren wird. Dies bedeutet in prozessualer Hinsicht auch,
dass dem Zeitpunkt des Inverkehrbringens der Software bzw. des letzten
Updates eine grofle Rolle zukommen wird. Der Geschadigte kann ggf. weit
hohere Sicherheitsstandards verlangen, wenn die Steuerungssoftware regel-
maflig durch Updates verbessert wurde. Da es nach der hier vertretenen
Auffassung fiir die Beurteilung der berechtigten Sicherheitserwartungen
auf den Updatestand der Software ankommt, wenn durch das Update der
unfallurséchliche Steuerungsablauf verdndert wurde, muss der Geschadig-
te auch darlegen, wann das Update aufgespielt wurde. Das Gericht hat
dann die berechtigten Sicherheitserwartungen nach dem Zeitpunkt des
Inverkehrbringens des Updates zu messen und nicht nach dem Zeitpunkt
der Auslieferung des Fahrzeugs. Insofern diirften die Beweisanforderungen
je nach Updatestand des betreffenden Fahrzeugs variieren.

(ee) Beweisprobleme beim Einsatz sich selbst verdndernder Systeme

In der Literatur wird immer wieder auf die Beweisnot des Geschadigten
hingewiesen, der sich mit einem sich selbst verdndernden System konfron-
tiert sieht.1282 Wie bereits mehrfach betont, ist zum jetzigen Zeitpunkt nicht
zu erwarten, dass die Automobilindustrie selbststindig verdnderliche Sys-
teme in sicherheitskritischen Funktionsgebieten einsetzen wird.1?83 Selbst
wenn dies jedoch der Fall sein sollte, so folgte daraus nicht zwingend, dass
der Geschadigte keine Moglichkeit hitte, die Fehlerhaftigkeit der Software
nachzuweisen. Zunichst gelten die oben genannten Grundsétze. Der Ge-
schidigte muss also im Wege des Anscheinsbeweises lediglich nachweisen,
dass sich das Fahrzeug anders verhalten hat, als es verhaltensrechtlich
vorgeschrieben ist. Dies wire jedenfalls dann der Fall, wenn das Fahrzeug
objektiv gegen Normen der StVO verstofien hitte. Liegt ein objektives

1282 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S.94 (117);
Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.132; Hinze, Haftungs-
risiken des automatisierten und automatisierten Fahrens, 2021, S.171; Ringlage,
Haftungskonzepte fiir autonomes Fahren, 2021, S. 99.

1283 2. Teil: B. II.
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Fehlverhalten vor, kann sich der Hersteller durch den Nachweis entlasten,
indem er nachweist, dass gerade kein typischer Geschehensablauf vorliegt,
der zum Verkehrsunfall gefiihrt hat.

Der Hersteller miisste also seinerseits darlegen und beweisen, dass das
Steuerungssystem trotz des objektiven Verkehrsverstofles ordnungsgemaf3
funktioniert hat. Dabei kann er sich jedoch nicht damit entlasten, dass ad-
aptive Algorithmen verwendet wurden, deren Weiterentwicklungsfahigkeit
sich nicht rekonstruieren und erkldren lassen. Die Verwendung eines sol-
chen KI-Systems zur Fahrzeugsteuerung wire fehlerhaft. Es miisste gegen
ungewollte Adaptionen entsprechend abgesichert sein.?8* Die Beweisnot
bei sich selbst verdndernden Systemen ist beim autonomen Fahren also ein
Scheinproblem. Die Moglichkeit des zuldssigen Einsatzes adaptiver Systeme
beinhaltet auch, dass deren unkontrollierbare Anpassungsfahigkeiten nicht
grenzenlos sein diirfen. Da der Einsatz von selbstlernenden KI-Systemen
regelmiflig kein Entwicklungsrisiko darstellt, kann sich der Hersteller mit
diesem Einwand auch nicht gegentiber einem Geschidigten entlasten.!28

b. Produzentenhaftung

Auch im Rahmen der deliktischen Produzentenhaftung trifft den Gescha-
digten die Beweislast in Bezug auf den Hersteller, den Produktfehler und
dessen Kausalitit fiir die eingetretene Rechtsgutsverletzung.28¢ Zwar wire
der Geschadigte auch fiir schuldhafte Pflichtverletzungen im Rahmen des
§ 823 Abs.1 BGB beweisbelastet; die Rechtsprechung macht von diesem
Grundsatz im Rahmen der Produzentenhaftung eine Ausnahme. Die Ge-
richte haben erkannt, dass derartige Beweise schwer zu fithren sind, da
dem Geschédigten die Interna des Herstellerbetriebs nicht bekannt sind,
so dass er meist die konkrete Pflichtverletzung sowie die Zurechenbarkeit
nicht einmal darlegen kann.!?8” Im Ergebnis wendet die Rechtsprechung
deshalb eine Beweislastumkehr hinsichtlich der verhaltensbezogenen Tat-
bestandsmerkmale an, welche dem Geschédigten regelmiflig verborgen

1284 Vgl. 3. Teil: D. VIL L. b.

1285 3. Teil: D. VIL. L. b.

1286 Wagner, in: MiiKo-BGB, § 823 Rn. 1014.

1287 Foerste, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 30 Rn. 21.
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bleiben.!?8® In der Konsequenz bedeutet dies, dass der Hersteller sich in
der Art entlasten muss, dass er darlegt und beweist, dass es in seinem Orga-
nisations- und Gefahrenbereich zu keiner Verkehrspflichtverletzung kam,
fir die er einzustehen hatte.!?%° Dies gilt fiir Fabrikations- und Konstrukti-
onsfehler umfassend. Dementsprechend muss der Hersteller auch nachwei-
sen, dass das Produkt dem Stand der Wissenschaft zum Zeitpunkt des
Inverkehrbringens entsprach. Er tragt also die Beweislast fiir das Vorliegen
eines Entwicklungsfehlers.!? Auch bei Instruktionsfehlern zum Zeitpunkt
des Inverkehrbringens gilt die Beweisumkehr zu Lasten des Herstellers.!?!
Die Verteilung der Darlegungs- und Beweislast verlauft im Wesentlichen
parallel zwischen den Anspriichen nach §1 ProdHaftG und § 823 Abs.1
BGB.!?? Demnach gelten die Ausfithrungen zur Anwendbarkeit des An-
scheinsbeweis im ProdHaftG hier entsprechend.!?%?

Im Rahmen der Produktbeobachtungspflichten hingegen liegt die Be-
weislast daftir, dass der Hersteller die Gefahrlichkeit seines Produkts nach
Inverkehrbringen erkennen konnte und zur Reaktion verpflichtet war, beim
Geschadigten.!?** Sie erstreckt sich jedoch nur auf Informationen, zu denen
der Geschédigte gleich guten Zugang hat wie der Hersteller.?®> Wihrend
der Hersteller selbstfahrender Fahrzeuge die eigenen Fahrzeuge liickenlos
beobachten wird, da sémtliche Betriebsdaten ohnehin bei ihm erhoben und
verarbeitet werden, wird der Geschédigte - insbesondere ein unbeteiligter
Dritter - regelméf3ig keinen Einblick in die Produktionsinterna des Herstel-
lers haben. Es ist daher iiberzeugend, dass die im Rahmen der Produzen-
tenhaftung auch sonst angewandte Beweislastumkehr auch im Rahmen der
Produktbeobachtungspflichten Anwendung findet. Der BGH hat in der De-
rosal-Entscheidung anerkannt, dass im Einzelfall auch der Geschadigte in

1288 Stdndige Rechtsprechung seit BGH, Urt. v. 26.11.1968 — VI ZR 212/66, Rn. 35 ff.
(BGHZ 51, 91); BGH, Urt. v. 7.6.1988 — VI ZR 91/87, Rn. 20 ff. (BGHZ 104, 323);
vgl. auch Wagner, in: MiiKo-BGB, § 823 Rn. 1014.

1289 Foerste, in: Foerste/Graf von Westphalen, Produkthaftungshandbuch, § 30 Rn. 62.

1290 Forster, in: BeckOK BGB, § 823 Rn. 781f.; Foerste, in: Foerste/Graf von Westpha-
len, Produkthaftungshandbuch, § 30 Rn.73; Taeger, in: Ehring/Taeger, Produkt-
haftungs- und Produktsicherheitsrecht, § 1 ProdHaftG Rn. 138.

1291 Wagner, in: MiiKo-BGB, § 823 Rn. 1018.

1292 Graf von Westphalen, in: Foerste/Graf von Westphalen, Produkthaftungshand-
buch, § 55 Rn. 5.

1293 Vgl. auch Wagner, AcP 2017, S. 707 (746).

1294 Wagner, in: MiiKo-BGB, § 823 Rn.1018; kritisch Foerste, in: Foerste/Graf von
Westphalen, Produkthaftungshandbuch, § 30 Rn. 109.

1295 Wagner, in: MiiKo-BGB, § 823 Rn. 1018.
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Beuzug auf die Produktbeobachtungspflichten der gleichen Beweisnot wie
im Rahmen der Konstruktions- und Fabrikationsfehler gegeniiberstehen
kann.’?¢ Ein solcher Fall liegt beim autonomen Fahren vor, da nur der
Hersteller {iber die produktionsinternen Informationen verfiigt, aus denen
sich ergibt, wann ein Softwarefehler erstmals erkennbar gewesen ist und
welcher Zeitraum erforderlich ist, um eine softwareseitige Sicherheitsliicke
zu schlieffen. Dies wiirde bedeuten, dass der Hersteller sich seinerseits
entlasten muss, wenn der Geschédigte behauptet, dieser wire seiner delikti-
schen Updatepflicht oder Abschaltpflicht nicht nachgekommen.

II. Rolle von Fahrzeugdaten in der Beweisfithrung
1. Fahrzeugdaten in der Beweisfithrung

Wihrend in konventionellen Verkehrsunfallprozessen gerade Zeugenaussa-
gen ein enormes Gewicht fiir den Ausgang des Verfahrens haben konnen,
besteht die Gefahr bei selbstfahrenden Fahrzeugen, dass die Insassen den
Verkehr und damit auch das Unfallgeschehen nicht in gleicher Weise be-
obachten, wie ein verantwortlicher Fahrzeugfiihrer es tun wiirde.’?” Der
Zeugenbeweis konnte nicht nur deshalb an Bedeutung verlieren.

Besonders relevant werden zum einen Event Data Recorder (EDR)!2%8
im Rahmen der Beweisfithrung von Verkehrsunfallprozessen sein. Hierbei
handelt es sich um technische Systeme, die Daten aufzeichnen, mithilfe de-
rer Unfallursachen sich im Nachhinein leichter aufkldren lassen sollen. Auf
dem Datenschreiber werden durchgehend Datenpunkte protokolliert, und
im Fall einer Kollision werden diese unmittelbar vor und nach dem Un-
fall gespeichert.2” Mittlerweile verwenden alle grofien Automobilhersteller
EDR in ihren neu zugelassenen Fahrzeugen.3%0 In Art. 6 Abs. 1lit. g, Abs. 4
der EU-Verordnung 2019/2144 tiber die Typengenehmigung von Kraftfahr-
zeugen und Kraftfahrzeuganhdngern sowie von Systemen, Bauteilen und
selbststandigen technischen Einheiten fiir diese Fahrzeuge im Hinblick auf

1296 BGH, Urt. v. 17.3.1981 - VI ZR 191/79, Rn. 31 (BGHZ 80, 186).

1297 Lutz, NJW 2015, S. 119 (120).

1298 Zum Teil werden diese auch als Black Boxes beschrieben. Um allerdings eine
Verwechslung mit dem Black-Box-Phédnomen von Entscheidungsprozessen zu ver-
meiden, wird hier der Begriff EDR verwendet.

1299 Hammer, RAW 2014, S. 35 (351.).

1300 Brockmann/Nugel, ZfSch 2016, S. 64.
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H. Durchsetzung von Anspriichen

ihre allgemeine Sicherheit und den Schutz der Fahrzeuginsassen und von
ungeschiitzten Verkehrsteilnehmern ist zudem festgelegt worden, dass die
Einfiihrung der ereignisbezogenen Datenaufzeichnung schrittweise zwi-
schen 2022 und 2029 fiir alle neu zugelassenen Fahrzeugtypen verpflich-
tend wird.3%! Fiir Fahrzeuge mit hoch- bzw. vollautomatisierten sowie auto-
nomen Fahrfunktionen ist die Aufzeichnung und Speicherung bestimmter
Daten nach §1g sowie §63a StVG verpflichtend. Dies umfasst im Falle
von § 63a StVG die Speicherung von durch ein Satellitennavigationssystem
ermittelten Positions- und Zeitangaben, wenn ein Wechsel der Fahrzeug-
steuerung zwischen dem Fahrzeugfithrer und dem hoch- oder vollautoma-
tisierten System erfolgt. Fahrzeuge mit autonomen Fahrfunktionen miissen
gem. §1d Abs.1 StVG einen umfangreichen Katalog an Daten speichern.
Dies beinhaltet die Fahrzeugidentifizierungsnummer, Positionsdaten, An-
zahl und Zeiten der Nutzung sowie der Aktivierung und der Deaktivierung
der autonomen Fahrfunktion, Anzahl und Zeiten der Freigabe von alterna-
tiven Fahrmandévern, Systemiiberwachungsdaten einschlieSlich Daten zum
Softwarestand, Umwelt- und Wetterbedingungen, Vernetzungsparameter
wie beispielsweise Ubertragungslatenz und verfiigbare Bandbreite, Name
der aktivierten und deaktivierten passiven und aktiven Sicherheitssysteme,
Daten zum Zustand dieser Sicherheitssysteme sowie die Instanz, die das
Sicherheitssystem ausgeldst hat, Fahrzeugbeschleunigung in Langs- und
Querrichtung, Geschwindigkeit, Status der lichttechnischen Einrichtungen,
Spannungsversorgung des Kraftfahrzeugs mit autonomer Fahrfunktion und
von extern an das Kraftfahrzeug gesendete Befehle und Informationen. Da-
bei miissen gem. § 1g StVG die Zeitrdume vor und nach Unfallereignissen
sowie vor und nach dem Auslosen des risikominimalen Zustands explizit
gespeichert werden. Bei einem ereignislosen Fahrtverlauf werden Daten
zwar erhoben, aber nicht dauerhaft gespeichert.!*0?

Zudem erheben und speichern die Hersteller auch weitere Daten. Ein
Beispiel hierfiir ist das Unternehmen Tesla, welches bereits jetzt nicht nur
Videoaufnahmen, sondern auch weitere Daten sammelt, die zur Unfallauf-
klarung beitragen konnten, wie etwa die Gaspedalstellung.*®* Diese Infor-

1301 Verordnung (EU) 2019/2144 des Europdischen Parments und Rates vom 29.11.2019,
ABI. 2019, Nr. L 325/1, S.1; tiberblickshalber auch Vogel/Althoff, InTeR 2020, S. 89
9n).

1302 Anlage 1, Teil 3, Nr.13 der AFGBV, BGBL. 1, S. 986 (1004 f.).

1303 Sperling, Geheimagent Tesla, v. 24.8.2021, https://www.zdf.de/politik/frontal/daten
krake-tesla-das-auto-als-spion-102.html.
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3. Teil: Haftung fiir Unfille selbstfahrender Fahrzeuge

mationen werden nicht nur bei einem Zwischenfall erfasst, sondern anlas-
sunabhéngig erhoben und gespeichert. Unabhédngig von der datenschutz-
rechtlichen Zulédssigkeit derartiger dauerhafter Aufzeichnungen tendieren
die Gerichte dazu, Videoaufnahmen im Rahmen von Haftpflichtprozessen
zuzulassen, wenn sie ausschliefllich zur Kldrung des Unfallgeschehens ver-
wendet werden.1304

Auch die Verwendung von Diagnosedaten des Fahrzeugs als Beweismit-
tel im Rahmen der Beweisfiihrung muss im Einzelfall interessengerecht er-
folgen.1*0> Das Interesse an der Unfallaufklarung diirfte bei erheblichen Per-
sonen- oder Sachschiaden im Verkehrsunfallprozess regelmaflig gegeniiber
etwaigen Datenschutzinteressen oder Geschiftsgeheimnisschutzinteressen
tberwiegen, so dass eine Verwertung im Verfahren moglich erscheint.!300

Die Verfiigbarkeit von Daten wird die Suche nach Unfallursachen grund-
legend verdndern.®®” Insbesondere die liickenlose Verfiigbarkeit von Vi-
deodaten (Augenscheinsbeweis, § 371ff. ZPO) hat das Potenzial, die Zeu-
genaussage (§373ff. ZPO) als wichtigstes Beweismittel im Rahmen von
Verkehrsunfallprozessen zu verdrangen.!308

2. Auskunftsanspruch des Geschidigten

Die Beweisfithrung mithilfe von im Fahrzeug erhobenen Daten kann je-
doch nur gelingen, wenn der Geschadigte Zugrift auf die Daten erhilt.
Fiir Daten, die nach §1g sowie § 63a StVG erhoben und gespeichert wur-
den, hat der Gesetzgeber deshalb jeweils einen eigenen Auskunftsanspruch
geschaffen. Gemafl §1g Abs.7 StVG haben Dritte Anspruch, vom Halter
Auskunft iiber die gespeicherten Daten zu erhalten, soweit diese zur Gel-
tendmachung, Befriedigung oder Abwehr von Anspriichen im Zusammen-

1304 So hielt der BGH etwa Dashcam-Aufnahmen fiir nicht mit dem Datenschutzrecht
vereinbar, erlaubte aber dennoch deren Verwertbarkeit vor Gericht, BGH, Urt. v.
15.5.2018 — VI ZR 233/17, Rn. 43 ff. (NJW 2018, 2883).

1305 Ausfiihrlich Raith, in: Rofinagel/Hornung, Grundrechtsschutz im Smart Car, 2019,
S. 89 (99 f£).

1306 Balzer/Nugel, NJW 2016, S.193 (197).

1307 Nehm, JZ 2018, S. 398 (402); vgl. hierzu die bereits bestehenden Beweismaoglichkei-
ten, welche die Kamera-Daten eines Teslas liefern, Sperling, Geheimagent Tesla, v.
24.8.2021, https://www.zdf.de/politik/frontal/datenkrake-tesla-das-auto-als-spion
-102.html.

1308 Wieczorek, CR 2017, S.620 (624); auch Brisch/Miiller-ter Jung, CR 2016, S.411
(415).
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H. Durchsetzung von Anspriichen

hang mit einem in §7 Abs.1 StVG geregelten Ereignis erforderlich sind
und das entsprechende Fahrzeug mit autonomer Fahrfunktion an diesem
Ereignis beteiligt war. Da die Norm nicht auf den Anspruch aus § 7 Abs. 1
StVG Bezug nimmt, sondern auf ein dort geregeltes Ereignis, ist sie so zu
verstehen, dass der Auskunftsanspruch fiir alle Anspriiche gelten soll, bei
denen Schadensersatzanspriiche im Zusammenhang mit dem Betrieb eines
Fahrzeugs mit autonomen Fahrfunktionen in Frage stehen. Dies bedeutet
auch, dass auch der Geschddigte, der gegeniiber dem Hersteller Anspriiche
aus Produkt- oder Produzentenhaftung geltend machen will, diese Fahr-
zeugdaten herausfordern kann.130

Parallel dazu ist der Halter gem. § 63a Abs. 1iV.m. Abs. 3 StVG verpflich-
tet, Daten an Dritte zu iibermitteln, wenn ein Fahrzeug mit hoch- oder
vollautomatisierten Fahrfunktionen an einem Ereignis nach § 7 Abs. 1 StVG
beteiligt war und das Fahrzeug nicht vom Fahrzeugfiihrer gesteuert wurde
oder eine technische Storung des Systems vorlag.

Der Beweiswert der nach §1g und §63a StVG erhobenen Daten ist
jedoch begrenzt. Ziel beider Vorschriften ist es auch nicht gewesen, tech-
nisches Versagen aufzukldren, sondern festzustellen, ob menschliches Han-
deln fiir den Unfall ursichlich ist. Es sollte in § 63a StVG gerade keine all-
gemeine Datenaufzeichnung zur Aufklarung von Unfillen eingefiihrt wer-
den.B10 Auch die in §1g Abs.1 StVG geregelten Dokumentationspflichten
dienen zunichst der Klarung von Verantwortlichkeiten auf menschlicher
Seite. So werden insbesondere Daten dariiber erhoben, wann und wie oft
die autonomen Fahrfunktionen aktiviert wurden und ob die Technische
Aufsicht alternative Fahrmanover freigegeben hat.®!! Der Beweiswert aus
diesen Daten ist deshalb nicht ausreichend und die praktische Relevanz
dieser Normen bei der Rechtsdurchsetzung begrenzt.!3!2

Es stellt sich also die Frage, ob der Geschddigte Daten herausverlangen
kann, welche der Hersteller ohne gesetzliche Verpflichtung zu eigenen
Zwecken erhebt. Gerade Videoaufzeichnungen diirften fiir die Parteien im
Verkehrsunfallprozess zu Beweiszwecken von erheblichem Interesse sein.

1309 Vgl. Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach
Deliktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 226.

1310 In Hinblick § 63a StVG, vgl. BT-Drs. 18/11534, S. 15.

1311 Vgl. auch BT-Drs. 19/29875, S. 15.

1312 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 226.
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Mangels eines materiell-rechtlichen Anspruchs auf diese Daten im StVG
miissten sich die Betroffenen mit den zivilprozessualen Méglichkeiten der
Beweiserhebung begniigen. Gemif § 371 Abs. 2 Alt.1 ZPO kann die betrof-
fene Partei entweder beantragen, dass der anderen Partei eine Frist zur
Beschaffung der Daten gesetzt wird. Aufgrund der Verweisung in § 371
Abs. 2 S.2 ZPO auf die §§ 422-432 ZPO setzt dies jedoch einen materiellen
Auskunftsanspruch voraus.®® Dieser konnte sich allenfalls aus § 1g Abs.7
bzw. § 63 Abs 3 StVG analog ergeben. Allerdings spricht wenig fiir eine
planwidrige Regelungsliicke, da der Gesetzgeber 2017 bzw. 2021 auch einen
wesentlich weitergehenden Auskunftsanspruch hitte formulieren kénnen,
hierzu jedoch offenbar keinen Anlass gesehen hat.

Alternativ kann eine Partei gem. § 371 Abs.2 Alt.2 ZPO eine gerichtli-
che Anordnung auf Herausgabe der Daten nach § 144 ZPO beantragen.!3!*
Im Rahmen dieser Variante ist zwar kein materiell-rechtlicher Auskunfts-
anspruch erforderlich; allerdings ist die Anordnung in das Ermessen des
Gerichts gestellt.®”> Bei Urkunden gilt ohnehin eine Vorlagepflicht nach
den §§ 422 ff. ZPO. Folgt der Gegner der Vorlage einer Urkunde nicht,
kommt gar die Gestindnisfiktion des § 427 ZPO in Betracht, wonach
der Inhalt einer Urkunde als richtig angesehen werden kann, sofern sich
der Tatsachenvortrag der Gegenseite mit der Urkundenvorlage beweisen
lief3e.3!¢ Dies diirfte bei Fahrzeugdaten regelmaflig nicht der Fall sein, da
meist nicht im Vorhinein feststeht, welchen Beweiswert bspw. eine tabellari-
sche Aufstellung von Sensordaten {iberhaupt hat. Auch das Gericht kann
die Herausgabe von Urkunden gem. § 142 ZPO anordnen.”®" Insofern bietet
das Prozessrecht zwar eine ganze Reihe von Mdglichkeiten, um an Daten
und Videoaufzeichnungen im Rahmen eines gerichtlichen Verfahrens zu
gelangen. Dabei handelt es sich jedoch um allgemeine prozessuale Ansprii-
che. Ausdifferenzierte materiell-rechtliche Anspriiche auf Herausgabe der
erhobenen Fahrzeugdaten — mit Ausnahme derjenigen nach § 1g bzw. § 63
a StVG -, die dem Geschiddigten eines Unfalls mit einem selbstfahrenden
Fahrzeug konkret helfen, seine Beweisnot zu iiberwinden, fehlen hingegen.

1313 Raith, in: Rofinagel/Hornung, Grundrechtsschutz im Smart Car, 2019, S. 89 (98).

1314 Auch Brisch/Miiller-ter Jung, CR 2016, S. 411 (414).

1315 Zimmermann, in: MiiKo-ZPO, § 371 Rn. 16; Raith, Das vernetzte Automobil, 2019,
S.98.

1316 Speziell fiir Fahrzeugdaten Balzer/Nugel, NJW 2016, S. 193 (199).

1317 auch Brisch/Miiller-ter Jung, CR 2016, S. 411 (413 f.).
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I Rolle der Haftpflichtversicherer

III. Zwischenergebnis

Bei der Durchsetzung von Haftpflichtanspriichen spielt die Verteilung der
Beweislast eine entscheidende Rolle. Wahrend bei der Halterhaftung die
Beweislast klar verteilt ist und der Geschadigte kaum in Beweisnot gera-
ten diirfte, stellt sich die Situation bei der Produkt- und Herstellerhaftung
anders dar. Hier diirfte es entscheidend darauf ankommen, ob die Gerich-
te von Vermutungen oder Anscheinsbeweisen Gebrauch machen. Nach
der hier vertretenen Auffassung kann die Figur des Anscheinsbeweises
die Beweisnot des Geschddigten, der keinen Einblick in die Interna des
Herstellers selbstfahrender Fahrzeuge hat, iberwinden. Besondere Bedeu-
tung kommt den im Fahrzeug erhobenen Daten zu. Fiir bestimmte Daten
sehen §1g und § 63a StVG explizit einen materiellen Auskunftsanspruch
vor. Insbesondere fiir Videoaufzeichnungen, die im Verkehrsunfallprozess
eine immense Bedeutung haben werden, sind die Parteien jedoch auf die
allgemeinen prozessualen Moglichkeiten verwiesen.

I Rolle der Haftpflichtversicherer

Eine besondere Rolle im Gesamthaftungsgefiige kommt den Haftpflicht-
versicherern auf Halterseite zu. Gemaf § 100 VVG ist der Haftpflichtversi-
cherer verpflichtet, den Versicherungsnehmer im Rahmen eines bestehen-
den Haftpflichtversicherungsverhaltnisses von Anspriichen freizustellen,
die von einem Dritten wegen eines wihrend der Versicherungszeit einge-
tretenen Ereignisses, fiir das der Versicherungsnehmer verantwortlich ist,
erhoben werden, sowie unbegriindete Anspriiche abzuwehren. Daneben
legt §115 Abs.1 Nr.1 VVG fest, dass der Geschédigte eines Unfalls durch
ein Kraftfahrzeug sich — vorbei am Halter - direkt an den Versicherer
wenden kann. Zudem ist im Auflenverhdltnis allein der Versicherer zur
Leistung verpflichtet (§116 Abs.1 S.1 VVG). Dies gilt selbst dann, wenn
ein sog. ,krankes“ Versicherungsverhiltnis vorliegt, in dem eigentlich keine
Leistungspflicht des Versicherers mehr besteht.!3!8

Da der Halter eines selbstfahrenden Fahrzeugs ebenso wie der eines
konventionellen Fahrzeugs nach §7 Abs.1 StVG grundsitzlich fiir Unfall-
schiaden haftet, wird auch in Zukunft die weit iiberwiegende Zahl der

1318 Klimke, in: Prolss/Martin, VVG, § 117 Rn. 1; Eichelberger, in: Oppermann/Stender-
Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.3 Rn. 41.
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Haftungsanspriiche zundchst gegen den Haftpflichtversicherer des Halters
geltend gemacht werden.®” Da jeder Fahrzeughalter zum Abschluss einer
Haftpflichtversicherung verpflichtet ist (§1 PIVG) und die Versicherer
ihrerseits einem Kontrahierungszwang unterliegen (§5 Abs.2 PfIVG),1320
tragen sie das eigentliche Kostenrisiko, wahrend die Gemeinschaft der
Fahrzeughalter lediglich mit der Primienzahlung belastet ist. Problema-
tisch ist allerdings, dass zwar die Haftungshochstgrenzen in §12 StVG
fiir Fahrzeuge mit hoch- und vollautomatisierten sowie autonomen Fahr-
funktionen angehoben wurden, nicht aber die Mindestdeckungssummen
nach der Anlage zu § 4 Abs. 2 PfIVG, welche Kfz-Haftpflichtversicherungen
anbieten miissen. So betrdgt die Haftungshochstgrenze fiir automatisierte
Fahrzeuge derzeit bei Personenschéden bis zu 10 Millionen Euro, die Min-
destdeckungssumme liegt allerdings weiterhin bei 7,5 Millionen Euro.3?!
Eine Deckungsliicke ist dennoch nicht zu befiirchten, da die am Markt weit
iiberwiegend angebotenen Versicherungspolicen Deckungssummen von 50
bis 100 Millionen Euro vorsehen.!322

J. Gesamtschuld und Regress

Zwar haftet im Auflenverhiltnis gegeniiber dem Geschadigten stets der
Haftpflichtversicherer des Halters, doch sind Halter und Versicherer zu-
nachst Gesamtschuldner (§ 115 Abs. 1 S. 4 VVG). Dieses Verhaltnis wird aus
Sicht des Halters dadurch entscharft, dass er im Innenverhiltnis nicht zum
Ausgleich verpflichtet ist, wenn sich ein versichertes Risiko schadensur-
sachlich verwirklicht hat. Der Hersteller hingegen ist nicht gemeinsam mit
dem Versicherer Gesamtschuldner.3?* Da jedoch der Anspruch des Halters
auf Regress bei einem Dritten gem. § 86 Abs.1S.1 VVG auf den Versiche-
rer iibergeht, soweit dieser den Schaden ersetzt, kann er sich seinerseits
gegeniiber dem Hersteller schadlos halten, sofern der Unfall auf einem

1319 Armbriister, ZRP 2017, S. 83 (86); Ringlage, Haftungskonzepte fiir autonomes Fah-
ren, 2021, S.121.

1320 Eichelberger, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 3.1.3 Rn. 12.

1321 Huber, NZV 2017, S. 545 ff.

1322 Huber, NZV 2017, S.545 (546): ,die ganz iiberwiegende Mehrheit (99,3 %) [der
Halter ist] fiir 50 Mio. Euro oder gar 100 Mio. Euro versichert.*

1323 Schrader, DAR 2018, S. 314 (315).
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Produktfehler beruht.3?* Denn zwischen Halter und Hersteller besteht in
einem solchen Fall eine Gesamtschuld nach §§ 840, 421 BGB.13%

Denkbar wire auch, dass der Hersteller den Halter, nicht aber dessen
Versicherer in Regress nimmt, sofern der Schaden auch vom Halter zu
tragen wire.32¢ Es besteht jedoch Einigkeit dariiber, dass fiir die Praxis vor
allem der Anspruch des Versicherers nach § 86 Abs.1S.1 VVG von Belang
ist, da die Schdden regelmiaflig zundchst von den Haftpflichtversicherern
der Halter reguliert werden diirften und diese in einem zweiten Schritt
versuchen werden, bei den Herstellern Regress zu nehmen.’?” Da diese
ihrerseits haufig iber eine Betriebs- oder Produkthaftpflichtversicherungen
verfligen, ist es nicht unwahrscheinlich, dass die Regressverfahren vor al-
lem unter den Versicherern gefithrt werden und sowohl der Halter als
auch der Hersteller als primédre Haftungssubjekte im Verfahren selten in
Erscheinung treten werden.!328

Der Innenregress gem. § 426 Abs.1 S.1 BGB im Rahmen einer Gesamt-
schuld nach § 840 BGB richtet sich im Rahmen deliktischer Konstellatio-
nen nicht nach Kopfteilen, sondern nach standiger Rechtsprechung nach
den Regelungen des § 254 BGB in entsprechender Anwendung.3?° Insofern
gilt es zu ermitteln, in welchem Umfang Halter und Hersteller Verursa-
chungsbeitrige bei der Schadensentwicklung geleistet haben. Regelmaf3ig
wird beim autonomen Fahren dem Halter nur dann ein schadensmindern-
der Mitverschuldensvorwurf zu machen sein, wenn er etwa notwendige
Wartungen oder Inspektionen unterldsst.!**0 Weit haufiger diirfte der Her-

1324 Schrader, DAR 2018, S. 314 (315).

1325 Wagner, AcP 2017, S.707 (760); Koch, VersR 2018, S.901 (904); Ringlage, Haf-
tungskonzepte fiir autonomes Fahren, 2021, S.125f.; Hinze, Haftungsrisiken des
automatisierten und automatisierten Fahrens, 2021, S. 28; Eichelberger, in: Opper-
mann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.3 Rn. 75.

1326 Eichelberger, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 3.1.3 Rn. 78.

1327 Gesetzesentwurf der Bundesregierung zur Anderung des Strafienverkehrsgesetzes
v. 20.2.2017, BT-Drs. 18/11300, S.14; Greger, NZV 2018, S.1 (5); Eichelberger, in:
Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020, Kap. 3.1.3 Rn. 71; Ring-
lage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 125; Hinze, Haftungsrisiken
des automatisierten und automatisierten Fahrens, 2021, S. 29 f.

1328 Wagner, AcP 2017, S.707 (760); Hinze, Haftungsrisiken des automatisierten und
autonomen Fahrens, 2021, S. 30.

1329 Vgl. RG Urt. v. 22.12.1910 - VI 610/09 (RGZ 75, 251); BGH, Urt. v. 3.2.1954 - VI ZR
153/52 (BGHZ 12, 213); mw.N. Wagner, in: MiiKo-BGB, § 840 Rn. 16.

1330 Koch, VersR 2018, S. 901 (904).
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steller allein oder zumindest weit iiberwiegend fiir den Schaden verant-
wortlich sein, sofern dieser auf einen Produktfehler zuriickzufiihren ist.

Zu iiberlegen ist allerdings, ob sich der Halter die allgemeine Betriebs-
gefahr negativ anrechnen lassen muss.*® Ein Abzug fiir die allgemeine
Betriebsgefahr kénnte angenommen werden, da das Produkthaftungsrecht
dem Geschidigten einen Ausgleich fiir die fehlerhafte Schadensverursa-
chung, nicht aber fiir die allgemeine Betriebsgefahr verschaffen soll. Wie
bereits im Rahmen des Mitverschuldens ausgefithrt,33? diirfte der urséchli-
che Produktfehler jedoch regelmaflig derart das Unfallgeschehen pragen,
dass das allgemeine Betriebsrisiko daneben keinen relevanten Verursa-
chungsbeitrag leistet und deshalb aufler unberticksichtigt bleiben kann.!3%3
Sofern dies jedoch ausnahmsweise nicht der Fall sein sollte, iiberzeugt es
dennoch nicht, wenn bei einem Mitverschulden des geschadigten Halters
keine Anrechnung der allgemeinen Betriebsgefahr vorgenommen werden
soll,’¥* im gesamtschuldnerischen Innenregress dem Halter und dem Her-
steller die Haftung wiederum um den Mitverschuldensanteil gekiirzt wer-
den soll, soweit Dritte betroffen sind. Die Betriebsgefahr sollte daher im
Innenregress der Gesamtschuldner nicht angerechnet werden.

1331 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S.128; angedacht von
Griinvogel, MDR 2017, S. 973 (974 f.).

1332 Vgl. 3. Teil: D. VIL 3.

1333 Koch, VersR 2018, S. 901 (904).

1334 Vgl. auch schon 3. Teil: D. VIL 3. a.
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Im letzten Kapitel soll einerseits untersucht werden, ob das Haftungsrecht
de lege lata geeignet ist, die Haftungsprobleme im Zusammenhang mit
selbstfahrenden Fahrzeugen angemessen zu losen. In einem zweiten Schritt
soll geklart werden, ob es weiteren Regelungsbedarf gibt und wie dieser ggf.
umgesetzt werden sollte.

A. Beurteilung des Haftungsrechts de lege lata

Zunichst soll analysiert werden, ob das Haftungsrecht de lege lata im
Zusammenhang mit selbstfahrenden Fahrzeugen angemessen ist. Zunéchst
ist sich zu vergegenwirtigen, welche Anforderungen an ein addquates Haf-
tungsrecht zu stellen sind. Anschlieflend ist zu priifen, ob diese gegenwirtig
erfiillt werden konnen.

L. Ziele des Haftungsrechts

Dem Haftungsrecht werden eine Vielzahl an Funktionen zugeschrieben.!33
In erster Linie sollen jedoch Schadensausgleich und Schadenspravention
gewidhrleistet werden.!**¢ Bei unvermeidbaren Schiden, bei denen Scha-
denspravention nicht erreicht werden kann, muss das Schadensrisiko dem
Akteur zugewiesen werden, der es am besten tragen kann.'*¥” Mafigeblich
ist also, ob im Zusammenspiel aus Halter- und Herstellerhaftung einerseits
eine Kompensation des Geschédigten erreicht wird, andererseits aber auch
praventiv Schidden vermieden werden und die Kosten angemessen auf die
Beteiligten verteilt werden.

1335 Briiggemeier, Haftungsrecht, 2006, S. 9; Schdfer/Ott, Lehrbuch der 6konomischen
Analyse des Zivilrechts, 2020, S. 167.

1336 Deutsch, JZ 1971, S. 244 (246); Briiggemeier, Haftungsrecht, 2006, S. 9.

1337 Wagner, Deliktsrecht, 2021, S. 39; Deutsch, JZ 1971, S. 244 (245) vgl. auch.
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1. Schadensausgleich

Aufgabe eines addquaten Haftungsrechts ist es zundchst, dem Geschadig-
ten einen Ausgleich fiir den erlittenen Schaden zu ermoglichen.’3® Da
sich allein aus dem Prinzip der Kompensation nicht herleiten ldsst, unter
welchen Bedingungen der Schaden von welchem Akteur auszugleichen
ist, bedarf es weiterer normativer Kriterien.!33® Erforderlich sind deshalb
Zurechnungskriterien wie Verschulden oder Gefdhrdung, anhand derer die
Verantwortlichkeit von Haftungssubjekten begriindet wird.3*? Da auch die
Entscheidung {iber die Zurechnungsregeln einer wertenden Betrachtung
unterliegt, besteht in der Literatur weitgehende Einigkeit dariiber, dass das
Haftungsrecht neben der Ausgleichsfunktion weitere (sekundére) Zwecke
erfiillen muss.**! Dabei ist vor allem die Schadensprivention als Ziel des
Haftungsrechts in den Fokus gertickt.

2. Schadensvermeidung und 6konomische Kriterien

Neben der Ausgleichsfunktion hat das Haftungsrecht auch verhaltenssteu-
ernde Auswirkungen auf die beteiligten Akteure.**? So sollen sowohl der
mogliche Schidiger als auch der potenziell Geschddigte angehalten werden,
ihr Verhalten entsprechend den drohenden Haftungsrisken anzupassen.!343
Die Praventionsfunktion wird vor allem in der dkonomischen Analy-
se des Rechts zum Gegenstand der Beurteilung des Haftungsrechts ge-
macht.?** Da Schdden nicht um jeden Preis vermieden werden sollen, ist
nach dieser Lehre ein Haftungsregime dann effizient, wenn die beteiligten
Akteure optimale Sorgfaltsanstrengungen unternehmen, um Schiden zu

1338 Mansel, in: Staudinger-BGB, Vor § 823 Rn. 9; Briiggemeier, Haftungsrecht, 2006,
S.9; Wagner, Deliktsrecht, 2021, S. 25.

1339 Mansel, in: Staudinger-BGB, Vor § 823 Rn. 9.

1340 Wagner, in: MiiKo-BGB, Vor § 823 Rn. 43.

1341 Zudem wird in Frage gestellt, ob die Schadenskompensation tiberhaupt primérer
Zweck des Haftungsrecht sei: Wagner, Deliktsrecht, 2021, S. 25; Wagner, in: MiiKo-
BGB, Vor § 823 Rn. 43 f.; aA m.w.N. Mansel, in: Staudinger-BGB, Vor § 823 Rn. 9.

1342 Wagner sieht die Verhaltenssteuerung sogar als die ,zentrale Funktion des De-
liktsrechts® an, vgl. Wagner, Deliktsrecht, 2021, S. 26.

1343 Mansel, in: Staudinger-BGB, Vor § 823 Rn. 10; Deutsch, JZ 1971, S. 244 (246).

1344 Calabresi (1961) 70 Yale Law Journal 499, 713 ft.; Calabresi, The Costs of Accidents,
1970, S.26 ff.; Schdfer/Ott, Lehrbuch der 6konomischen Analyse des Zivilrechts,
2020, S. 165 ff.; Wagner, Deliktsrecht, 2021, S. 26 ff.
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vermeiden. Dabei darf jedoch nicht aufler Acht gelassen werden, dass
Sorgfaltsanstrengungen selbst nicht kostenlos sind, so dass hohe Sicher-
heitsanforderungen auch zu einer Reduktion des Aktivitdtsniveaus fithren
kénnen und z.B. Hersteller von vornherein vermeiden, ein Produkt auf den
Markt zu bringen.**> Hier muss ein Ausgleich gefunden werden, der weder
Innovationsrisiken so auf den Hersteller iberwalzt, dass dieser fortan nicht
mehr in die Entwicklung neuer Produkte investiert, noch den Anreiz zur
Risikoforschung und Schadensvermeidung unangemessen reduziert, wenn
zu geringe Haftungsrisiken drohen.®4¢ In der 6konomischen Analyse des
Rechts steht vor allem die Effizienz im Fokus. Effiziente Pravention zielt
darauf ab, dass nur solche Schaden vermieden werden, deren Kosten hoher
sind als die Kosten, die fiir ihre Vermeidung aufgewendet werden miiss-
ten.13%7 Optimale Kosteneffizienz kann bei mehreren in Betracht kommen-
den Haftungssubjekten jedoch nur erreicht werden, wenn derjenige Akteur
die Schadenskosten trigt, der sie am besten vermeiden kann (sog. cheapest
cost avoider).3*8 Dementsprechend kann auch eine optimale Privention
nur erreicht werden, wenn die Schadenskosten effizient auf die Akteure
verteilt werden.

I1. Halterhaftung
1. Opferschutz im Rahmen der Halterhaftung

Zunichst ist festzustellen, dass potenzielle Geschédigte eines selbstfahren-
den Fahrzeugs insbesondere iiber § 7 Abs.1 StVG Schadenskompensation
erhalten kénnen. Der Gefédhrdungshaftungstatbestand reicht derart weit,
dass der vom StVG intendierte Opferschutz hiertiber ausreichend verwirk-
licht werden kann.** In Kombination mit dem Erfordernis des Abschlus-

1345 Schifer/Ott, Lehrbuch der 6konomischen Analyse des Zivilrechts, 2020, S. 176 ff.

1346 Wagner, in: Faust/Schafer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (8 f.); Réthel, in: Eifert/Hoft-
mann-Riemann, Innovationverantwortung, 2009, S. 335 (341 ff.).

1347 Shavell, Foundations of Economic Analysis of Law, 2004, S. 229; Wagner, Delikt-
srecht, 2021, S. 26 ff.

1348 Wagner, AcP 2017, S. 707 (762).

1349 Im Ergebnis auch: Rosenberger, Die auflervertragliche Haftung fiir automatisier-
te Fahrzeuge, 2022, S.501ft.; Ringlage, Haftungskonzepte fiir autonomes Fahren,
2021, S.136; Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens,
2021, S. 223.
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ses einer Pflichthaftpflichtversicherung nach §1 Abs.1 PIVG kann ein
Unfallgeschadigter Schadensersatzanspriiche einfach durchsetzen. Auch
Cyberangriffe fallen regelméfiig nicht unter den Begriff der hoheren Gewalt
i.5.d. §7 Abs.2 StVG.*0 Der Schutz unbeteiligter Dritter kann nahezu
liickenlos iiber die straflenverkehrsrechtliche Gefdhrdungshaftung verwirk-
licht werden. Aber auch der Nutzer eines selbstfahrenden Fahrzeugs ist in
den Schutzbereich des § 7 Abs. 1 StVG vollstindig einbezogen. Insbesondere
sieht § 8a StVG nach der hier vertretenen Auffassung keinen Haftungsaus-
schluss vor, wenn der Nutzer das Fahrzeug im Rahmen eines Car-Sharing-
Vertrages nutzt.!3>!

Der Opferschutz wird im Rahmen des §7 Abs.1 StVG insbesondere
durch die fiir den Geschadigten giinstige Beweislastverteilung erreicht. Auf
der Tatbestandsseite ist lediglich nachzuweisen, dass sich der schadensstif-
tende Unfall beim Betrieb eines Kraftfahrzeugs ereignet hat. Im Gegenzug
muss der Halter darlegen und beweisen, dass ausnahmsweise haftungsmil-
dernde Umstande vorliegen. Insofern bleibt die Betriebsgefahrhaftung auch
beim autonomen Fahren eine fiir den Geschidigten giinstige Anspruchs-
grundlage. Der Ausgleichsfunktion des Haftungsrechts wird damit grund-
satzlich Gentige getan.

2. Virtuelle Schwarzfahrt®

Eine Einschrankung des umfassenden Opferschutzes kénnte durch die
Anwendung des § 7 Abs. 3 StVG entstehen.!3>2 Die unbefugte Kraftfahrzeug-
nutzung kénnte durch die Einfiihrung softwaregesteuerter Fahrzeuge eine
neue Dimension erhalten. Es ist zu befiirchten, dass es Hackern gelingen
kénnte, sich virtuell Zugrift auf die Fahrzeugsteuerung zu verschaffen.
Nach der hier zugrunde gelegten Auslegung des Wortlauts des § 7 Abs. 3 S.1
StVG kann auch eine ,virtuelle Schwarzfahrt® zur Haftungsbefreiung des
Halters nach § 7 Abs. 3 S. 1 und 2 fiihren. Da ein Hacker jedoch - anders als
der Schwarzfahrer eines konventionellen Kraftfahrzeugs — am Unfallort re-
gelmaflig nicht anzutreffen sein wird, konnte das Opfer eines solchen Ver-
kehrsunfalls beim autonomen Fahren nach dem StVG weitgehend rechts-

1350 3. Teil: A. III. L.

1351 So aber Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S.45f; siche
auch 3. Teil: A. IIL. 3.

1352 3. Teil: A. III. 2.
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schutzlos dastehen.* Nach Art.3 Abs.1 und 4 der RL 2009/103/EG!3>*
hat jedoch jeder Mitgliedstaat geeignete Mafinahmen zu treffen hat, um si-
cherzustellen, dass die Haftpflicht von Fahrzeugen durch eine Versicherung
gedeckt ist, die Sach- und Personenschdden abdeckt. Es besteht hier also
die Gefahr, dass die entstandene Haftungsliicke europarechtswidrig ist.35
Die Bundesregierung wurde auf diesen Umstand zwar vom Bundesrat auf-
merksam gemacht, sie sah jedoch keinen Anlass zur Rechtsanpassung.!3>¢
Es ist also eine Adaption des § 7 Abs. 3 StVG fiir selbstfahrende Fahrzeuge
angezeigt.1>’

3. Schutz des geschadigten Halters

Ist der Halter selbst Geschadigter, hat er keinen Anspruch aus dem StVG.
Er wird umfanglich auf mogliche Anspriiche gegen den Hersteller verwie-
sen. Auf den ersten Blick ist er der Steuerungssoftware ebenso ausgesetzt
wie andere Insassen oder unbeteiligte Dritte. Dennoch ist er ungleich
bessergestellt, da er im Regelfall neben den deliktischen Schadensersatz-
anspriichen auch vertragliche Anspriiche gegen den Hersteller bzw. den
Verkidufer des Fahrzeugs geltend machen kann.®>® Da der Halter zudem
fiir den Betrieb des selbstfahrenden Fahrzeugs gefahrverantwortlich ist,
erscheint es auch gerechtfertigt, ihm keinen Anspruch aus Gefdhrdungshaf-
tung zu gewidhren.

In der Praxis diirfte die Absicherung von Schiden des Halters in ab-
sehbarer Zeit ohnehin an Relevanz verlieren. Es ist davon auszugehen,
dass selbstfahrende Fahrzeuge, die ohne Fahrer verkehren, zundchst nur
von Unternehmen und nicht von Privatpersonen betrieben werden.* So

1353 Wagner wendet allerdings ein, dass sich der Geschédigte beim Hersteller schadlos
halten konne, NJW 2023, S. 1313 (1316).

1354 Richtlinie 2009/103/EG des europiischen Parlaments und des Rates vom 16.9.2009
uber die Kraftfahrzeug-Haftpflichtversicherung und die Kontrolle der entspre-
chenden Versicherungspflicht, ABL. 2009, Nr. L 263/11.

1355  Piitz/Maier, r+s 2019, S. 444 (448).

1356 Unterrichtung durch die Bundesregierung, v. 1.4.2021 BT-Drs. 19/28178, S. 11, 25.

1357 Siehe auch schon Schwartz, in: Taeger, Im Fokus der Rechtsentwicklung, 2021,
S.305 (317).

1358 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 124 f.

1359 Gleichwohl kann davon ausgegangen werden, dass zukiinftig der Verbraucher als
Endkunde selbstfahrender Fahrzeuge eine wirtschaftliche und rechtliche Bedeu-
tung erlangen wird; siche auch Haupt, NZV 2022, S. 265 (266 ft.).
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formuliert der Gesetz- und Verordnungsgeber schon fiir Fahrzeuge mit
autonomen Fahrfunktionen Anforderungen an den Halter, die von Privat-
personen kaum zu erfiillen sind.*¢® So kann von einer Privatperson kaum
verlangt werden, eine technische Aufsicht bereitzuhalten. Auch die Pflicht
zur Durchfithrung einer Gesamtpriifung durch geeignete Personen alle
90 Tage gem. §13 Abs.2 AFGBV zielt auf den Betrieb durch gewerbliche
Anbieter ab.1%¢!

Etwas anderes gilt fiir Fahrzeuge mit hoch- bzw. vollautomatisierten
Fahrfunktionen, bei denen weiterhin ein Fahrzeugfiihrer fiir den Betrieb
(mit-)verantwortlich bleibt. Diese Fahrzeuge sind zwar auch in der Lage,
zumindest in bestimmten Verkehrssituationen die Fahraufgaben selbststan-
dig zu bewiltigen; da jedoch der Fahrzeugfiihrer stets als verantwortliche
Riickfallebene fungiert, rechtfertigt sich hier ohnehin keine Abkehr von
dem allgemeinen Prinzip der Halterhaftung. Die Autonomiegefahr wirkt
sich bei diesen Fahrzeugen ohnehin nicht in einem gleichen Mafle aus wie
bei fahrerlosen Fahrzeugen.

Solange der Betrieb von Fahrzeugen mit autonomen Fahrfunktionen
und von autonomen Fahrzeugen fiir den Privatgebrauch ungeeignet ist, be-
darf es auch keiner Uberarbeitung der strafienverkehrsrechtlichen Gefihr-
dungshaftung, um den Halter vor den Gefahren seines eigenen Fahrzeugs
zu schiitzen - jedenfalls, solange diesem ein funktionierendes System der
Herstellerhaftung zur Verfiigung steht.

4. Mitverursachung durch den Geschddigten

Wird ein Unfall durch den Geschidigten mitverursacht, so wird die kon-
krete Betriebsgefahr des Fahrzeugs des Halters gegen ein etwaiges Mitver-
schulden des Geschédigten (§ 9 StVG iV.m. § 254 BGB) bzw. gegen die kon-
krete Betriebsgefahr seines Fahrzeugs (§17 Abs.1 und 2 StVG) abgewogen.
Bei Unfillen im konventionellen Straflenverkehr ist regelméfliig das Ver-
schulden des jeweiligen Fahrzeugfiihrers das entscheidende Kriterium fiir
die Bestimmung der konkreten Betriebsgefahr.13¢2 Da selbstfahrenden Fahr-
zeugen hingegen kein Verschulden im menschlichen Sinne zugerechnet
werden kann, muss ein angemessener Sicherheitsstandard anhand anderer

1360 Kleemann/Arzt, RAW 2021, S. 99 (99).
1361 Haupt, NZV 2022, . 166 (168).
1362 3.Teil: A.IV. 1.
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Parameter bestimmt werden. Nach der hier vertretenen Auffassung muss
das Verhalten selbstfahrender Fahrzeuge im Straflenverkehr anhand eines
verschuldensdquivalenten Mafistabs bewertet werden. Jedoch ist es dabei
nicht ausreichend, allein auf den anthropozentrischen Standard abzustel-
len. Vielmehr sind auch die technischen Besonderheiten einer softwareba-
sierten Fahrzeugsteuerung zu beriicksichtigen, wie z.B. schnellere Reakti-
onszeiten oder das Fehlen psychischer Ausfallerscheinungen in plétzlichen
Gefahrensituationen bei selbstfahrenden Fahrzeugen.!33

Dies bedeutet, dass selbstfahrenden Fahrzeugen bspw. keine Schreckse-
kunde zugestanden werden kann und auch der Vertrauensgrundsatz nur
eingeschrinkt gilt. Im Ergebnis liegen die Anforderungen an ein angemes-
senes Fahrverhalten in der jeweiligen Unfallsituation damit deutlich iiber
denen eines menschlichen Durchschnittsfahrers. Es ist deshalb ein mensch-
lich-technischer Mafistab zugrunde zu legen, bei dessen Unterschreitung
sich die Betriebsgefahr eines selbstfahrenden Fahrzeugs konkret erhoht.

Will sich der Halter auf ein unabwendbares Ereignis gem. §17 Abs.3
StVG berufen, sind die Anforderungen noch héher. Bei konventionellen
Fahrzeugen kommt es darauf an, ob sich der Fahrzeugfiihrer wie ein Ide-
alfahrer verhalten hat. Selbst dem Idealfahrer gestehen die Gerichte in
plotzlich auftretenden Situationen Fahrfehler zu, wenn diese in der jewei-
ligen Gefahrensituation menschlich-psychologisch nachvollziehbar erschei-
nen.’®* Ein Steuerungssystem unterliegt solchen Einschrinkungen nicht,
so dass sachwidrige Fahrentscheidungen auch in unvorhergesehenen Situa-
tionen bei selbstfahrenden Fahrzeugen den Einwand der Unabwendbarkeit
ausschliefSen.

Insgesamt werden an selbstfahrende Fahrzeuge deutlich hohere Sicher-
heitsanforderungen gestellt als an menschliche Fahrzeugfiihrer. Fiir den
Halter bedeutet dies, dass er im Einzelfall auch fiir ein Fahrverhalten des
selbstfahrenden Fahrzeugs voll oder mit einer héheren Quote einzustehen
hat, fiir das sich ein menschlicher Fahrzeugfiihrer in einer gedachten Pa-
rallelwertung wegen fehlenden Verschuldens oder dem Einwand der Unab-
wendbarkeit entlasten konnte.163

1363 3. Teil: A. IV. 3. c. (bb) (1).
1364 3.Teil: A.IV. 2. c.
1365 3. Teil: A.IV. 3. c. (bb) (2).
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5. Verhiltnis der Halterhaftung nach dem StVG zur deliktischen Haftung

Die Halterhaftung nach § 7 Abs. 1 StVG er6ffnet ein umfassendes Schutzsys-
tem fiir Geschadigte bei Verkehrsunfillen. Fiir die diskutierten Ansitze
einer weitergehenden deliktischen Halterhaftung nach den §§ 823 ff. BGB
besteht kein Bediirfnis. Insbesondere sind die vielfaltigen Vorschlage einer
analogen Anwendung der §§ 829 ff. BGB sind zu vernachlassigen.!36¢

Der Anwendungsbereich der deliktischen Halterhaftung nach §823
Abs.1 BGB wird ausschliefllich auf die Fille beschrinkt, in denen die
Haftungshochstgrenze nach §12 StVG iiberschritten wird. Die derzeit fiir
Fahrzeuge mit hoch- und vollautomatisierten sowie autonomen Fahrfunk-
tionen angehobene Haftungshochstgrenze von bis zu 10 Millionen Euro fiir
Personenschédden erscheint sinnvoll. Die Erfahrungen mit automatisierten
Fahrzeugen werden zeigen, ob die Haftungshochstgrenze fiir den Betrieb
autonomer Fahrzeuge kiinftig weiter angehoben werden muss. Dass die
Mindestdeckungssumme nach der Anlage zu § 4 Abs.2 PfIVG derzeit nur
7,5 Millionen Euro betrégt, erweist sich derzeit als praktisch vernachldssig-
bares Problem, da 99,3 Prozent der Versicherten eine Kfz-Haftpflichtversi-
cherung mit einer Deckungssumme zwischen 50 und 100 Millionen Euro
abgeschlossen haben.!13¢7

II1. Herstellerhaftung
1. Bestehende Rechtsunsicherheiten

Im Gegensatz zur Halterhaftung kann im Rahmen der Produkthaftung
nicht mit gleicher Gewissheit festgestellt werden, dass das Haftungssystem
liickenlos auf selbstfahrende Fahrzeuge angewendet werden kann. Da die
Regelungen des ProdHaftG im Wesentlichen auf dem Wortlaut der Prod-
HaftRL von 1985 beruhen, finden sich keine speziellen Regelungen fiir Soft-
wareprodukte oder Kombinationsprodukte aus Hardware und Software.
Auch die aus der Generalklausel des § 823 Abs.1 BGB abgeleiteten Grund-
sitze der Produzentenhaftung beruhen im Wesentlichen auf richterlicher
Rechtsfortbildung. Entsprechend weit ist der Korridor mdéglicher Ausle-
gungsvarianten der einzelnen Tatbestandsmerkmale durch die Gerichte.

1366 3. Teil: C.
1367 Huber, NZV 2017, S. 545 (546).
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Dieser Umstand fithrt mangels klarer gesetzlicher Regelungen zu einer
erheblichen Rechtsunsicherheit sowohl fiir die Hersteller selbstfahrender
Fahrzeuge, die Versicherer als auch die potenziell Geschéddigten. Im Einzel-
nen betrifft dies vor allem nachfolgende Problemkreise.

2. Produkteigenschaft selbstfahrender Fahrzeuge

Nach wie vor besteht Uneinigkeit dariiber, ob und inwieweit Software als
Produkt im Sinne des ProdHaftG anzusehen ist.

Nach der hier vertretenen Auffassung sind nicht nur die Fahrzeuge und
deren Bauteile als Produkt im Sinne des § 3 ProdHaftG anzusehen, sondern
auch die Software, mit welcher das Fahrzeug gesteuert wird. Dabei spielt
es keine Rolle, auf welche Weise die Software im Fahrzeug installiert wird.
Auch drahtlos aufgespielte und cloudbasierte Software ist Produkt im Sin-
ne der Produkthaftungsrichtlinie und des ProdHaftG.1*¢® Dies lasst sich
vor allem mit dem Warencharakter und der abstrakten Gefédhrlichkeit von
Software begriinden, die sich nicht von anderen Produkten unterscheidet,
vor deren Schédden die Produkthaftung schiitzen soll.*®® Dementsprechend
unterfallen auch Updates dem Produktbegriff.’”? Ebenso ist nicht ersicht-
lich, dass fiir den Fall, dass selbstlernende KI-Systeme, in selbstfahrenden
Fahrzeugen verwendet werden, Ausnahmen gelten sollten. Die Moglichkeit,
dass sich Algorithmen im Rahmen eines Lernprozesses verdndern, fithrt
nicht dazu, die Produkteigenschaft abzusprechen.*”! Dies gilt erst recht aus
Griinden des Opferschutzes. Da der Hersteller trotz der Verdnderbarkeit
der cheapest cost avoider fiir Weiterentwicklungen von KI-Systeme bleibt,
erscheint es auch sachgerecht, ihm insoweit das Haftungsrisiko zuzuweisen.
Allerdings ist auch zu beachten, dass sich weder die Richtlinienverfasser
noch der deutsche Gesetzgeber ausdriicklich zur Frage der Produkteigen-
schaft von Software positioniert haben, so dass die Gefahr einer engen
Auslegung des Produktbegriffs besteht.1¥”? Insofern wire eine gesetzliche
Klarstellung wiinschenswert.

1368 3. Teil: D.II.

1369 3.Teil: D.II. 4. b und c.
1370 3.Teil: D.IL. 5. c.

1371 3.Teil: D.II. 5. d.

1372 3.Teil: D.1I. 4. d.
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3. Beurteilung von Software-Updates

Sofern man davon ausgeht, dass auch drahtlos tibertragene Software als
Produkt angesehen werden kann, hat die hier vertretene Auffassung zur
Folge, dass auch vom Hersteller bereitgestellte Updates und Upgrades die
Fahrzeugsoftware hinsichtlich ihres gednderten Funktionsbereichs teilweise
als neu in Verkehr gebracht anzusehen sind. Hieran wiederum schliefit
sich an, dass fiir die Bestimmung eines nicht erkennbaren (§1 Abs.2
Nr. 5 ProdHaftG) oder vermeidbaren (§3 Abs.1 lit.c, Abs.2 ProdHaftG)
Entwicklungsfehlers bei Softwareanpassungen der Zeitpunkt des letzten
Updates mafigeblich ist und nicht der Moment der Inverkehrgabe des
physischen Fahrzeugs.!*”? Dies wiederum fithrt zu einer Dynamisierung
der berechtigten Sicherheitserwartungen an die Softwarehersteller, da bei
fortlaufenden Updates der Steuerungssoftware stets der aktuelle Stand von
Wissenschaft und Technik beachtet werden muss.*74

Das in §1 Abs.2 Nr.1 ProdHaftG verankerte Herstellerprinzip kann
daher auf digitale Produkte nicht in gleichem Mafle angewendet werden,
wenn der Hersteller auch nach dem Inverkehrbringen der Software Daten
erhebt und verarbeitet, um die Ergebnisse zur Verbesserung nachfolgen-
der Softwaregenerationen zu nutzen.’”> Das Produkt verbleibt dann unter
seiner Kontrolle.?”¢ Insofern durchschreiten Kombinationsprodukte wie
selbstfahrende Fahrzeuge zwar das physische Werktor, sobald das Fahrzeug
in Verkehr gebracht wird, jedoch nie vollstindig das virtuelle Werktor.
Solange der Hersteller die Moglichkeit hat, die gewonnen Daten zu nutzen
und damit das urspriingliche Softwareprodukt laufend anzupassen, ist es
auch gerechtfertigt, dass er auch fiir neu entstehende Gefahren einstehen
muss. Jede Anpassung durch den Hersteller muss sich daher an den zum
Zeitpunkt des Updates aktuellen Anforderungen von Wissenschaft und
Technik messen lassen, andernfalls wiirde die Produkthaftung fiir solche
Softwareprodukte ins Leere laufen. Ob die Rechtsprechung jedoch ebenfalls
dieser Argumentation folgt, bleibt offen. Es ist also eine gesetzliche Klarstel-
lung zum Umgang mit Updates erforderlich.

1373 3.Teil: D. V. 2. c. (bb).
1374 3.Teil: D. V. 4. b. (hh).
1375 3.Teil: D. V. 2. c. (bb).
1376 Wagner, NJW 2023, S. 1313 (1314).
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4. Bedeutung berechtigter Sicherheitserwartungen

Dreh- und Angelpunkt der Herstellerhaftung fiir selbstfahrende Fahrzeuge
sind die berechtigten Sicherheitserwartungen an die funktionale Sicherheit
des Steuerungssystems. Letztlich wird sich an der Frage, wie sicher sich ein
selbstfahrendes Fahrzeug im Straflenverkehr bewegen muss, die Frage der
Haftung entscheiden.

Der Mindeststandard fiir die Sicherheit, den selbstfahrende Fahrzeuge
im Straflenverkehr einhalten miissen, wird nach geltendem Recht in §1la
Abs.2 Nr.2 und §le Abs.2 Nr.2 StVG angedeutet. Fahrzeuge mit hoch-
und vollautomatisierten sowie autonomen Fahrfunktionen miissen den
an die Fahrzeugfithrung gerichteten Verkehrsvorschriften entsprechen. In-
sofern stellen die Fahigkeiten des menschlichen Durchschnittsfahrers das
Mindestmafl der zu erwartenden Sicherheit dar!*’” Da die berechtigten
Sicherheitserwartungen aber auch iiber die gesetzlichen Anforderungen
hinausgehen konnen, ist davon auszugehen, dass mit zunehmender Verbes-
serung der autonomen Steuerungstechnik auch die Sicherheitserwartungen
entsprechend steigen.

Aber auch diese Erwartungen finden ihre Grenzen in den allgemeinen
Grundsitzen des Haftungsrechts. Absolute Sicherheit kann auch vom fort-
schrittlichsten Hersteller nicht verlangt werden.!®’8 Spatestens dort, wo die
physikalischen Grenzen der Machbarkeit erreicht sind, endet die Haftung
des Herstellers."”® Von besonderer Bedeutung ist hierbei dennoch, dass die
Software fahig ist, die inhdrenten Systemgrenzen zu erkennen. So ist zwar
von einer Steuerungssoftware nicht zu erwarten, dass sie technisch Un-
mogliches umsetzt, sie muss aber in der Lage sein, ihre eigenen Beschran-
kungen zu erkennen und entsprechende Fahrmandver von vornherein zu
vermeiden.1380

Abschliefiend bleibt jedoch festzuhalten, dass die Ermittlung der berech-
tigten Sicherheitserwartungen im Wesentlichen der Rechtsprechung tiber-
lassen ist. Es ist daher auch nicht vorhersehbar, ob die Judikative den hier
geduflerten Einschdtzungen folgen wird. Der Gesetzgeber hat bislang in
Teilbereichen Vorgaben gemacht, die die berechtigten Sicherheitserwartun-
gen an selbstfahrende Fahrzeuge weiter konkretisieren und insoweit der

1377 3.Teil: D. V. 4.b. (cc).
1378 3. Teil: D. V. 2. d. (ff).
1379 3.Teil: D. V. 4.b. (gg).
1380 3. Teil: D. V. 4. b. (ff).
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Rechtsprechung einen Rahmen vorgeben, an dem sie den Produktfehler
ermitteln konnte. Das StVG und die AFGBV enthalten zwar eine ganze
Reihe an technischen Anforderungen, dennoch fehlen fiir eine Vielzahl
von sicherheitskritischen Teilbereichen Vorgaben. Insbesondere fehlen Re-
gelungen dariiber, welcher Sicherheitsmafistab fiir selbstfahrende Fahrzeu-
ge gelten soll, wenn die Verhaltensvorgaben der StVO sich nicht unmittel-
bar technisch umsetzen lassen.!*8!

5. Dilemmasituationen

Auch haftungsrechtlich stellen sog. Dilemmasituationen beim autonomen
Fahren ein nahezu unl6sbares Problem dar. Das Produkthaftungsrecht
folgt der ratio, dass absolute Sicherheit von den Produktherstellern nicht
verlangt werden kann. Dementsprechend sind unvermeidbare Schadenser-
eignisse auch grundsitzlich von der Produkthaftung ausgenommen. Dies
bedeutet allerdings auch, dass den Programmierern von Unfalloptimie-
rungsalgorithmen Situationen, in denen Leben gegen Leben abgewogen
werden muss, rechtlich zuldssige Alternativen ermdglicht werden miissen,
bei deren Umsetzung der Hersteller vollstindig von der Haftung befreit
wird.182 Folgt man also nicht der Ansicht Zechs, dass jeder durch ein
selbstfahrendes Fahrzeug verursachte Schaden rechtswidrig ist,1%83 stellt
sich dennoch die Frage, welche Entscheidungspréferenzen ein System der
Unfalloptimierung zu befolgen hat, damit der Hersteller der Haftung ent-
kommt. Mit Blick auf das verfassungsrechtliche Aufrechnungsverbot von
Menschenleben und dem Verbot der Beriicksichtigung besonderer person-
licher Merkmale bleibt der Spielraum fiir technische Losungen im Rahmen
des rechtlich Zuldssigen klein. Vor dem Hintergrund der bestehenden tech-
nischen Limitierungen derartiger Systeme ist derzeit noch unklar, wann
ein Unfallvermeidungssystem die erforderliche Basissicherheit im Rahmen
der Losung einer Dilemmasituation erreicht hat. Zudem muss abgewartet
werden, ob derartige Vorfille in der Praxis {iberhaupt eine nennenswerte
Rolle einnehmen werden oder ob das Dilemma beim autonomen Fahren
weitgehend ein rechtstheoretisches Problem bleiben wird.!38

1381 3. Teil: A.IV. 3. c. (aa) (1).

1382 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S. 163 (192).
1383 3. Teil: D. V. 4. c. (cc) und (dd).

1384 3.Teil: D. V. 4. c. (ee).
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6. Absicherung bei Fahrzeugvernetzung

Entgegen einiger Stimmen in der Literatur fithrt der Einsatz von Car2X-
Kommunikation nicht zu einem unldsbaren Kausalititsproblem, in dessen
Konsequenz der Hersteller von der Haftung freigestellt ist.38> Treten Fehler
im Kommunikationsvorgang mit anderen Fahrzeugen oder Infrastruktur-
systemen auf und kann die Ursache nicht mehr nachvollzogen werden,
wird hier die Auffassung vertreten, dass ein Produktfehler bereits dann vor-
liegt, wenn die tiber Car2X-Kommunikation erhaltenen Daten ungepriift
zur Fahrzeugsteuerung verwendet werden.!38¢ Es obliegt deshalb dem Her-
steller sicherzustellen, dass sich die Steuerungssoftware nicht allein auf ex-
terne Daten verldsst und dass die empfangenen Daten vor einer Anpassung
des Fahrverhaltens einer Plausibilitatspriifung unterzogen werden. Es ist
von entscheidender Bedeutung, dass das Fahrzeug tiber Absicherungsme-
chanismen verfiigt, die auch bei fehlerhaften Kommunikationsprozessen
die fehlerlose Steuerung ermdglichen oder zumindest die Uberfithrung
in einen risikominimalen Zustand auslésen. Es wire dennoch wiinschens-
wert, wenn der Gesetzgeber Vorgaben machen wiirde, um die berechtigten
Sicherheitserwartungen an vernetzte Produkte zu konkretisieren.

7. Sicherheitserwartungen an die Cyber-Sicherheit

Die Sicherheitsanforderungen an die Cyber-Sicherheit sind wegen der ho-
hen Rechtsgutsensibilitit besonders streng. Hersteller miissen sicherstellen,
dass Eingriffe von aufien nahezu ausgeschlossen sind, um Leib und Leben
zu schiitzen.’%” Zusatzlich muss die Software in der Lage sein, Systemsto-
rungen eigenstindig zu erkennen und das Fahrzeug in einen risikominima-
len Zustand zu versetzen. Dariiber hinaus sollten Hersteller die Nutzer
iber die Risiken der Preisgabe von Passwortern und Zugangsdaten sowie
die regelméflige Bereitstellung von Updates informieren und auf die Kon-

1385 So Griitzmacher, CR 2016, S.695 (697); Horner/Kaulartz, CR 2016, S.7 (10);
Reichwald/Pfisterer, CR 2016, S. 208 (211); Wieczorek, CR 2017, S. 620 ff.; Xylander,
Die Verantwortlichkeit des Herstellers automatisierter PKW nach Deliktsrecht
sowie dem Produkthaftungsgesetz, 2021, S.222; Ringlage, Haftungskonzepte fiir
autonomes Fahren, 2021, S.88; Hinze, Haftungsrisiken des automatisierten und
automatisierten Fahrens, 2021, S.151; Zech, Entscheidungen digitaler autonomer
Systeme, 2020, S. 58.

1386 3.Teil: D. V. 4. d. (aa).

1387 3.Teil: D. V. 4.e.

331

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4. Teil: Perspektiven fiir zukiinftige Haftungsregelungen

sequenzen der Missachtung dieser Anweisungen hinweisen. Bestehenden
Normen, die bereits fiir den Bereich der Cybersicherheit existieren, sollten
weiter ausdifferenziert werden.

8. Entwicklungsrisiken beim Einsatz von KI

In der Fachliteratur herrscht Uneinigkeit dariiber, ob der Einsatz von
selbstlernenden KI-Systemen ein Entwicklungsrisiko darstellt.!*88 Das Spek-
trum der Adaption derartiger Systeme ldsst sich weder vollstindig vorherse-
hen noch verhindern. Dieser Umstand macht trotz der damit verbundenen
Risiken das grofite Potenzial von derartigen KI-Systemen aus.

Nach der hier vertretenen Ansicht begriindet der Einsatz von adapti-
ver KI in selbstfahrenden Fahrzeugen deshalb jedoch noch kein die Haf-
tung ausschlieflendes Entwicklungsrisiko i.S.d. §1 Abs.2 Nr.5 ProdHaftG.
Denn der Hersteller ist grundsitzlich in der Lage, die generelle Gefahren-
trachtigkeit einer selbstlernenden KI zu erkennen. Sofern Hersteller also
adaptive KI-Systeme verwenden, ist das damit zusammenhédngende Wei-
terentwicklungsrisiko einschliefilich der unerwiinschten Folgen im Grund-
satz erkennbar.®®® Es liegt hingegen auch keine Entwicklungsliicke vor,
welche dem Hersteller die Gefahrbeseitigung bei Inverkehrbringen unmag-
lich macht. Denn auch Entwicklungsliicken miissen im Verhéltnis zur Be-
drohung der betroffenen Rechtsgiiter betrachtet werden. Wenn es unmaog-
lich ist, ein KI-System abzusichern, das bei einer Fehlentwicklung eine
unbekannte Anzahl von Menschenleben gefahrdet, kann es im Einzelfall
gerechtfertigt sein, dass der Hersteller vorerst auf eine solche Technologie
verzichtet. Vor diesem Hintergrund sind die Anforderungen an die Herstel-
ler selbstfahrender Fahrzeuge diesbeziiglich besonders hoch. Dies gilt umso
mehr, wenn sich das Ziel der sichereren Fahrzeugsteuerung auch ohne die
Verwendung von adaptiver KI erreichen lief3e.*%

Allerdings sollte die Entscheidung, ob ein Entwicklungsfehler bei sich
weiterentwickelnden KI-Systemen vorliegt, nicht allein in der Hand der
Rechtsprechung liegen. Der Gesetzgeber sollte hier regulierend tétig wer-
den, um klare Vorgaben zu schaffen.

1388 3. Teil: D. VIL. L. b.
1389 3. Teil: D. VIL L. b.
1390 Vgl. 2. Teil: B. IL. 2.
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9. Angepasste Produktbeobachtungspflichten

Nach der hier vertretenen Auffassung gehen die Produktbeobachtungs-
pflichten fiir Hersteller selbstfahrender Fahrzeuge wesentlich weiter als
bei konventionellen Produkten.?! Da ein selbstfahrendes Fahrzeug zwar
physisch das Werktor des Herstellers verldsst, aber virtuell auch nach In-
verkehrbringen mit dem Hersteller verbunden bleibt, erscheint es gerecht-
fertigt, dass der Hersteller diese fiir ihn vorteilhafte Verbindung auch zur
Beobachtung der eigenen Fahrzeuge nutzt. Der Honda-Rechtsprechung des
BHG folgend endet die Produktbeobachtungspflicht dabei nicht beim eige-
nen Produkt.3*? Sofern der Hersteller sich die Software oder Infrastruktur
von Drittanbietern zu Nutze macht, hat er auch die Sicherheit der Schnitt-
stellen und den damit verbundenen Datenaustausch zu {iberwachen. Dies
kann mittels Security-by-Design-Anséitzen umgesetzt werden, indem der
Hersteller hierdurch sicherstellt, dass sich die Verwirklichung von Kombi-
nationsrisiken gar nicht erfiillen kann. Eine Uberwachung der generellen
Fehlerfreiheit von Fremdprodukten ist dem Hersteller jedoch nicht zuzu-
muten.!*3

Deliktsrechtliche Produktbeobachtungspflichten sind bislang vor allem
im Rahmen der Produzentenhaftung gerichtlich anerkannt. Vor dem Hin-
tergrund der mit dem autonomen Fahren verbundenen Risiken erscheint
eine gesetzliche Produktbeobachtungspflicht daher auch im Bereich der
Produkthaftung sinnvoll.

10. Update- und Abschaltungspflichten

Aus den intensivierten Produktbeobachtungspflichten folgen auch gestei-
gerte Reaktionspflichten fiir Hersteller selbstfahrender Fahrzeuge. Wahrend
bei konventionellen Produkten Warnung und Riickruf die geeigneten Reak-
tionspflichten bilden, werden diese beiden Mdglichkeiten den Besonderhei-
ten selbstfahrender Fahrzeuge nicht gerecht. Warnungen diirften weitest-
gehend wirkungslos sein, da diese nur den Halter oder allenfalls Nutzer
erreichen, nicht aber die besonders gefihrdeten unbeteiligten Verkehrsteil-

1391 3. Teil: E. IIL. 2. a.
1392 BGH, Urt. v. 9.12.1986 - VI ZR 65/86, Rn. 22 f. (BGHZ 99, 167).
1393 3. Teil: E. IIL. 2. a. (bb).
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nehmer.** Auflerdem ist das Reaktionsspektrum bei digitalen Produkten
wesentlich vielfaltiger als bei konventionellen Produkten, die - sind sie
einmal in Verkehr gebracht - vollstindig der Herstellersphire entzogen
sind. Da der Hersteller auch nach Auslieferung die Software des Fahrzeugs
unter Kontrolle hat, erscheint es gerechtfertigt, vom Hersteller den digitalen
Riickruf mittels Durchfithrung von Updates zu verlangen.3*> Da es bei der
Erfillung der Updatepflicht vor allem auch um den Schutz unbeteiligter
Dritter und deren berechtigte Integrititsinteressen geht, ist die Uberschnei-
dung einer solchen deliktischen Updatepflicht mit den vertraglichen Aqui-
valenzinteressen des Kaufers selbstfahrender Fahrzeuge hinzunehmen.%
Als ultima ratio kann es angezeigt sein, dass der Hersteller das Fahrzeug
virtuell stilllegt, wenn hiervon ausgehende Gefahren sich nicht zeitnah
durch ein Update beseitigen lassen.” Auch diesbeziiglich gibt es noch kei-
ne konkreten gesetzlichen Vorgaben. Eine konkrete Produktbeobachtungs-
und Updatepflicht wiirde sowohl fiir Hersteller als auch die auslegenden
Gerichte Rechtsklarheit schaffen.

11. Beweislastverteilung im Rahmen der Herstellerhaftung

Nach der hier vertretenen Auffassung verlangen die Besonderheiten des
autonomen Fahrens eine Anpassung der Beweisregelungen im Rahmen
der Produkt- und Produzentenhaftung. Zwar bleibt der Geschidigte dem
Wortlaut des § 1 Abs. 4 S.1 ProdHaftG nach beweisbelastet, jedoch sollen
die Regelungen des Anscheinsbeweises Anwendung finden, wenn das un-
fallbeteiligte Fahrzeug nachweislich einen objektiven Fahrfehler begangen
hat und dieser zur Unfallverursachung beigetragen hat.*®® Der Geschadigte
muss also nicht die fehlerhafte Programmierung beweisen, sondern nur
das auf der (fehlerhaften) Programmierung beruhende fehlerhafte Verhalten
des Fahrzeugs. Diesen Beweis kann er mit den im Verkehrsunfallprozess
tiblichen Beweismitteln fithren, also auch durch Sachverstindigenbeweis
mittels Unfallrekonstruktion, aber eben auch durch Auswertung der Daten
des selbstfahrenden Fahrzeugs. Damit widre es gerade nicht erforderlich,

1394 3. Teil: E. IIL. 2. b. (aa).
1395 3. Teil: E. IIL. 2. b. (bb).
1396 3. Teil: E. III. 2. b. (cc).
1397 3. Teil: E. IIL 2. b. (ff).
1398 3. Teil: H. I. 2. a. (bb).
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dass der Geschédigte darlegt und beweist, dass der Algorithmus selbst
fehlerhaft programmiert oder angelernt wurde.

Diese Grundsitze gelten folglich auch fiir den Einsatz selbstlernender
KI-Systeme und vernetzter Systeme.'*® Dem Hersteller verbleibt die Mdog-
lichkeit nachzuweisen, dass er seine Systeme entsprechend gegen die Ri-
siken einer unerwiinschten Weiterentwicklung bzw. gegen Vernetzungsrisi-
ken abgesichert hat.1400

Aufgrund des deutlichen Informationsgefilles zwischen Hersteller und
Geschédigtem ist es gerechtfertigt, den Anscheinsbeweis anzuwenden. Der
Geschédigte hat in der Regel keinen unmittelbaren Zugang zu den fiir
das Verstindnis der Steuerungssoftware erforderlichen Daten und kann
folglich auch nicht nachvollziehen, warum es zu Fehlern kam."4?! Es wire
daher unangemessen, ihm die volle Darlegungs- und Beweislast aufzuerle-
gen, insbesondere dann, wenn der Fehler durch objektive Umstande, wie
z.B. ein nicht normgerechtes Verhalten des Fahrzeugs im Straflenverkehr,
belegt werden kann. Da jedoch die Anwendung des Anscheinsbeweises
der Rechtsprechung tiberlassen wire, empfiehlt es sich, eine eindeutige
Beweislastverteilung gesetzlich festzulegen.

12. Verfiigbarkeit von Fahrzeugdaten im Prozess

Fahrzeugdaten, die wahrend des Betriebs erhoben werden, werden im Rah-
men des Verkehrsunfallprozesses eine immense Rolle spielen. Da selbst-
fahrende Fahrzeuge schon nach den geltenden gesetzlichen Regelungen
eine Vielzahl von Fahr- und Steuerungsdaten erheben und anlassbezogen
speichern, werden diese die Rekonstruktion von Unfallgeschehen enorm
erleichtern. Hinzu kommt, dass die Hersteller iiber die gesetzlichen Anfor-
derungen hinaus weitere Daten, insbesondere Videoaufzeichnungen, erhe-
ben und speichern werden. Es ist zu erwarten, dass sich Unfallursachen
mit Beteiligung selbstfahrender Fahrzeuge wesentlich préziser ermitteln
lassen.1402

1399 3. Teil: H. L. 2. a. (ee).
1400 3. Teil: D. VIL. 1. b.
1401 3. Teil: H. L. 2. a. (aa).
1402 3.Teil: H.II. 1
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Fahrzeugdaten kommen als Beweismittel aber nur in Betracht, wenn der
Geschidigte vom Hersteller oder Halter Zugang zu diesen Daten erhélt.1403
Bislang besteht ein solcher Anspruch zwar fiir Daten, die nach § 1g sowie
§ 63a StVG erhoben wurden. Es fehlt jedoch an einem Anspruch fiir alle
weiteren Daten, welche der Hersteller freiwillig erhebt. Die prozessuale
Moglichkeit, tiber § 317 Abs. 2 Alt.2 ZPO eine gerichtliche Anordnung auf
Herausgabe der Daten nach § 144 ZPO zu verlangen, hat den Nachteil, dass
die Entscheidung dariiber allein im Ermessen des Gerichts liegt. Da der
Zugang zu Fahrzeugdaten im Rahmen des Haftungsprozesses von entschei-
dender Bedeutung ist, sollte deshalb ein materiell-rechtlicher Anspruch
geschaffen werden, welcher klare Voraussetzungen fiir die Offenlegung von
Beweismitteln beinhaltet.

IV. Angemessenheit des Haftungsrechts insgesamt

Wie bereits ausgefiihrt, erfiillt das bestehende Haftungsrecht seine Aus-
gleichsfunktion durch die umfassende Gefdhrdungshaftung des Halters
gem. § 7 Abs. 1 StVG nahezu umfassend.!*%* Somit ist die Herstellerhaftung
als Mittel zur primarem Schadenskompensation von untergeordneter Be-
deutung.% Fraglich ist allerdings, ob das geltende Recht ausreichende
Anreize zur Schadensvermeidung setzt und ob diese Anreize das richtige
Haftungssubjekt erreichen.

1. Halterhaftung

Die weitreichende Gefédhrdungshaftung des Halters fithrt unweigerlich zu
der Frage, ob sie vor dem Hintergrund des Priventionsgedankens unbillig
ist. Schliefllich hat der Halter selbst keinen Einfluss auf die Steuerung
des selbstfahrenden Fahrzeugs."% Dem steht jedoch entgegen, dass der
Ankniipfungspunkt fiir die Gefahrdungshaftung die Verfiigungsgewalt des
Halters tiber das Fahrzeug ist, auch wenn er die Steuerung nicht kontrol-

1403 3. Teil: H.1I. 2

1404 Vgl. 4. Teil: A. L. 1.

1405 Wagner, AcP 2017, S. 707 (762).

1406 Etwa Wagner, NJW 2023, S.1313 (1314); Schrader, DAR 2016, S.242 (245);
Schrader, NJW 2015, S. 3537 (3541).
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liert. Er kann weiterhin tiber Art und Intensitat seines Fahrzeugs entschei-
den.107 Er selbst legt fest, ob und inwieweit er das Fahrzeug verwendet.
Hieraus entstehen Gefahrenpotenziale, welche dem Halter als primdren
Haftungsadressaten zunéchst zugerechnet werden konnen.!%® Dartiber hi-
naus dient das Haftungsregime der Gefahrdungshaftung im Straflenverkehr
in erster Linie dem Opferschutz der Betroffenen. Es zielt darauf ab, dass
eine geschéddigte Person, die durch ein Fahrzeug verletzt wurde, sich bei
einem solventen Schuldner wirtschaftlich schadlos halten kann.“% Die
Haftung nach § 7 Abs.1 StVG sowie die Pflicht zum Abschluss einer Haft-
pflichtversicherung stellt also insgesamt ein sehr bewéhrtes und effizientes
System dar.!410 Es eroffnet Betroffenen eine kostengiinstige Moglichkeit,
ihre Anspriiche durchzusetzen. Solange der Halter also nicht allein und
uneingeschrankt fiir alle entstehenden Schiaden aufkommen muss, kann
grundsétzlich an der Halterhaftung festgehalten werden."!! Entscheidend
ist vielmehr, dass der Halter bzw. dessen Versicherer beim Hersteller Re-
gress nehmen kann, sofern der Unfall ganz oder teilweise auf einen System-
fehler des selbstfahrenden Fahrzeugs zuriickzufiihren ist.

2. Herstellerhaftung

Die Herstellerhaftung kann ihre Funktion zur Schadenspravention de lege
lata nur bedingt erfiillen. Um angemessene Anreize fiir die Hersteller zu
setzen, bediirfte es entweder gesetzlicher Regelungen oder einer gefestigten
Rechtsprechung, aus der sich die optimalen Sicherheitsanstrengungen fiir
die Hersteller herleiten liele. Fiir das autonome Fahren fehlt es in sicher-
heitsrelevanten Teilbereichen an beidem. Die Untersuchung hat gezeigt,
dass das geltende Haftungsrecht zwar im Kern flexibel genug ist, um die
Risiken des autonomen Fahrens haftungsrechtlich angemessen abzubilden,

1407 Vgl. 3. Teil: A. 1. 5. c.

1408 So auch Fleck/Thomas, NJOZ 2015, S.1393 (1394); Wagner, Zivilrechtliche und
rechtsdkonomische Probleme des Internet un der kiinstlichen Intelligenz 2019, S.1
(28); Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 136.

1409 BGH, Urt. v. 9.1.1959 - VI ZR 202/57, Rn. 8 (BGHZ 29, 163); Briiggemeier, Haf-
tungsrecht, 2006, S.105; Freymann, in: jurisPK-StrVerkR, Einl. Rn.74 (Stand:
1.12.2021).

1410 So auch Wagner, NJW 2023, S. 1313 (1314).

1411 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (27 ff.).
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jedoch konnen die Akteure nicht abschlieffend abschétzen, wie die Recht-
sprechung die Regelungen der Produkt- und Produzentenhaftung auslegen
wird. Solange also der Gesetzgeber die bestehenden Rechtsunsicherheiten
nicht beseitigt und die Sicherheitserwartungen an selbstfahrende Fahrzeu-
ge konkretisiert, wird die Praventionsfunktion der Herstellerhaftung abge-
schwicht. Ebenfalls unklar ist, ob das geltende Haftungsrecht die notwendi-
ge Anreizfunktion zur Herstellung sicherer Fahrsysteme erreicht, solange
die Beweislast fiir Fehler, Schaden und Kausalitit formal beim Geschédig-
ten liegt.'12 Zwar ldsst sich die Anwendung eines Anscheinsbeweises mit
guten Argumenten rechtfertigen, ohne eine konkrete Neuregelung fehlt
jedoch ebenfalls die erforderliche Rechtsklarheit. Den Gerichten verbleibt
hier ein weiter Ermessensspielraum, so dass es sinnvoll ist, regulatorisch
nachzuschérfen und die Sicherheitserwartungen an die Hersteller ausrei-
chend zu konkretisieren.

3. Angemessene Haftungsverteilung

Die Effektivitdt der Praventionsfunktion des Haftungsrechts hangt auch
davon ab, ob der richtige Akteur fiir den verursachten Schaden aufkommt.
Dabei geht es weniger darum, wer von beiden Akteuren fiir den Schaden
aufkommen muss; denn letztendlich tridgt der Halter ohnehin die Unfall-
kosten. Verbleibt das Kostenrisiko beim Halter, steigen die Versicherungs-
pramien, trigt es der Hersteller, legt er diese auf den Fahrzeugpreis um,
den der Halter beim Kauf zu zahlen hat.® Verteilungsgerechtigkeit kann
also iiber die Haftungsverteilung nicht hergestellt werden. Da zudem der
umfassende Opferschutz iiber die Halterhaftung sichergestellt ist, hat eine
angemessene Haftungsverteilung also allein Praventionsfunktion.!!4

Dabei steht im Raum, dass nach geltendem Recht eine Haftungsverschie-
bung zu Lasten der Hersteller selbstfahrender Fahrzeuge zu befiirchten
sei.l > Zweifelsohne wird der Hersteller mehr ins Zentrum haftungsrechtli-
cher Prozesse riicken. Wie eingangs erwihnt, beruhen im konventionellen

1412 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 143 f.

1413 Wagner, AcP 2017, S. 707 (762).

1414 Ebenda.

1415 Vgl. Bodungen/Hoffmann, NZV 2016, S.449 (508); Sosnitza, CR 2016, S.764
(771£); Lutz, NJW 2015, S.119 (120); Armbriister, ZRP 2017, S.83 (84f.); Hey,
Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 3, 138; Ringlage, Haftungs-
konzepte fiir autonomes Fahren, 2021, S. 136 f.
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StrafSenverkehr etwa 1% aller Unfille auf einem Versagen der technischen
Vorrichtungen.'*¢ Dieser Befund diirfte sich beim autonomen Fahren 4n-
dern. Sofern ein Mensch als Fahrzeugfiihrer und damit als rechtlich verant-
wortliches Haftungssubjekt nicht mehr zur Verfiigung steht, wandert der
Fokus zwangslaufig auf den Hersteller, dessen Algorithmus die Fahrzeug-
steuerung ausfithrt. Die rechtliche Beurteilung der Herstellerhaftung de
lege lata hat gezeigt, dass dieser in vielen Konstellationen fiir Verkehrsun-
talle mit Beteiligung selbstfahrender Fahrzeugt haftbar sein diirfte, sofern
die Rechtsprechung den hier vertretenen Ansichten ebenfalls folgt. Zwar
wird primédrer Adressat haftungsrechtlicher Anspriiche weiterhin der Fahr-
zeughalter sein, dennoch wird die Herstellerhaftung als Regressinstrument
erheblich an Relevanz gewinnen.!”

Insofern ist zwar von einer Verschiebung der Haftung vom Halter auf
den Hersteller auszugehen, diese ist aber nicht unbillig, sofern die Verschie-
bung auch gerechtfertigt ist. Beim autonomen Fahren verschiebt sich die
Haftung nicht willkiirlich, sondern folgt der allgemeinen Verantwortlich-
keit der beteiligten Akteure.'*® Da der Halter nur noch iiber das ,Ob“ der
Fahrten im automatisierten oder autonomen Fahrbetrieb entscheidet, sind
dessen Einwirkungsmdoglichkeiten begrenzt. Er steuert das Fahrzeug weder
selbst, noch bestimmt er einen Dritten, das Fahrzeug zu steuern. Es ver-
bleibt einzig der Hersteller als Haftungssubjekt fiir alle Gefahren, die sich
aus solchen Betriebsgefahren ergeben, die unmittelbar aus der fehlerhaften
Steuerung des Fahrzeugs mittels einer Software ergeben. Alle verbleibenden
Gefahren des Betriebs, die nicht auf der Fehlerhaftigkeit des Fahrzeugs oder
dessen Software beruhen, verbleiben hingegen beim Halter.

Auch wenn der Hersteller nicht jede Eigenart der Software vorhersehen
und kontrollieren kann, so hat er doch zumindest die grofitmogliche De-
tailkenntnis iiber die verwendeten Algorithmen oder sollte sie zumindest
haben. Insofern folgt die Haftung den tatsdchlichen Kontrollméglichkeiten
tiber die Steuerungssoftware. Wenig tiberzeugend ist dagegen die von Lutz
vorgetragene Argumentation, wonach die zu erwartende Haftungsverschie-
bung unangemessen sei, da der Halter seine Einwirkungsmdoglichkeit auf
das Fahrzeug etwa iiber die Intensitdt der Nutzung des Fahrzeugs steuern
kann.4® Zwar ist es dem Halter tatsdchlich abstrakt moglich, die Gefahr

1416 Statistisches Bundesamt, Verkehrsunfalle 2021, S. 50.

1417 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 125 ff.

1418 Ahnlich auch Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 139.
1419 Lutz, NJW 2015, S. 119 (121).
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nach Art, Dauer und Haufigkeit zu regulieren, und es ist daher gerechtfer-
tigt, ihm weiterhin die Haftung fiir die allgemeine Betriebsgefahr aufzuerle-
gen, doch wird dabei iibersehen, dass Verkehrsunfille keine statistischen
Ereignisse sind, die zufillig iiber einen bestimmten Nutzungszeitraum ver-
teilt auftreten. Vielmehr haben sie bis auf wenige Ausnahmen konkrete
Ursachen. Wenn beispielsweise ein Steuerungsalgorithmus einen anderen
Verkehrsteilnehmer nicht erkennt, ist der Unfall nicht auf eine {ibermafii-
ge Nutzung des Fahrzeugs zuriickzufiithren, sondern auf einen konkreten
Softwarefehler. Es mag zwar sein, dass das Auftreten eines in der Software
angelegten Fehlers mit der iibermafligen Nutzung des Fahrzeugs zunimmt,
es wire aber unbillig, den Halter fiir einen Fehler aus der Sphére des
Herstellers haften zu lassen, obwohl er das Fahrzeug bestimmungsgemafy
nutzt.420 Fir dieses neue, vom Halter nicht beherrschbare Autonomierisiko
ist allein der Hersteller verantwortlich.!?! Nur er kann konkret dafiir Sorge
tragen, dass es nicht zu solchen Vorfallen kommt, indem er das Fahrsystem
vor dem Inverkehrbringen bestmdglich auf seine Sicherheit hin iberpriift
und laufend anpasst.

Den Hersteller aus dieser Verantwortlichkeit zu entlassen, wire nicht nur
unbillig, sondern auch 6konomisch fragwiirdig. Nach der 6konomischen
Analyse des Rechts ist der Hersteller der cheapest cost avoider.'4?? Er kann
am effizientesten dafiir Sorge tragen, dass Schidden zukiinftig vermieden
werden. Insofern sollten ihm die Kosten fiir derartige Schdden auferlegt
werden, um ihm einen Anreiz zur Schadensvermeidung zu geben.!423

Insgesamt gibt es also gute Griinde dafiir, die Haftung auf den Hersteller
zu verschieben.*?* Dennoch ist auch festzuhalten, dass die Intensitét dieser
Haftungsverschiebung de lege lata davon abhéngt, inwieweit die Rechtspre-
chung die haftungsrechtliche Verantwortlichkeit auch den Herstellern auf-
biirdet. Wie bereits festgestellt, haben die Gerichte aufgrund der Vielzahl

1420 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S. 1.

1421 Auch Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 144 f.

1422 Spindler, CR 2015, S. 766 (767); Wagner, AcP 2017, S. 707 (751); Ringlage, Haftungs-
konzepte fiir autonomes Fahren, 2021, S. 145.

1423 Sosnitza, CR 2016, S.764 (772); Eidenmiiller, ZEuP 2017, S.765 (772); Wagner
(2019) 88 Fordham L. Rev. 591, 602 1.

1424 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (18f.); Sosnitza, CR 2016,
S.764 (772); Kreutz, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 3.1.2 Rn. 30; Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 139.
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von auslegungsbediirftigen Regelungen nach dem geltendem ProdHaftG
einen weiten Auslegungsspielraum, von dem sie zu Gunsten oder zu Lasten
der Hersteller Gebrauch machen kénnen."?> Ein Haftungsrecht de lege
ferenda muss also so ausgestaltet sein, dass die notwendige Rechtssicherheit
erreicht wird und dem Hersteller Anreize fiir optimale Sorgfaltsanstrengun-
gen zur Schadenspréavention gesetzt werden, ohne dabei innovationshem-
mend zu wirken.

V. Zwischenergebnis

Die Halterhaftung bietet einen umfassenden Opferschutz fiir Geschéddigte.
Bis auf kleinere Anderungen gibt es im Rahmen der Haftungsregeln des
StVG wenig Anpassungsbedarf. Das Haftungsrecht erfiillt also seine Kom-
pensationsfunktion ausreichend.

Auch wenn die Regelungen der geltenden Produkthaftung - je nach
Auslegung der jeweiligen Vorschriften - keine signifikanten Haftungslii-
cken aufweisen,#2¢ ist das ProdHaftG an vielen Stellen nicht mehr zeitge-
maf formuliert, um Haftungsfragen im Zusammenhang mit neuartigen
Produkten wie selbstfahrenden Fahrzeugen rechtssicher zu kldren. Denn
viele autkommende Fragen im Zusammenhang mit Softwareprodukten,
dem Einsatz von KI und der Vernetzung von Fahrzeugen lassen sich
derzeit nur durch eine weite Auslegung der bestehenden Rechtsnormen
beantworten. Eine unklare Regelung entwertet jedoch die Anreizfunktion
des Haftungsrechts zur Schadensvermeidung, da die beteiligten Akteure
ihr Verhalten nicht an klaren Vorgaben ausrichten kénnen. Sofern jedoch
Regelungen unklar sind, wertet dies Anreizfunktion des Haftungsrechts zur
Schadensprivention ab, da die beteiligten Akteure ihr Verhalten nicht an
klaren Vorgaben ausrichten konnen. Die Effektivitat der Herstellerhaftung
hingt so mafigeblich von der Auslegung des geltenden Rechts durch die
Gerichte ab, die den Sorgfaltsmafistab ex post festsetzen. Da es im Grund-
satz jedoch angemessen erscheint, dem Hersteller einen Grofiteil der Scha-
denskosten aufzubiirden, da er die Kontrolle tiber die Steuerungssoftware
austibt, sollte der Gesetzgeber schon ex ante die Verantwortlichkeiten wei-
testgehend verteilen. Dabei wird es immer Bereiche geben, in denen sich
konkrete Sorgfaltsmafistabe erst ex post durch die Gerichte ermitteln lassen,

1425 Auch Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 137 f.
1426 So auch Sedlmaier/Krzic Bogataj, NJW 2022, S.2953 (2957).
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da das jeweilige Schadensszenario nicht vorhersehbar ist.14?” Entscheidend
ist jedoch, dass in den Bereichen, in denen bereits jetzt erkennbar ist, dass
Rechtsunsicherheiten bestehen und Verantwortlichkeiten unklar sind, die
Regelungen entsprechend angepasst werden.!428

Obwohl also das geltende ProdHaftG und die Produzentenhaftung im
Kern flexibel genug sind, um angemessene Antworten auf mogliche Haf-
tungsfragen zu finden, sollten Unklarheiten der geltenden Herstellerhaftung
beseitigt werden. Dies gilt fiir die Haftungsnormen, die Beweislastregelun-
gen und auch fiir technische Vorgaben, welche die Sicherheitserwartungen
an Produkte beeinflussen.

B. Schlussfolgerungen

Vor dem Hintergrund der getroffenen Feststellungen schlief3t sich die Frage
an, welche Anpassungen des Haftungsrechts de lege ferenda notwendig sind
und wie diese ggf. umzusetzen sind.

I. Diskutierte Ansdtze zur Anpassung des geltenden Haftungsrechts

In der Literatur wird eine Vielzahl von Losungsansitzen diskutiert, die
den Problemen, die sich aus dem Einsatz selbstfahrender Fahrzeuge erge-
ben kénnen, Rechnung tragen sollen. Auch auf Ebene der EU wurden
Vorschlage eingebracht, welche das Haftungsgefiige im Bereich der digita-
len Technologien neu ordnen sollen. Im Folgenden soll analysiert werden,
inwieweit diese geeignet sind, ein angemessenes Haftungsregime zu entwer-
fen.

1. Keine Anderung des geltenden Haftungsrechts

Teilweise wird die Auffassung vertreten, dass keine Notwendigkeit besteht,
das Haftungsrecht fiir den Einsatz selbstfahrender Fahrzeuge anzupas-

1427 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (10).
1428 Ahnlich Wagner, NJW 2023, S. 1313 (1314 f.).
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sen.*?” Die Untersuchung des geltenden Rechts hat gezeigt, dass dieses
grundsitzlich auch die notwendige Flexibilitit besitzt, um auch die Haf-
tungsfrage beim autonomen Fahren angemessen zu 19sen. Die entscheiden-
den Tatbestandsmerkmale zumindest der Herstellerhaftung sind die Fehler-
haftigkeit des Produkts bzw. die Verkehrspflichten, welche die Hersteller
zu erfiillen haben. Ohne weitere legislative Bemithungen wiirde die Kon-
kretisierung dieser Rechtsbegriffe allein in die Hinde der Rechtsprechung
gelegt. Dies hat zundchst den Vorteil, dass Gerichte wesentlich flexibler
auf neu auftretende Sachverhalte reagieren konnen als der Gesetzgeber.
Gleichzeitig hat das Richterrecht auch gravierende Nachteile gegeniiber
einer normativen Regelung. Zum einen wird gegeniiber den Beteiligten kei-
ne Rechtssicherheit erzeugt, solange sich noch keine gefestigte Rechtspre-
chung samt Kasuistik zu den einzelnen Sachverhaltsalternativen etabliert
hat. Zum anderen verfiigt die Judikative, die sich mit einer Vielzahl von
Rechtsmaterien befassen muss, tiber ein geringeres Risikowissen und unter-
liegt damit insbesondere der Gefahr von Riickschaufehlern.30 Gerichte
konnten die Wahrscheinlichkeit fiir bestimmte Schadensereignisse allein
deshalb deutlich tiberschitzen, da sie bereits eingetreten sind.*3! Insofern
sollte der Gesetzgeber zumindest einen rechtlichen Rahmen vorgeben, in-
nerhalb dessen die Judikative einzelne Sorgfaltspflichten herausarbeiten
kann.

Hinzu kommt, dass in einigen Teilbereichen der Herstellerhaftung noch
kein allgemeiner Konsens dariiber besteht, wie das Recht im Einzelnen
auszulegen ist. Hierbei handelt es sich um Weichenstellungen, die nicht der
Rechtsprechung {iberlassen werden sollten. Dies betriftt etwa die Frage, ob
Software ein Produkt im Sinne des § 2 ProdHaftG ist, ob die Verwendung
von selbstlernender KI ein Entwicklungsrisiko darstellt und ob sich Rechts-
durchsetzungsschwierigkeiten im Wege der richterlichen Beweislasterleich-
terungen l6sen lassen. Diese Schliisselbereiche der Haftung sollten deshalb
so weit vom Gesetzgeber geregelt werden, dass die Beteiligten {iber die not-
wendige Rechtssicherheit verfiigen, um ihr eigenes Verhalten entsprechend
anzupassen.

1429 Griitzmacher, CR 2016, S. 695 (698); Denga, CR 2018, S. 69 (77).

1430 Zech, Entscheidungen digitaler autonomer Systeme, 2020, S. 85f.

1431 Wagner, Deliktsrecht, 2021, S. 34 f.; eingehend Rachlinski, A Positive Psychological
Theory of Judging in Hindsight, 2000, S. 99 ff.
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2. Einschriankung der Herstellerhaftung

Vereinzelt wird argumentiert, dass die bestehenden Regelungen zur Produ-
zentenhaftung zu weitgehend seien und daher eingeschrankt werden soll-
ten.*32 Begriindet wird dies mit dem Argument, dass eine strenge Haftung
die Innovationsbereitschaft der Unternehmen einschranke.!*** Die Verant-
wortung solle allein beim Halter liegen, da dieser iiber das ,,Ob“ und die
Intensitit der Nutzung entscheidet.!*3* Dem ist jedoch entgegenzuhalten,
dass es zwar notwendig ist, Innovation nicht tiberméflig durch zu strenge
Haftungsregelungen einzuschrianken, andererseits miissen dem Hersteller
auch Anreize geschaffen werden, sichere Produkte in Verkehr zu bringen,
um Schédden von der Allgemeinheit abzuwenden.!**> Diesen Anreiz allein
in einem drohenden Reputationsverlust zu sehen,'3¢ ist nicht tiberzeugend,
da es sich hierbei nur um indirekte Kosten handelt, die zudem im Umbkehr-
schluss dem Geschiddigten nicht zugute kommen, so dass der Opferschutz
bereits leer liefe.1*3” Die Herstellerhaftung fiir das autonome Fahren einzu-
schranken, erscheint aus diesem Grund wenig {iberzeugend.

3. Einfithrung einer Gefdhrdungshaftung fiir Hersteller

Nicht wenige Autoren fordern die Einfiihrung einer Gefdhrdungshaftung
fiir Hersteller, um den Besonderheiten des autonomen Fahrens angemessen
zu begegnen. Hierbei kénnen im Wesentlichen zwei Ansitze unterschieden
werden. Zum einen wird gefordert, von der sorgfaltspflichtbezogenen Pro-
dukthaftung abzuriicken und fortan eine Gefahrdungshaftung fiir selbst-
fahrende Fahrzeuge und andere autonome Systeme einzufithren. Weiter
wird vorgeschlagen, den Hersteller wie einen Halter im Rahmen des StVG
haften zu lassen.

1432 Schubert, Gen Re 2015, S.1 (3); Lutz, NJW 2015, S.119 (1201.); Jdnich/Schrader/
Reck, NZV 2015, S.313 (318); diskutiert in Sandherr, NZV 2019, S.1 (4); Seufert,
NZV 2022, S.319 (324); Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021,
S.149f.

1433 Janich/Schrader/Reck, NZV 2015, S. 313 (318); Seufert, NZV 2022, S. 319.

1434 Lutz, NJW 2015, S. 119 (121).

1435 Vgl. 4. Teil: A. L. 2; sowie Wagner, AcP 2017, S. 707 (762); Spindler, CR 2015, S. 766
(774).

1436 So aber Schubert, Gen Re 2015, S. 1 (3).

1437 Auch Wagner, AcP 2017, S. 707 (7621.).
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a. Gefiahrdungshaftung im ProdHaftG

Verschiedene Autoren vertreten die Auffassung, dass aufgrund der von
selbstfahrenden Fahrzeugen ausgehenden Gefahren eine Gefdhrdungshaf-
tung bzw. Kausalhaftung im Rahmen der Produkthaftung eingefithrt wer-
den sollte."*38 Diese Diskussion bezieht sich nicht nur auf selbstfahrende
Fahrzeuge, sondern wird auch fiir andere autonome Systeme gefiihrt.14%
Die Einfithrung einer Gefdhrdungshaftung soll vor allem die vermeintli-
chen Haftungsliicken schliefSen, die sich aus dem Einsatz von selbstlernen-
den KI-Systemen und den daraus resultierenden Autonomie-, Weiterent-
wicklungs-, Transparenz- und Vernetzungsrisiken ergeben wiirden.*4? So
wirft Ebers die Frage auf, ob sich denn nicht der Hersteller von jeder
Haftung befreien konne, wenn er darauf hinweist, dass die Verdnderung
und Adaptivitit des Algorithmus gerade kein Fehler darstelle, sondern not-
wendige Eigenschaft der Technik sei.'*4! Geht man davon aus, dass es im
geltenden Produkthaftungsrecht keine Herstellerhaftung fiir diese Gefahren
gibt, ist der Ruf nach einer Gefahrdungshaftung nur folgerichtig.

Allerdings gehen die Autoren, die eine strenge Haftung der Hersteller
selbstfahrender Fahrzeuge fordern, von zwei Annahmen aus, die in dieser
Arbeit nicht getroffen werden. Zum einen gehen sie davon aus, dass in
selbstfahrenden Fahrzeugen KI zum Einsatz kommt, die sich wihrend der
Fahrt kontinuierlich anpassen kann. Dieses Risiko wird jedoch im Rahmen
dieser Arbeit als deutlich geringer eingeschatzt.'*42 Weder sich selbst verdn-
dernde noch selbststindig kommunizierende oder kooperierende Systeme
sind in naher Zukunft zu erwarten. Zum anderen wird von den Befiir-

1438 Borges, CR 2016, S.272 (279); Ebers, in: Oppermann/Stender-Vorwachs, Autono-
mes Fahren, 2017, S. 94 (120); Hey, Haftung des Herstellers autonomer Fahrzeuge,
2019, S.222ff.; andeutungsweise Ringlage, Haftungskonzepte fiir autonomes Fah-
ren, 2021, S.236; vgl. auch Deutscher Juristentag, Beschliisse des 73. Deutschen
Juristentages in Bonn 2022, https://djt.de/wp-content/uploads/2022/09/Beschlues
se.pdf,, S. 5.

1439 Dafiir etwa Sommer, Haftung fiir autonome Systeme, 2020, S. 462 ff.; ablehnend
Schulz, Verantwortlichkeit bei autonom agierenden Systemen, 2015, S. 363 f.; Haa-
gen, Verantwortung fiir KI, 2022, S. 367 f.

1440 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.189ff.; Ebers, in:
Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S.94 (119 ff.); Horner/
Kaulartz, InTeR 2016, S.22 (25f.); Schrader, in: Hermann/Knauff, Autonomes
Fahren, 2021, S. 57 (65f.).

1441 Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S. 94 (108).

1442 Vgl. 2. Teil: E. 11 4.
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wortern einer Gefidhrdungshaftung argumentiert, dass der Einsatz einer
solchen KI zum Ausschluss der Produkthaftung fiihre. Bereits an anderer
Stelle wurde festgestellt, dass der Einsatz einer bekanntermaflen unvorher-
sehbaren Technik nicht automatisch zu einer Haftungsbefreiung des Her-
stellers fithrt. Vielmehr muss er nachweisen, dass er alles Notwendige und
Erforderliche getan hat, um unerwiinschte Nebenfolgen des Systems von
vornherein auszuschlieflen. Ist er dazu nicht in der Lage, muss er zumindest
in sicherheitskritischen Anwendungsbereichen das System so absichern,
dass Verhaltensinderungen grundsitzlich ausgeschlossen sind.!443

Insofern ist eine Gefdhrdungshaftung fiir Hersteller nach der hier ver-
tretenen Ansicht nicht erforderlich. Hinzu kommt auch, dass eine Ge-
fahrdungshaftung im Rahmen der Herstellerhaftung einen weitgehenden
Gleichlauf zur Halterhaftung nach sich ziehen wiirde. Insofern miisste der
Hersteller nicht nur fiir die durch einen Produktfehler erhohte Betriebs-
gefahr einstehen, sondern auch fiir die allgemeine Betriebsgefahr. Diese
ist bislang dem Halter zugeordnet. Dies ist auch gerechtfertigt, da der
Halter die Vorteile der jeweiligen Fahrt zieht und hierfiir den Preis der
allgemeinen Betriebsgefahrhaftung zahlen muss. Fiir den Hersteller sollte
dieser Ansatz nicht gelten. Ziel der Produkthaftung ist der Schutz der
Allgemeinheit vor den besonderen Gefahren des Produkts, nicht jedoch
der Schutz vor solchen Gefahren, die sich auch bei fehlerfreiem Betrieb
realisieren.#4* Insgesamt ist die Einfithrung einer Gefahrdungshaftung fiir
Hersteller selbstfahrender Fahrzeuge also abzulehnen.!445

b. Hersteller als Halter im Rahmen des StVG

Eine weitere Variante der Einbeziehung des Herstellers in das Regime der
Haftung nach dem StVG fithrt Hey ein. Er schldgt vor, dass ein neu geschaf-
fener § 7a StVG den Hersteller wie einen Halter einer Betriebsgefahrhaftung
unterwerfen solle:

1443 3. Teil: D. VIL 1.

1444 AA Ebers, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2017, S.94
(120).

1445 So auch Kreutz, in: Oppermann/Stender-Vorwachs, Autonomes Fahren, 2020,
Kap. 3.1.2 Rn. 33.
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»§ 7a StVG

(1) Wird bei dem Betrieb eines autonomen Kraftfahrzeugs ein Mensch
getotet, der Korper oder die Gesundheit eines Menschen verletzt
oder eine Sache beschédigt, so ist der Hersteller des Fahrzeugs
verpflichtet, dem Verletzten den daraus entstehenden Schaden zu
ersetzen. Die Ersatzpflicht ist ausgeschlossen, wenn hohere Gewalt
den Unfall verursacht hat.

(2) §8Nr.2,3und die §§ 8a-17 gelten entsprechend.

(3) Ist neben dem Hersteller auch der Halter zum Schadensersatz ver-
pflichtet, gilt fiir den Ausgleich untereinander §17 Abs.1 entspre-
chend 1446

Durch die Aufnahme des Herstellers in das System der Betriebsgefahrhaf-
tung soll insbesondere ein Ausgleich fiir die vom Hersteller geschaffene
Autonomiegefahr geschaffen werden, der nach Ansicht Heys durch die Her-
stellerhaftung nur unzureichend erreicht wird."*4” AufSerdem soll durch den
Verweis von § 7a Abs. 3 StVG ein flexibler Ausgleich der Verursachungsbei-
trage nach §17 StVG moglich sein.*4® Gleichzeitig soll der Halter aber
weiterhin gleichberechtigt als weiteres Haftungssubjekt zur Verfiigung ste-
hen,1449

Allerdings ist nicht ersichtlich, weshalb der Hersteller in das System der
Straflenverkehrshaftung eingebunden werden soll. Wihrend der Halter den
allgemeinen Betrieb zu verantworten hat, steht der Hersteller lediglich fiir
die Fehlerlosigkeit eines Fahrzeugs ein. Dies beinhaltet auch den fehlerlo-
sen Betrieb des Fahrzeugs, nicht aber die Verantwortung fiir das allgemeine
Betriebsrisiko.1*** Diese wird dem Halter vor allem deshalb aufgebiirdet,
da einem Unfallgeschddigten ein geeigneter Schuldner in Gestalt eines
Haftpflichtversicherers zur Seite gestellt werden soll.1*>! Die Herstellerhaf-

1446 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 239.

1447 Ebenda, S.232f.

1448 Ebenda, S. 238.

1449 Ebenda; Spindler, CR 2015, S.766; Wagner/Goeble, ZD 2017, S.263 (266); Zech,
in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.163 (200); Zech,
ZEPW 2019, S. 198 (216); Bréutigam/Klindt, NJW 2015, S.1137 (1139); Théne, Auto-
nome Systeme und deliktische Haftung, 2020, S. 244; Borges, CR 2016, S. 272 (278).

1450 So auch Borges, CR 2016, S.272 (279).

1451 BGH, Urt. v. 9.1.1959 - VI ZR 202/57, Rn. 8 (BGHZ 29, 163); Briiggemeier, Haf-
tungsrecht, 2006, S.105; Freymann, in: jurisPK-StrVerkR, Einl. Rn. 74 ff. (Stand:
1.12.2021). sowie 3. Teil: A. L.
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tung erfiillt einen anderen Zweck. Sie soll zwar auch den wirtschaftlich
schwicheren Verbraucher vor dem Produkt schiitzen, vor allem aber soll
sie einen Anreiz fiir den Hersteller schaffen, Schadensverhiitung zu betrei-
ben und damit moglichst sichere Produkte auf den Markt zu bringen.!45?
Wiirde der Hersteller im Rahmen einer allgemeinen Betriebsgefahrhaftung
auch fiir solche Schiden haften, die sich selbst bei Einhaltung eines berech-
tigterweise zu erwartenden Sicherheitsniveaus ergeben, entfiele auch der
Anreiz, ein besonders hohes MafS an Sicherheit zu erreichen, da einer
Haftung ohnehin nicht zu entkommen wire. Zwar bliebe auch nach Hey
die Moglichkeit des Regresses beim Halter im Innenverhiltnis, allerdings
wiirde der Hersteller aufgrund der geringen Haftungsvoraussetzungen des
einzufithrenden § 7a StVG zunachst im AufSenverhaltnis voll verantwortlich
sein. Dies scheint vor der unterschiedlichen Zielsetzung der Halter- und
der Herstellerhaftung nicht gerechtfertigt. Zudem gibt es EU-rechtliche
Bedenken, Fragen der Herstellerhaftung im Rahmen {iber nationales Recht
im Rahmen des StVG zu regeln.!#>? Es sollte also dabei bleiben, dass der
Hersteller nur fiir die fehlerspezifischen Produktrisiken, nicht aber fiir das
allgemeine Betriebsrisiko einzustehen hat.

4. Anpassung der Verschuldenshaftung der Hersteller

In dieser Arbeit wurde an anderer Stelle erértert, ob der Hersteller als
unmittelbar oder analog als Fahrzeugfiihrer i.S.d. § 18 Abs.1 StVG angese-
hen werden konnte. Dieser von Schrader'*>* eingebrachte Ansatz wurde
bereits an anderer Stelle abgelehnt. Entscheidend ist vor allem, dass der
Hersteller nicht in gleicher Weise die unmittelbare Verantwortung tiber die
Fahrzeugsteuerung ausiibt wie ein menschlicher Fahrer. Er setzt lediglich
abstrakte Vorgaben iiber die generelle Fahrweise und programmiert Hand-
lungsoptionen fiir diverse Verkehrssituationen, nicht aber kontrolliert oder
iberwacht er die einzelne Fahrt wie ein Fahrzeugfiihrer.145

Denkbar wire jedoch den Hersteller qua Gesetz zum haftungsrechtli-
chen Fahrzeugfithrer im Sinne des §18 StVG zu erheben, um die Prinzi-

1452 Vgl. 3. Teil: D. 1.

1453 Diese raumt er auch selbst ein, Hey, Haftung des Herstellers autonomer Fahrzeuge,
2019, S.239f1.

1454 Schrader, NJW 2015, S. 3537 (3541); s.a. Schrader, DAR 2016, S. 242 (245).

1455 Vgl. 3. Teil: B.
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pien der Fahrerhaftung auch gegen ihn gelten zu lassen. Hierfiir miisste
gesetzlich festgelegt werden, dass der Hersteller explizit zum Zwecke des
Schadensausgleichs im Rahmen der Haftung nach § 18 StVG als Fahrzeug-
fithrer anzusehen sei. Eine solche Gesetzesanpassung wire zwar denkbar,
sorgt jedoch nicht fiir eine Verbesserung der Situation des Geschidigten,
da die als Verschuldenshaftung konzipierte Fahrerhaftung ebenfalls den
gleichen Exkulpationsmoglichkeiten unterworfen ist, wie der Anspruch der
Produzentenhaftung nach § 823 Abs.1 BGB, im Rahmen dessen die Verlet-
zung von Sorgfaltspflichten ebenfalls gepriift wird. Gleichsam wiére laut
Schrader auch die Fahrzeugfithrerhaftung parallel zur Herstellerhaftung
dann gem. §18 Abs.1S.2 StVG ausgeschlossen, wenn der unfallursdchliche
Fehler unvorhersehbar ist, d.h. nach dem Stand der Wissenschaft und
Technik nicht erkannt werden kann."*>¢ Da sich Stand der Wissenschaft
und Technik im Rahmen der Herstellerhaftung nach dem Zeitpunkt des
Inverkehrbringens des Produkts messen lassen, wéhrend fiir das Verschul-
den des menschlichen Fahrzeugfiihrers stets die Koinzidenz zwischen der
Pflichtverletzung und dessen Schuldhaftigkeit zum Zeitpunkt des unfallver-
ursachenden Ereignisses bestehen muss, wire ein Rickgriff auf das Regime
der Fahrzeugfithrerhaftung zu Lasten des Herstellers systemwidrig. Hey
spricht in diesem Zusammenhang auch von situativem Unrecht, welches
nur demjenigen zugerechnet werden diirfe, welcher auch personlich ge-
handelt habe.!*5” Begriinden ldsst sich dies zum einen damit, dass der Ge-
setzgeber offensichtlich von einem situativ handelnden Fahrzeugfiihrer als
Schédiger ausgeht, wahrend der Halter sich auch als passives Rechtssubjekt
die Betriebsgefahr zurechnen lassen miisse.*>® Die Verschuldenshaftung
des Straflenverkehrsrecht lasst sich dogmatisch nicht mit den Prinzipien
der Herstellerhaftung vereinen, die an der Fehlerhaftigkeit des Produkts an-
kntipft. Es ist nicht ersichtlich, wie der Sorgfaltsverstofl des fahrzeugfiihren-
den Herstellers bewertet werden soll, wenn nicht anhand des allgemeinen
Fehlerbegriffs. Laufen jedoch beide Anspriiche gleich — wie Schrader an-
deutet —,14% fehlt schon das Bediirfnis, artifiziell einen parallelen Anspruch
im StVG zu kreieren.

1456 Schrader, DAR 2016, S. 242 (246 f.).

1457 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 221.

1458 Borges, CR 2016, S.272 (277); Hey, Haftung des Herstellers autonomer Fahrzeuge,
2019, S. 221.

1459 ,Das Maf} der Vorhersehbarkeit ist dabei an den fiir die Produkthaftung geltenden
Maf3staben zu orientieren’; Schrader, DAR 2016, S. 242 (245).
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5. Erleichterungen in der Rechtsdurchsetzung

Vorgeschlagen wird auch, das Beweisrecht anzupassen oder weitergehen-
de Auskunftsanspriiche gesetzlich zu statuieren. Ein Teil der Literatur for-
dert, Beweisschwierigkeiten des Geschddigten gegeniiber dem Hersteller
dadurch zu erleichtern, indem die Fehlerhaftigkeit des Fahrzeugs gesetz-
lich vermutet oder eine Beweislastumkehr eingefithrt wird, wenn sich das
Fahrzeug verkehrswidrig verhalten hat.146° Im Gegensatz zu dem hier vor-
geschlagenen Anscheinsbeweis, der durch die Rechtsprechung eingefiihrt
werden miisste, lage hier der Vorteil in einer klaren gesetzlichen Regelung.
Eine solche Regelung kénnte jedoch nur durch eine Anpassung der Prod-
HaftRL auf EU-Ebene erreicht werden.46!

Andere Autoren wollen die Beweisnot des Geschddigten dadurch min-
dern, dass dem Hersteller weitreichende Dokumentations- und Offenle-
gungspflichten im Rahmen von Schadensprozessen treffen.¢? So fordert
Xylander, den Hersteller einerseits dazu zu verpflichten, umfassende Daten
iber die Fahrzeugsteuerung in einer Weise zu dokumentieren, die eine
Inaugenscheinnahme i.5.d. § 371 Abs. 1 S.2 ZPO ermdglicht. Im Falle eines
Haftungsprozesses soll der Halter bzw. Hersteller verpflichtet sein, diese
Daten zur Geltendmachung, Befriedigung oder Abwehr von Rechtsansprii-
chen offenzulegen, sofern datenschutzrechtliche Erwédgungen nicht entge-
genstehen.!463

Derartige Beweiserleichterungen werden zum Teil kritisch betrachtet.
Argumentiert wird, dass hierdurch versucht wird, materiellrechtliche Pro-
bleme prozessual zu 16sen.!464 Allerdings ist umstritten, ob Beweislastnor-
men dem materiellen oder prozessualen Recht zuzuordnen sind.4%> Au-

1460 Gless/Janal, JR 2016, S. 561 (574); Griitzmacher, CR 2016, S. 695 (697 f.); Horner/
Kaulartz, CR 2016, S.7 (9).

1461 Vgl. 3. Teil: H. I. 2. a. (bb); sowie Graf von Westphalen, in: Foerste/Graf von
Westphalen, Produkthaftungshandbuch, § 55 Rn. 8; auch Arbeitsgruppe ,Digitaler
Neustart® der Konferenz der Justizministerinnen und Justizminister der Ldnder,
Berichte vom 1. Oktober 2018 und 15. April 2019, S. 221.

1462 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 274 ff.; angedacht Hanisch, in:
Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S.109 (118); Vogt, NZV 2003,
S.153 (160).

1463 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 279.

1464 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 217.

1465 Musielak, Die Grundlagen der Beweislast im Zivilprozef3, 1975, S. 26 ff.
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lerdem ist zu entgegnen, dass die Beweislastverteilung grundsitzlich ein
addquates Mittel zur Herstellung materieller Gerechtigkeit ist. In Fllen, in
denen der Nachweis iiber eine Tatsache von einer Partei nur schwer zu
erbringen ist, nutzt der Gesetzgeber regelméfiig Beweiserleichterungen, um
ein Ungleichgewicht zwischen den Parteien zu beseitigen.®® Dartiber hi-
naus kann iiber das Beweisrecht eine positive verhaltenssteuernde Wirkung
erzeugt werden. Sofern der Fehler nur dann vermutet wird, wenn das Fahr-
zeug objektiv gegen geltendes Straflenverkehrsrecht verstofien hat, steigt
auch der Anreiz zur Schaffung moglichst sicherer Systeme und zur sorgfal-
tigen Dokumentation von Beweismitteln."¢” Dem Hersteller verbleibt zu-
dem die Moglichkeit des Gegenbeweises. Aulerdem wire die Neuordnung
der Beweislastverteilung gegeniiber der Einfithrung einer Gefahrdungshaf-
tung das mildere Mittel, da bei letzterer eine Exkulpation des Herstellers
nur beim Beweis von hoherer Gewalt geldnge.!468

Allerdings diirfte es nicht ausreichen, nur die Offenlegungspflichten und
Beweislastregeln zu dndern. Denn damit wire ein Grofiteil der Rechtsunsi-
cherheiten, die sich aus dem geltenden Haftungsrecht ergeben, nicht besei-
tigt. Insofern sind solche Regelungen nur ein Puzzlestein neben anderen
Anderungen, die de lege ferenda vorgenommen werden sollten.

6. Versicherungslosungen und Haftungskollektivierung

Weitere Ansdtze versuchen, die bestehenden Haftungsprobleme iiber das
Versicherungsrecht zu 16sen. Dabei gibt es verschiedene Lsungsvorschla-
ge. So wird etwa gefordert, ein Unfallversicherungssystem zu etablieren,
in das die verschiedenen Stakeholder, also Halter, Hersteller und ggf. die
offentliche Hand, einzahlen. Aus diesem Versicherungspool sollen dann alle
Schédden im Zusammenhang mit selbstfahrenden Fahrzeugen reguliert wer-
den konnen.1%® Ebenso gibt es Bestrebungen, die Pramienzahlungen fiir

1466 Ebenda, S. 367, 370.

1467 Vgl. auch Hanisch, in: Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S.109
(119).

1468 So spricht sich Hey einerseits gegen eine Losung der Haftungsfrage iiber das
Beweisreicht aus, fordert im Gegenzug aber eine der Halterhaftung dhnliche Ge-
fahrdungshaftung fir den Hersteller, Hey, Haftung des Herstellers autonomer
Fahrzeuge, 2019, S. 217, 231 ff.

1469 Etwa Janal, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.139
(157); angedacht auch schon bei Hanisch, Haftung fiir Automation, 2010, S.184f.;
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die Haftpflichtversicherung des Halters auf den Hersteller umzulegen und
so den Hersteller mit in die Verantwortung fiir Schidden aus der Betriebs-
gefahr zu nehmen.”? Andere Autoren verlangen nach einem Haftungsmo-
dell gradueller Gesamtschuldnerschaft, in welchem jeder Akteur zwar im
Auflenverhiltnis voll haftet, wihrend einzelne Haftungsanteile im Innen-
verhiltnis ausgeglichen werden.!”! Dabei sollen jedoch zum Teil nicht blof3
Verursachungsbeitrdge zur Quotenermittlung einbezogen werden, sondern
auch wirtschaftliche und soziale Faktoren wie Marktanteile der Hersteller.
Ebenso wird angedacht, Private ggf. ganz freizustellen.!2

Die Vorteile solcher Versicherungslosungen liegen auf der Hand. Den
Geschadigten steht mit dem Versicherer immer ein zahlungsfahiger Schuld-
ner gegeniiber, wihrend die Schadenskosten tiber die Pramienzahlungen
der einzelnen Akteure sozialisiert werden.”? Hierfiir miissten jedoch noch
einige Hiirden iiberwunden werden. So miisste etwa eine einzufiithrende
Unfallversicherung ausnahmsweise auch fiir Sachschiaden autkommen, um
einen angemessen Opferschutz zu gewéhrleisten.!47

Systeme der Kollektivierung von Haftung fiir Schidden durch selbstfah-
rende Fahrzeuge haben jedoch auch Nachteile. Insbesondere fiithrt die Ver-
lagerung von Schadensrisiken auf Versicherer dazu, dass Anreize zur Scha-
densprivention sinken. Durch die Streuung der Schadenskosten besteht
die Gefahr, dass die Hersteller, welche iiber ein etwaiges Versicherungsmo-
dell freigestellt werden, geringere Aufwendungen betreiben, ihre Fahrzeuge
sicherer zu konstruieren.”> Zu dhnlichen Ergebnissen fiihrt ein System
kollektiver Gesamtschuld, hinter dem sich die einzelnen Verantwortlichen

diskutiert auch in Zech, Entscheidungen digitaler autonomer Systeme, 2020,
S. 107 ff.

1470 Lutz, NJW 2015, S.119 (121); ebenfalls ausfithrlich m.w.N. diskutiert in Hey, Haf-
tung des Herstellers autonomer Fahrzeuge, 2019, S.212f,; sowie Zech, Entschei-
dungen digitaler autonomer Systeme, 2020, S.105ff.; vgl. auch Schaub, JZ 2017,
S.342 (345).

1471 Spiecker gen. Déhmann, CR 2016, S. 698 (703); ahnlich wird auch eine Proportio-
nalhaftung nach Verursachungsbeitrigen gefordert, Sommer, Haftung fiir autono-
me Systeme, 2020, S. 470 ff.

1472 Vgl. hierzu Spiecker gen. Déhmann, CR 2016, S. 698 (703).

1473 Zech, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S. 163 (202).

1474 So bspw. Zech, Entscheidungen digitaler autonomer Systeme, 2020, S.107 ff.; kri-
tisch Wagner, VersR 2020, S. 717 (740 f.).

1475 So auch Wagner, VersR 2020, S.717 (741); Zech, in: Gless/Seelmann, Intelligente
Agenten und das Recht, 2016, S.163 (202); Armbriister, in: Gless/Seelmann, Intel-
ligente Agenten und das Recht, 2016, S.205 (221f.); Taeger, in: Ehring/Taeger,
Produkthaftungs- und Produktsicherheitsrecht, § 3 ProdHaftG Rn. 59.
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~verstecken konnen.!¥7¢ Insgesamt sind Versicherungs- und andere Kollek-
tivierungsmodelle abzulehnen, da sie zu einer Verwdsserung der Verant-
wortlichkeiten fithren und damit die Gefahr bergen, die Anreizfunktion der
aufServertraglichen Haftung auszuhdhlen.

7. Rechtspersonlichkeit fiir selbstfahrende Fahrzeuge

Besondere Aufmerksamkeit erfuhr der Ruf nach der Einfithrung einer
Rechtspersonlichkeit oder elektronischen Person!*”” fiir autonome Systeme.
In der Rechtswissenschaft wird das Konzept der ePerson schon ldnger dis-
kutiert."”8 Uberraschend war vor allem die Empfehlung des europiischen
Parlaments vom 16.2.2017, in welchem das EU-Parlament die Kommission
auffordert zu untersuchen, ob es sinnvoll sei, ,langfristig einen speziellen
rechtlichen Status fiir Roboter zu schaffen, damit zumindest fiir die ausge-
kltigeltsten autonomen Roboter ein Status als elektronische Person festge-
legt werden konnte, die fiir den Ausgleich simtlicher von ihr verursachten
Schéden verantwortlich wére“147° Trotz der zum Teil heftigen Kritik insbe-
sondere am Vorstof$ des Europdischen Parlaments'® wird das Konzept der
ePerson in der Literatur bis heute intensiv diskutiert.!8!

1476 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 216.

1477 Im Folgenden: ePerson, vereinzelt auch als e-Person oder E- Person bezeichnet.

1478 Vgl. etwa Hanisch, Haftung fiir Automation, 2010, S.208; Schirmer JZ 2016, S. 660
(663 ff.); Beck, JR 2009, S. 225 (2291.); aus strafrechtlicher Perspektive Hilgendorf,
in: Beck, Jenseits von Mensch und Maschine, 2012, S. 119 (125 ff.).

1479 Entschliefung des Europdischen Parlaments vom 16.2.2017 mit Empfehlun-
gen an die Kommission zu zivilrechtlichen Regelungen im Bereich Robotik
(2015/2103(INL)), Allg. Grds. Nr. 59 lit. f.

1480 So gab es etwa einen offenen Brief von Experten und Herstellern auf dem Gebiet
der KI, welche sich eindringlich gegen die Einfithrung einer ePerson aussprach,
Open Letter to the European Commission Artificial Intelligence and Robotics,
http://www.robotics-openletter.eu/; ebenso kritisch European Commission —
Expert Group on Liability and New Technologies, Liability for Artificial Intelligence
And Other Emerging Digital Technologies, 2019, S. 37 ff.

1481 Zuletzt Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 152 ff.; Kleiner,
Die elektronische Person, 2021, S. 145 ff.; Linke, MMR 2021, S. 200 (201 ff.).
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a. Konzepte der ePerson

Fur die ePerson werden verschiedene Modelle diskutiert. So ist es denkbar,
die ePerson als dritte Kategorie neben den natiirlichen und juristischen
Personen einzufiihren.!*82 Die ePerson fiir autonome Systeme im Allgemei-
nen soll jedoch nicht nur Rechtssubjektivitit zum Zwecke des Ausgleichs
der aulervertraglichen Haftung verleihen, sondern auch Liicken in anderen
Teilen des Zivilrechts schliefSen. So soll die ePerson auch Willenserklarun-
gen abgeben konnen, Eigentum erwerben oder etwa iiber Konten und
Geld verfiigen konnen.*® Daneben gibt es aber auch eingeschrianktere
Modelle, wie etwa das Konstrukt des "Roboters mit beschrankter Haftung"
(RmbH),!48 das sich, wie der Name schon sagt, an der gesellschaftsrecht-
lichen GmbH orientiert, oder die Anerkennung einer Teilrechtsfahigkeit
autonomer Systeme.!48

Allen Konzepten ist gemein, dass autonomen Systemen ein Rechtsstatus
gewdhrt werden soll, der es zumindest auch ermdglicht, dass das System
selbst haftbar fiir von ihm verursachte Schiden gemacht werden kann. Da
es aus haftungsrechtlicher Sicht zundchst unerheblich ist, ob die ePerson in
der Lage sein soll, selbststandig und selbstverantwortlich Rechtsgeschifte
abzuschlieflen, ist im Rahmen dieser Arbeit nur von Interesse, dass alle drei
Varianten vorsehen, dass das autonome System Haftungssubjekt sein kann.
Mafigeblich hierfiir ist, dass dem selbstfahrenden Fahrzeug Handlungsfa-
higkeit zuerkannt wird und zur Regulierung von Schéden eine Haftungs-
masse besitzt.1486

Zweifel kommen bereits bei der Frage nach der Handlungsfihigkeit eines
selbstfahrenden Fahrzeugs auf. Zwar trifft das Steuerungssystem im Stra-
Benverkehr eigenstdndige ,Entscheidungen® Diese beruhen aber letztlich
auf den implementierten Algorithmen, die teils vom Hersteller vorgegeben,
teils mit Methoden der KI erlernt wurden. Zwar liefle sich argumentieren,
dass die Grenze zur Handlungsfreiheit des selbstfahrenden Fahrzeugs tiber-
schritten ist, wenn selbstlernende KI-Systeme zum Einsatz kommen, da

1482 Giinther, Robotor und rechtliche Verantwortung, 2016, S.251ff.; Mayinger, Die
kiinstliche Person, 2017, S. 213 ff.

1483 Mayinger, Die kiinstliche Person, 2017, S. 227 ff.; Teubner, AcP 2018, S. 155 (161).

1484 Eingehend Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 183 ff.

1485 Schirmer (2016) 71 JZ 660, 717 f.; Teubner, AcP 2018, S. 155 (163 ff.).

1486 Beck, in: Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S. 239 (255 f.); Pieper,
InTeR 2016, S. 188 (191); Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019,
S.204 ff.; Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S.173 ff.
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sich die Fahrzeuge dann von der Gestaltungshoheit des Herstellers eman-
zipieren.*8” Jedoch bestehen auch dann Zweifel an der Handlungsfihig-
keit autonomer Systeme, da sich diese spétestens prozessual — vermutlich
durch den Hersteller — vertreten lassen miissten und damit jedenfalls die
Prozessrechtsfahigkeit nicht bestiinde.18% Es ist zumindest zweifelhaft, ob
selbstfahrende Fahrzeuge iiber die erforderliche Handlungsfahigkeit verfii-
gen, die eine eigenstdndige Rechtssubjektivitt rechtfertigen wiirde.!3° Bei
Anerkennung der Teilrechtsfdhigkeit wiirden sich diese Probleme hingegen
nicht stellen. Hier wird angenommen, dass eine digitale Assistenzhaftung!4>°
im Sinne des eigentlich nicht anwendbaren § 831 BGB*! bzw. § 31 BGB
eingefiihrt wird. Ein anderer Ansatz will Roboter analog zu § 90a BGB zu
Hilfspersonen erkliren und hierdurch eine Zurechnung iiber §278 BGB
bzw. eine Direkthaftung der Hersteller nach § 831 BGB ermdglichen.42

Die weitere Voraussetzung, die Bereitstellung einer Haftungsmasse, wire
dagegen weniger problematisch./**3 Die nétige Deckung liefle sich durch
die Einfithrung eines Fondssystems erreichen, in welche etwa Halter und
Hersteller einzahlen. Denkbar wire auch die Bildung eines Stammkapi-
tals oder die Bereitstellung der Haftungsmasse tiber eine Pflichtversiche-
rung.** Die Grofle der Haftungsmasse konnte sich wiederum an den
Haftungshochstsummen des §12 StVG orientieren, allerdings mit dem
Nachteil, dass hierdurch nur die Hochstsumme fiir einen Unfall erfasst
wiare.% Auch die Identifizierbarkeit der ePerson wire wohl mit einigem

1487 Jedoch ist derzeit nicht zu erwarten, dass selbstlernende KI-Systeme, die sich nach
Inverkehrbringen ohne Herstellerkontrolle weiterentwickeln kénnen, zukiinftig in
der Automobilbranche eingesetzt werden, da die Gefahren gegeniiber den Vortei-
len nach dem gegenwirtigen Stand der Technik eindeutig tiberwiegen, vgl. 2. Teil:
B. 1L

1488 Janal, in: Gless/Seelmann, Intelligente Agenten und das Recht, 2016, S.139 (571);
Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 205.

1489 Auch Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 204 f.

1490 Teubner, AcP 2018, S.155 (177, 1911t.).

1491 Vgl. zur analogen Haftung nach § 831 BGB: 3. Teil: C. IIL

1492 ,Autonome Systeme sind keine Personen. Auf sie sind die fiir Hilfspersonen
geltenden Vorschriften entsprechend anzuwenden, soweit nicht etwas anderes be-
stimmt ist Schirmer, JZ 2019, S. 711 (717).

1493 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S.173; Hey, Haftung des
Herstellers autonomer Fahrzeuge, 2019, S. 205 f.

1494 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (33); Hinze, Haftungsrisiken des
automatisierten und autonomen Fahrens, 2021, S. 217.

1495 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S.205f.
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Aufwand erreichbar. Zwar kann man sich fragen, ob eigentliche alle Bautei-
le und Software-Elemente Teil der ePerson sein sollen,'*%¢ jedoch liele sich
dies definitorisch 16sen. Zur dufieren Identifizierbarkeit miisste zudem eine
Art einsehbares Register gefiihrt werden, in welchem Kontaktpersonen,
Adressen und Haftungssummen hinterlegt werden.!*%”

Insofern ldsst sich festhalten, dass die ePerson fiir selbstfahrende Fahr-
zeuge zumindest rechtlich konzipiert werden kénnte. Zwar bestehen erheb-
liche Zweifel an der Handlungsfahigkeit der Fahrzeuge, diese konnten aber
normativ iiberwunden werden, indem der Gesetzgeber die Handlungsfa-
higkeit selbstfahrender Fahrzeuge rechtlich anerkennt.

b. Rechtliche Notwendigkeit

Die Frage, ob die ePerson ein rechtlich sinnvolles Konstrukt ist, wird kon-
trovers diskutiert. Die Debatte beriihrt sowohl rechtspraktische Fragen als
auch rechtsphilosophische und rechtssoziologische Bereiche.!**8 Entschei-
dend fiir die Beurteilung der Angemessenheit eines vollig neuen und re-
volutiondren Ansatzes zur Einfithrung einer dritten Kategorie von Rechts-
subjektivitit neben den natiirlichen und juristischen Personen ist, ob die
ePerson Probleme l6sen kann, die durch die bestehenden Prinzipien des
Rechts unlgsbar erscheinen. Dementsprechend sollte ein solches neuartiges
Rechtskonstrukt auch keine neuen dogmatischen Konflikte verursachen.4%

Die Einfiihrung einer ePerson, welche ggf. einer Gefdhrdungshaftung
unterworfen ist,’’°0 hitte den Vorteil, dass etwaige Haftungsliicken, die
aus der Autonomie und der Intransparenz autonomer Systeme resultieren,
geschlossen werden konnten. Es gibe fiir Unfille mit Beteiligung selbst-
fahrender Fahrzeuge einen identifizierbaren Haftungsadressaten, der bei
entsprechender Haftungsmasse Schiaden der Unfallopfer ausgleichen konn-

1496 Hey, Haftung des Herstellers autonomer Fahrzeuge, 2019, S. 206 f.

1497 Beck, in: Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S.239 (256); Giin-
ther, Robotor und rechtliche Verantwortung, 2016, S.205; Ringlage, Haftungskon-
zepte fiir autonomes Fahren, 2021, S. 178 ff.

1498 Beck, in: Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S. 239 (239 ff.); Teub-
ner, ZRSoz 2006, S.5ff.; Mayinger, Die kinstliche Person, 2017, S.2I3ff,; siche
auch zu der Frage, ob Roboter mit Schutzrechten ausgestattet werden miissten,
Darling, in: Calo/Froomkin/Kerr, Robot Law, 2016 (16 ff.).

1499 Auch Beck, in: Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S. 239 (249).

1500 So z.B. Teubner, AcP 2018, S.155 (191 t.).
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te.5 Insbesondere die Verantwortung des Herstellers miisste nicht mehr
tiber die Hiirde der Fehlerhaftigkeit und der berechtigten Sicherheitserwar-
tungen hinweg bewiesen werden, sondern es konnte die ePerson selbst in
Anspruch genommen werden.

Gleichzeitig entstiinden auch neue Problemkreise mit der Einfithrung
der ePerson. Dies betrifft zum einen grundsitzliche Fragen, wie die Grund-
rechtsfahigkeit der ePerson.’®°2 Daneben gibt es aber auch haftungsrecht-
liche Konsequenzen, welche zu bedenken sind. So hat die Verlagerung
der Verantwortung auf die ePerson den Nachteil, dass der Hersteller sich
darauf beschrinken kann, in den Haftungsfonds oder die Versicherung
einzuzahlen. Werden diese Kosten zudem auf mehrere Beteiligte verteilt,
sinkt der Anreiz der Hersteller, in die Sicherheit der Fahrzeuge und deren
Steuerungssoftware zu investieren, da sich das Kostenrisiko auf die Beitrdge
zur Haftungsmasse beschrinkt.’9 Da die ePerson - anders als ein Mensch
- sein Verhalten nicht anhand der drohenden Haftungsrisiken anpassen
kann, entfallt auch eine verhaltenssteuernde Wirkung gegeniiber dem auto-
nomen System.!>%4

Ahnlich wie bei versicherungsrechtlichen Lésungen werden die Scha-
denskosten lediglich auf mehrere Schultern verteilt, ohne jedoch Anreize
fir den Hersteller zur Verbesserung der Fahrzeugsicherheit zu schaffen.
Sollte die Haftungsmasse gar begrenzt werden, wiirde die ePerson zu einem
Instrument der Haftungsbegrenzung, mit dem die Hersteller die Schadens-
kosten externalisieren konnten.1>0>

1501 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 211.

1502 Kersten, JZ 2015, S.1 (71f.); Mayinger, Die kiinstliche Person, 2017, S.233 ff.; Hin-
ze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021, S.215f;
Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S.181ff; Kleiner, Die
elektronische Person, 2021, S. 215f.

1503 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (33, 35); Hey, Haftung des
Herstellers autonomer Fahrzeuge, 2019, S.208; Hinze, Haftungsrisiken des auto-
matisierten und autonomen Fahrens, 2021, S. 217 f.

1504 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (33).

1505 Hanisch, in: Hilgendorf/Beck, Robotik im Kontext von Recht und Moral, 2014,
S.27 (40); Wagner, in: Faust/Schéfer, Zivilrechtliche und rechtsékonomische Pro-
bleme des Internet und der kiinstlichen Intelligenz, 2019, S.1 (35); Hey, Haftung
des Herstellers autonomer Fahrzeuge, 2019, S.208; Hinze, Haftungsrisiken des
automatisierten und autonomen Fahrens, 2021, S.218; aA Ringlage, Haftungskon-
zepte fiir autonomes Fahren, 2021, S. 215.
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Dariiber hinaus besteht nach den Feststellungen dieser Arbeit auch keine
Notwendigkeit der Einfithrung der ePerson.>%¢ Das bestehende Haftungs-
recht ist im Kern geeignet die Schaden, die durch selbstfahrende Fahrzeuge
verursacht werden, ausreichend zu kompensieren. Zwar weist auch das
Recht de lege lata noch einige Schwichen auf, diesen muss jedoch nicht mit
einer Abkehr von der bestehenden Haftungsdogmatik durch Einfithrung
einer elektronischen Rechtspersonlichkeit begegnet werden.>%” Vielmehr
sollte der Gesetzgeber zunéchst bestehende Rechtsinstrumente nutzen und
etwaige Verantwortungsliicken durch kleinere Eingriffe schlieflen.

8. Vorschlédge auf EU-Ebene

Neben den vor allem in der Literatur diskutieren Ansdtzen gibt es auch
seitens der EU einige Vorschldge, die fiir die Haftung von selbstfahren-
den Fahrzeugen relevant sein konnten. Zunédchst wurde im Jahr 2021 der
Vorschlag fiir eine Verordnung zur Festlegung harmonisierter Regeln fiir
kiinstliche Intelligenz (KI-VO-E) vorgelegt.%8 Es folgten im Jahr 2022
der Vorschlag zur Anpassung der Vorschriften iiber auf8ervertragliche zivil-
rechtliche Haftung an kiinstliche Intelligenz (KI-HaftRL-E)">%° sowie der
Vorschlag iiber die Haftung fiir fehlerhafte Produkte (ProdHaftRL-E).!>!0

1506 So auch ein Grofteil des Schrifttums; auszugsweise Wagner, in: Faust/Schifer,
Zivilrechtliche und rechtsdkonomische Probleme des Internet und der kiinstlichen
Intelligenz, 2019, S.1 (36 f.); Hey, Haftung des Herstellers autonomer Fahrzeuge,
2019, S.207f; Kreutz, in: Oppermann/Stender-Vorwachs, Autonomes Fahren,
2020, Kap. 3.1.2 Rn. 48; Hinze, Haftungsrisiken des automatisierten und autono-
men Fahrens, 2021, S.218; Ringlage, Haftungskonzepte fiir autonomes Fahren,
2021, S. 236; vgl. auch Deutscher Juristentag, Beschliisse des 73. Deutschen Juristen-
tages in Bonn 2022, https://djt.de/wp-content/uploads/2022/09/Beschluesse.pdf.,
S.7.

1507 Ringlage, Haftungskonzepte fiir autonomes Fahren, 2021, S. 213.

1508 Vorschlag fiir eine Verordnung des Europdischen Parlaments und des Rates zur
Festlegung harmonisierter Vorschriften fiir kiinstliche Intelligenz (Gesetz tiber
kiinstliche Intelligenz), COM(2021) 206 final.

1509 Vorschlag fiir eine Richtlinie des Européischen Parlaments und des Rates zur
Anpassung der Vorschriften tber auflervertragliche zivilrechtliche Haftung an
kiinstliche Intelligenz (Richtlinie iber Kl-Haftung), COM(2022) 496 final.

1510 Vorschlag fiir eine Richtlinie des Europaischen Parlaments und des Rates iiber die
Haftung fiir fehlerhafte Produkte, COM(2022) 495 final.
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a. Kommissionsentwurf fiir eine KI-Verordnung

Als erstes vorgeschlagenes Regelwerk brachte die Europdische Kommission
einen Entwurf fiir eine KI-Verordnung auf den Weg.!! In dieser Verord-
nung sollen keine Haftungsregelungen geschaffen werden, jedoch wiirden
sich die Regulierungsvorschlage auf die an die Hersteller gerichteten Sorg-
faltspflichten auswirken, so dass diese sich mittelbar auf das Haftungsrecht
auswirkten.!>!2

(aa) Begriftsbestimmungen Art. 3 KI-VO-E

Der Begriff der KI wird im Verordnungsentwurf weit gefasst.!>® Ein KI-Sys-
tem ist danach eine ,Software, die mit einer oder mehreren der in Anhang I
aufgefithrten Techniken und Konzepte entwickelt worden ist und im Hin-
blick auf eine Reihe von Zielen, die vom Menschen festgelegt werden,
Ergebnisse wie Inhalte, Vorhersagen, Empfehlungen oder Entscheidungen
hervorbringen kann, die das Umfeld beeinflussen, mit dem sie interagie-
ren“ (Art.3 Nr.1 KI-VO-E). In Anhang I sind wiederum Techniken des
maschinellen Lernens, logik- und wissensgesteuerte Konzepte sowie statis-
tische Ansitze aufgefiihrt. Es wird insofern ein technologieneutraler Ansatz

1511 Mittlerweile ist die KI-VO mit einigen Anderungen beschlossen worden und
seit dem 1.8.2024 in Kraft getreten, Verordnung (EU) 2024/1689 des Europi-
ischen Parlaments und des Rates vom 13.6.2024 zur Festlegung harmonisierter
Vorschriften fiir kiinstliche Intelligenz und zur Anderung der Verordnungen
(EG) Nr.300/2008, (EU) Nr.167/2013, (EU) Nr.168/2013, (EU) 2018/858, (EU)
2018/1139 und (EU) 2019/2144 sowie der Richtlinien 2014/90/EU, (EU) 2016/797
und (EU) 2020/1828 (Verordnung iiber kiinstliche Intelligenz).

1512 Spindler, CR 2021, S. 361 (362).

1513 Im in Kraft getretenen Verordnungstext der KI-VO wurde der Anwendungsbereich
der Verordnung gegeniiber dem Entwurfstext enger gefasst. In Art. 3 Nr. 1 heifit es
nun: ,KI-System’ ein maschinengestiitztes System, das fiir einen in unterschiedli-
chem Grade autonomen Betrieb ausgelegt ist und das nach seiner Betriebsaufnah-
me anpassungsfahig sein kann und das aus den erhaltenen Eingaben fiir explizite
oder implizite Ziele ableitet, wie Ausgaben wie etwa Vorhersagen, Inhalte, Emp-
fehlungen oder Entscheidungen erstellt werden, die physische oder virtuelle Um-
gebungen beeinflussen konnen® Dennoch wird auch diese Definition allgemein
als sehr weit gefasst betrachtet, Chibanguza/Steege, NJW 2024, S. 1769 (1770);
Buchalik/Gehrmann 2024, S. 145 (147); Moller-Klapperich, NJ 2024, S. 337 (339).
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gewdhlt. Ob ein solcher Ansatz allerdings zielfithrend ist, bleibt frag-
lich. Denn durch den weiten Anwendungsbegriff werden auch herkdmm-
liche algorithmische Entscheidungs- und Empfehlungssysteme begrifflich
erfasst.’> Insofern sind Autonomie, Intransparenz, Vernetzung und Kom-
plexitdt explizit nicht Voraussetzung fiir ein KI-System.!>16

Die KI-VO sieht einen risikobasierten Ansatz zur Regulierung von KI
vor. Welche Regelungen einzuhalten sind, richtet sich danach, ob die
spezifische Anwendung nach Zweck und Einsatzbereich ein minimales
oder geringes, ein hohes oder ein inakzeptables Risiko aufweist.!” Fiir be-
stimmte KI-Systeme werden zudem Transparenzpflichten festgelegt (Art. 52
KI-VO-E). Wiahrend einerseits KI-Systeme mit unannehmbaren Risiken
ginzlich verboten werden (Art.5 KI-VO-E),>8 sollen solche mit geringen
oder minimalen Risiken keiner besonderen Regulierung unterworfen sein.
Die Verordnung verfolgt dabei das Ziel, die Grundrechte der betroffenen
Nutzer zu gewéhrleisten.!>?

Der Schwerpunkt liegt auf der Regulierung von hochriskanter KI. Eine
solche liegt vor, wenn es sich entweder um ein KI-System handelt, das als
Sicherheitskomponente eines Produkts unter spezifische Harmonisierungs-
verschriften der EU fallt (Art. 6 Abs.1 lit. a) KI-VO-E) oder das KI-System
selbst ein solches Produkt darstellt (Art. 6 Abs.1 lit. b) KI-VO-E). Zudem
gelten als Hochrisiko-KI-Systeme solche, die in Anhang IIT des Verord-
nungsentwurfs explizit aufgezahlt werden.

Zwar sind Kraftfahrzeuge in Art.2 Abs.2 KI-VO-E vom Anwendungs-
bereich des Verordnungsentwurfs ausgenommen, jedoch ist in Erwégungs-

1514 Spindler, CR 2021, S.363; Geminn, ZD 2021, S.354 (355); Orssich, EuZW 2022,
S.254 (256).

1515 Kalbhenn, ZUM 2021, S. 663 (664 f.); Steege, MMR 2022, S. 926 (928).

1516 So aber noch im Bericht der Kommission an das Europdische Parlament, den Rat
und den Europidischen Wirtschafts- und Sozialausschuss iiber die Auswirkungen
kiinstlicher Intelligenz, des Internets der Dinge und der Robotik in Hinblick auf
Sicherheit und Haftung v. 19.2.2020, COM(2020) 64 final, S. 8 ff.; kritisch Steege,
MMR 2022, S. 926 (928).

1517 COM(2021) 206, final, S. 15.

1518 Dies betrifft KI-Systeme, welche das unbewusste Verhalten von Menschen ma-
nipulieren, Anwendungen des sog. social scoring oder biometrische Indentifizie-
rungssysteme, vgl. hierzu auch Frauke/Erik, ZfDR 2021, S.329 (3371t.); Spindler,
CR 2021, S. 361 (365).

1519 COM(2021) 206, final, S.13.
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grund 29 KI-VO-E vorgesehen,'"?0 dass die im Verordnungsentwurf festge-
legten und vorab zu erfiillenden wesentlichen Anforderungen an Hochrisi-
ko-KI-Systeme bei der Annahme einschlagiger Durchfithrungsrechtsakte
oder delegierter Rechtsakte in diesen Rechtsakten zukiinftig beriicksichtigt
werden miissen.!>?! Wohl aber sind gem. Art. 6 Abs. 1 KI-VO-E KI-Systeme
als Hochrisiko-KI-System einzustufen, wenn sie als Bauteil zulassungsrele-
vant im Sinne des Anhang II des KI-VO-E sind. Dies betrifft insbeson-
dere Bauteile, welche der ,Verordnung (EU) 2018/858 des Europdischen
Parlaments und des Rates vom 30.5.2018 iiber die Genehmigung und die
Marktiiberwachung von Kraftfahrzeugen und Kraftfahrzeuganhéngern so-
wie von Systemen, Bauteilen und selbststdndigen technischen Einheiten fiir
diese Fahrzeuge“ unterfallen.?> Schon jetzt existiert ein detailliertes und
ausdifferenziertes Regime von Genehmigungs-, Zulassungs- und Typenge-
nehmigungsregeln, so dass es sinnvoll erscheint, KI-spezifische Vorgaben in
diesen Rechtsakten gesondert zu regeln.>2* Insgesamt ist jedoch die Signal-
wirkung des KI-VO-E auch fiir den gesamten Automobilsektor nicht zu
unterschatzen, da es erklartes Ziel ist, das Schutzniveau in den bestehenden
Regelungen an das des KI-VO-E anzugleichen.>4

(bb) Regulierung von Hochrisiko-KI-Systemen

Unterfillt ein Softwaresystem der Klassifizierung fiir Hochrisiko-KI, so
treffen den Hersteller bzw. Betreiber diverse Pflichten. Hierzu zdhlen die
Einfiihrung eines Risikomanagementsystems (Art. 9 KI-VO-E), besondere
Anforderungen an die Verwendung von Trainingsdaten (Art. 10 KI-VO-E),
die technische Dokumentation (Art.11 KI-VO-E), Instrumente zur Nach-
vollziehbarkeit (logging devices) (Art.12 KI-VO-E), ausreichende mensch-
liche Uberwachung (Art. 14 KI-VO-E), ausreichende Robustheit, Genauig-
keit und die Erfiillung von Cybersicherheitsanforderungen (Art. 15 KI-VO-
E) sowie die Erfiillung von Transparenz- und Instruktionspflichten (Art.13
KI-VO-E). Haftungsrechtlich relevant diirfte zunichst die Pflicht zur Ein-

1520 Dies ist nun in Art. 102 ff. fiir die entsprechenden Rechtsakte verpflichtend gewor-
den; vgl. auch ErwG 49 der KI-VO.

1521 Vgl. Steege/Chibanguza, SVR 2022, S. 401 (405f.).

1522 Steege, SVR 2023, S.9 (9).

1523 Ausfihrlich Steege/Chibanguza, SVR 2022, S. 401 (405 £.).

1524 Ebenda, S. 409.
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richtung eines Risikomanagementsystems sein (Art. 9 KI-VO-E). Dies be-
deutet, dass hierdurch vor allem Produktbeobachtungspflichten ausgeldst
werden, welche der Identifizierung und Einschitzung von méglichen Risi-
ken dienen sollen. Parallel wird in Art. 61 KI-VO-E eine Produktbeobach-
tungspflicht fiir den Betreiber eines KI-Systems geregelt. Zudem sollen
konkrete Mafinahmen festgelegt werden, wie auf die Verwirklichung etwai-
ger Risiken reagiert werden soll (Art.9 Abs.2 lit. d) KI-VO-E). Insofern
diirfte diese Pflicht Auswirkungen auf die konkreten Produktbeobachtungs-
und Reaktionspflichten im Rahmen der Produzentenhaftung nach § 823
Abs.1 BGB haben sowie Schutzgesetzcharakter im Sinne des § 823 Abs. 2
BGB aufweisen. Sollte ein Hersteller kein geeignetes Risikomanagementsys-
tem einfithren oder geeignete Mafinahmen nicht ergreifen, obwohl diese
im Rahmen der Risikotliberwachung festgestellt wurden, so konnte hier-
in ein haftungsrechtlich relevanter Sorgfaltsverstof§ begriindet sein. Eben-
falls diirften die Anforderungen an Genauigkeit, Robustheit und an die
IT-Sicherheit ebenfalls geeignet sein, berechtigte Sicherheitserwartungen
an Produkte zu formulieren. Gleiches gilt fiir die Erfillung von Transpa-
renz- und Instruktionspflichten, welche sich unmittelbar auf die produkt-
haftungsrechtlichen Instruktionspflichten auswirken wiirden. Die Verwen-
dung von logging devices zur Nachvollziehbarkeit der Entscheidungen der
KI (Art. 12 KI-VO-E) kénnte prozessuale Auswirkungen haben, da bei Ver-
letzung derartiger Aufzeichnungspflichten eine Umkehr der Darlegungs-
und Beweislast denkbar erscheint.!>?>

(cc) Stellungnahme

Zusammenfassend lésst sich feststellen, dass der KI-VO-E, sollte er umge-
setzt werden, fiir selbstfahrende Fahrzeuge keine unmittelbare Wirkung
entfaltet. Gleichwohl unterstreicht die EU-Kommission, dass die im Ent-
wurf vorgeschlagenen Regelungen zukiinftig auch schrittweise in den fiir
Kraftfahrzeuge geltenden Rechtsakten umgesetzt werden sollen, so dass das
Regelungswerk zumindest wegweisenden Charakter hat. Auch wenn Haf-
tungsregelungen explizit nicht getroffen werden, diirften die Bestimmungen
zur Produktsicherheit sich auch auf die Herstellerhaftung auswirken, da
zumindest Mindeststandards in Bezug auf die berechtigten Sicherheitser-

1525 Roos/Weitz, MMR 2021, S. 844 (850).
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wartungen, Instruktionspflichten sowie Produktbeobachtungs- und Reakti-
onspflichten formuliert werden.

b. Kommissionsentwurf fiir eine Richtlinie tiber KI-Haftung

Am 28.9.2022 hat die Europdische Kommission einen Vorschlag fiir eine
KI-Haftungsrichtlinie prasentiert. Diese speziell fiir KI geltende Richtli-
nie soll vor allem Beweisschwierigkeiten potenzieller Geschadigter erleich-
tern.!>2¢ Ein neuer Haftungstatbestand wird hingegen nicht geschaffen.1>?

(aa) Begriffsbestimmungen und Anwendungsbereich

Hinsichtlich der Begriffsbestimmungen verweist der Richtlinienentwurf in
Art.2 KI-HaftRL-E auf den KI-VO-E, so dass ebenfalls ein technologie-
neutraler und weiter KI-Begriff Grundlage der nachfolgenden Haftungsre-
gelungen wird.!>?® Unklar ist jedoch, ob nur hinsichtlich der definierten
Begriffe auf die KI-VO-E verwiesen wird oder ob auch der Ausschluss
in Art.2 Abs.2 KI-VO-E Teil der Verweisung ist. Letzteres wiirde bedeu-
ten, dass auch die KIHaft-RL fiir den Automobilsektor keine Anwendung
findet. Da die Definitionen in Art.3 KI-VO-E systematisch nach der Ein-
schrinkung des Anwendungsbereichs in Art. 2 KI-VO-E aufgefiihrt werden
und die KI-VO-E gemeinsam mit dem KI-HaftRL-E verabschiedet wer-
den soll, ist davon auszugehen, dass beide Regelungswerke den gleichen
Anwendungsbereich haben sollen. Zudem ist der KI-HaftRL-E an vielen
Stellen, insbesondere bei der Definition von Sorgfaltspflichten, eng mit dem
KI-VO-E verzahnt. So gelten bestimmte Vermutungsregelungen fiir Hoch-
risiko-KI-Systeme nur, sofern Pflichten nach Art.10ff. KI-VO-E verletzt
wurden. Diese Pflichten gelten jedoch wegen des Ausschlusses in Art.2
KI-VO-E explizit nicht fiir den Automobilsektor, so dass davon auszugehen
ist, dass die fiir Kraftfahrzeuge geltenden Besonderheiten in anderen Rege-
lungswerken Berticksichtigung finden sollen.?

1526 ErwG 10, COM(2022) 496 final, S. 20.

1527 Vgl. auch Bomhard/Siglmiiller, RDi 2022, S. 506 (507).
1528 Kritisch hierzu bereits oben, vgl. 4. Teil: B. I. 8. a. (aa).
1529 Wohl aA Wagner, NJW 2023, S. 1313 (1316).
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(bb) Offenlegung von Beweismitteln

Herzstiick des KI-HaftRL-E ist die Neujustierung des Beweisrechts bei
auflervertraglichen Schadensersatzanspriichen durch Hochrisiko-KI-Syste-
me. Die erleichterte Durchsetzung von Anspriichen des Geschadigten soll
durch Einfithrung eines gerichtlich anzuordnenden Auskunftsanspruchs
sichergestellt werden. Es handelt sich dabei nicht um einen prozessualen,
sondern um einen materiellen Anspruch, der auch in Vorbereitung einer
Klage, unabhingig von laufenden Verfahren, geltend gemacht werden kann
und insofern lex specialis zum allgemeinen Auskunftsanspruch nach § 242
BGB ist.!33? Einer gerichtlichen Anordnung kann jedoch erst dann entspro-
chen werden, wenn der Kldger zuvor seinerseits angemessene Anstrengun-
gen unternommen hat, die Beweismittel beim Beklagten zu beschaffen und
diese vergeblich geblieben sind (Art. 3 Abs.2 KI-HaftRL-E). Zur Stiitzung
des Antrags muss der Geschidigte die Plausibilitdt seines Schadensersatz-
anspruchs durch die Vorlage von Tatsachen und Beweismitteln ausreichend
belegen (Art.3 Abs.1 KI-HaftRL-E). Dies ist so zu verstehen, dass der
Klager zwar den erlittenen Schaden nachweisen muss; hinsichtlich des
kausalen Produktfehlers bzw. der Sorgfaltspflichtverletzung hat er hingegen
lediglich stiitzende Argumente zu liefern.”®3! Da der Auskunftsanspruch
gerade etwaige Beweisschwierigkeiten iiberwinden soll, diirften die Anfor-
derungen an die Plausibilitdt des Antrags dann gewahrt sein, wenn das
Vorbringen des Kldgers insgesamt schliissig erscheint und der Schaden
nachgewiesen werden kann.

Wird ein Auskunftsanspruch gewidhrt, haben die betroffenen Anbieter,
Nutzer, Hersteller, Hindler oder Einfiithrer die erforderlichen Beweismittel
offenzulegen, soweit dies unter Beriicksichtigung der berechtigten Interes-
sen aller Parteien verhaltnisméflig erscheint (Art.3 Abs.4 KI-HaftRL-E).
Dabei sind der Schutz von Geschiftsgeheimnissen wie auch die Vertrau-
lichkeit von Informationen sowie Interessen der offentlichen oder natio-
nalen Sicherheit mit zu beriicksichtigen. Diese Formulierung ldsst den
Mitgliedstaaten und ihren Gerichten einen weiten Ermessensspielraum,
wann ein solches Interesse gegentiber dem Interesse des Geschidigten auf
Durchsetzung seiner Anspriiche tiberwiegt. Da es erklartes Ziel des Richt-
linienentwurfs ist, den Geschadigten die Beweisbarkeit von Anspriichen
zu erleichtern, ist jedoch davon auszugehen, dass das Auskunftsinteresse

1530 Bomhard/Siglmiiller, RDi 2022, S. 506 (508).
1531 Bellinghausen/Bauwens, PHi Jubildumsausgabe 2022, S.17 (20 f.).
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gegeniiber Interessen der Hersteller regelmafig zuriicktreten muss.>*? Zu-
dem ist die Priifung der Verhaltnisméafiigkeit in Kohédrenz mit den Regulie-
rungsvorschriften des KI-VO-E fiir Hochrisiko-KI-Systeme zu lesen. So soll
die Verhaltnismafligkeit der Offenlegung von Beweismitteln schon dadurch
gewahrt werden, dass fiir Hochrisiko-KI-Systeme ohnehin spezifische Do-
kumentations-, Aufzeichnungs- und Informationspflichten bestehen. Die
Offenlegung derartiger Informationen, zu deren Protokollierung der Be-
troffene ohnehin regulatorisch verpflichtet ist, diirfte jedenfalls nicht unter
den Schutz von Geschiftsgeheimnissen fallen.

Kommt schliefllich der Anspruchsgegner seiner Offenlegungspflicht
nicht nach, so greift ihm zu Lasten eine Vermutungsregel, dass gegen
eine Sorgfaltspflicht verstoflen wurde (Art.3 Abs. V KI-HaftRL-E). Diese
Vermutung kann jedoch widerlegt werden (Art.4 Abs.7. KI-HaftRL-E).
Welche Anforderungen an die Widerlegung der Vermutung zu stellen sind,
wird jedoch offengelassen.>33

(cc) Kausalitatsvermutungen

Die Vermutung der Sorgfaltspflichtverletzung nach Art.3 Abs. 5 KI-Haft-
RL-E wird durch eine weitere widerlegliche Vermutung in Art. 4 KI-Haft-
RL-E erginzt. So soll auch die Kausalitit zwischen Sorgfaltspflichtverlet-
zung und Schaden vermutet werden, sofern drei Bedingungen erfiillt sind.

Zum einen muss ein Verstof gegen eine Sorgfaltspflicht festgestellt wor-
den sein oder gem. Art.3 Abs. 5 KI-HaftRL-E vermutet werden, deren un-
mittelbarer Zweck darin besteht, den eingetretenen Schaden zu verhindern
(Art. 4 Abs.1 lit.a) KI-HaftRL-E). Ein solcher Verstof3 liegt bei Hochrisi-
ko-KI-Systemen nur unter den enumerativ aufgezéhlten Voraussetzungen
des Art.4 Abs.2 KI-HaftRL-E vor, wenn das KI-System hinsichtlich der
verwendeten Techniken, der Konzeption, der Transparenz oder der Beauf-
sichtigung den Regulierungsanforderungen der KI-VO-E nicht entspricht
oder erforderliche Korrekturmafinahmen des KI-Systems nicht durchge-
fithrt wurden. Insofern werden die im KI-VO-E niedergelegten Sorgfaltsan-
forderungen im KI-HaftRL-E auch haftungsrechtlich relevant, da eindeutig
definiert wird, dass ein Verstof3 gegen die produktsicherheitsrechtlichen
Bestimmungen auch zur Haftung fithren kann.

1532 Auch Bomhard/Siglmiiller, RDi 2022, S. 506 (508 f.).
1533 Kritisch Bellinghausen/Bauwens, PHi Jubildumsausgabe 2022, S.17 (22).
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Zudem greift die Vermutungsregel des Art.4 KI-HaftRL-E nur dann,
wenn nach verniinftigem Ermessen davon ausgegangen werden kann,
dass die schuldhafte Verletzung der Sorgfaltspflicht das vom KI-System
hervorgebrachte Ergebnis oder die Tatsache, dass kein Ergebnis hervor-
gebracht wurde, beeinflusst hat (Art.4 Abs.1 lit.b KI-HaftRL-E). Dritte
Bedingung ist, dass das vom KI-System hervorgebrachte Ergebnis oder die
Tatsache, dass kein Ergebnis hervorgebracht wurde, nachgewiesenermafien
den Schaden verursacht haben (Art. 4 Abs. 1lit. ¢ KI-HaftRL-E).

Bei Hochrisiko-KI-Systemen gilt die Kausalitdtsvermutung jedoch dann
nicht, wenn der Beklagte nachweisen kann, dass der Klager seinerseits zu
vertretbaren Bedingungen auf ausreichende Beweismittel und Fachkennt-
nisse zugreifen kann, um den ursichlichen Zusammenhang nach Art. 4
Abs. 1 KI-HaftRL-E nachzuweisen. Bei allen anderen KI-Systemen geniigt
es, dass es nach Auffassung des nationalen Gerichts fiir den Kldger iiberma-
Big schwierig ist, den ursdchlichen Zusammenhang nachzuweisen. Ist der
Beklagte ein privater Nutzer, gilt die Vermutung nur, wenn der Beklagte
die Betriebsbedingungen des KI-Systems wesentlich verdndert hat oder
wenn er verpflichtet und in der Lage war, die Betriebsbedingungen des
KI-Systems festzulegen, und dies unterlassen hat.

(dd) Stellungnahme

Insgesamt adressiert der Entwurf einer KI-Haftungsrichtlinie viele der be-
stehenden Probleme, die im Zusammenhang mit KI-Anwendungen auftre-
ten konnen. Es ist auch beim KI-HaftRL-E davon auszugehen, dass die
Regelungen auf Kraftfahrzeuge keine Anwendung finden sollen, da hin-
sichtlich des Begriffs der Hochrisiko-KI-Systeme auf die Definition des
KI-VO-E verwiesen wird und dieser fiir den Sektor Kraftfahrzeuge keine
Anwendung finden soll. Da es dennoch erklartes Ziel ist, in diesem Sektor
die Regelungen des KI-VO-E zukiinftig in den dort zugrundeliegenden
Rechtsakten umzusetzen, kann der KI-HaftRL-E als Blaupause auch fiir
den Bereich der selbstfahrenden Fahrzeuge gesehen werden.

Problematisch ist, dass sich der Richtlinienentwurf nicht auf KI-Anwen-
dungen im engeren Sinne beschréankt, sondern lediglich auf die weite Defi-
nition aus dem KI-VO-E verwiesen wird. So besteht die Gefahr von zu
weitreichenden Beweiserleichterungen fiir den Klédger, was wiederum die
wirtschaftliche Attraktivitdt von Software-Anwendungen schwichen kann.
Unterliegen alle denkbaren Arten von Entscheidungs- und Empfehlungs-
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systemen unabhéngig von deren individuellen Gefdhrdungspotenzialen
den fiir Hersteller strengen Vermutungsregelungen des KI-HaftRL-E, so
besteht die Gefahr, dass diese aus wirtschaftlichen Griinden weniger zum
Einsatz kommen. Fiir selbstfahrende Fahrzeuge wéren die Regelungen je-
doch insgesamt zu begriifien. Die ausdriicklichen Vermutungsregelungen
wiirden die Rechtsprechung davon entlasten, mit Rechtsfiguren wie dem
Anscheinsbeweis prozessuale Erleichterungen zu konstruieren.

Zwar wird an den Beweisregeln der KI-Haft-RL auch die Kritik geduflert,
dass diese fiir Hersteller und Betreiber an mancher Stelle zu weitreichend
seien,'33* jedoch diirfte dieser Umstand fiir das autonome Fahren nicht im
gleichen MafSe gelten, da die Gefahren fiir Leib und Leben von unbeteilig-
ten Personen ein fiir Hersteller strenges Beweisrecht rechtfertigen.>* Vor
dem Hintergrund, dass ein Grofiteil der Literatur gar eine Gefahrdungshaf-
tung fiir autonome Systeme fordert,1>3¢ stellt die beweisrechtliche Besser-
stellung des Geschédigten eine deutlich herstellerfreundliche Anpassung
des Haftungsrechts dar.

Einige Fragen bleiben jedoch im Richtlinienentwurf ungeklart. So ist
nicht geklart, wie der Konflikt zwischen dem Geschaftsgeheimnisschutz
einerseits und dem Interesse des Geschidigten an der Rechtsdurchsetzung
andererseits verniinftigerweise im Rahmen der Offenlegungspflichten auf-
gelost werden soll. Auch sonst werden im Richtlinienentwurf viele unbe-
stimmte Rechtsbegriffe verwendet, die von den nationalen Gerichten erst
noch konkretisiert werden miissen.!>¥”

Hervorzuheben ist dagegen die Verzahnung des KI-HaftRL-E mit dem
KI-VO-E. Die Verpflichtung der Hersteller zur Dokumentation, Aufzeich-
nung und Uberwachung bestimmter Informationen an den Offenlegungs-
anspruch nach Art. 3 KI-HaftRL-E zu koppeln, fiihrt zu einer Disziplinie-
rung der Hersteller auf zwei Ebenen. Zur Erfiillung der produktsicherheits-
rechtlichen Vorschriften miissen Hersteller und Betreiber ihre KI-Systeme
moglichst liickenlos iiberwachen und den Betrieb dokumentieren. Zusitz-
lich miissen die Beteiligten damit rechnen, dass im Schadensfall ebendiese
Informationen in Zivilprozessen iiberpriift werden konnen. Sollten die
Dokumentationspflichten unzureichend erfiillt worden sein, so greift die
Vermutungsregel zu ihren Lasten und die Pflichtverletzung wird wegen der

1534 Bomhard/Siglmiiller, RDi 2022, S. 506 (513); Spindler, CR 2022, S. 689 (700).
1535 Vgl. hierzu auch die Feststellungen in 3. Teil: H. L. 2. a.

1536 Vgl. hierzu Abschnitt.

1537 Bellinghausen/Bauwens, PHi Jubildumsausgabe 2022, S.17 (22).
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mangelhaften Offenlegung vermutet. Der Anreiz, die Pflichten der KI-VO-
E angemessen zu erfiillen, diirfte entsprechend grof! sein.

c. Kommissionsentwurf fur eine neue ProdHaftRL

Als drittes Puzzlestiick der Novellierung der Produktregulierung und Pro-
dukthaftung insbesondere von IT-Produkten hat die EU-Kommission auch
eine Uberarbeitung der Produkthaftungsrichtlinie vorgelegt.!3® Auch mit
dieser Richtlinie soll den neuen Entwicklungen im Bereich der neuen Tech-
nologien und der KI Rechnung getragen werden.!>* Dabei wird der Fokus
vor allem auf die Produkthaftung fiir Softwareprodukte gelegt. Zudem
werden Geschddigten von Produkten Beweiserleichterungen gewihrt.

(aa) Software als Produkt

Hervozuheben ist zundchst die Klarstellung im Richtlinienentwurf, dass
Software als Produkt zu klassifizieren ist, unabhingig davon, ob sie in
einem Produkt verkorpert ist oder nicht. In Art.4 Abs.1 ProdHaftRL-E
soll es fortan heiflen: ,,,Produkt’ bezeichnet alle beweglichen Sachen, auch
wenn diese in eine andere bewegliche oder unbewegliche Sache integriert
sind. Dazu zdhlen auch Elektrizitit, digitale Bauunterlagen und Software.
In Erwidgungsgrund 12 wird klargestellt, ,dass es sich bei Software unab-
héngig von der Art ihrer Bereitstellung oder Nutzung - also unabhingig
davon, ob die Software auf einem Gerit gespeichert oder iiber Cloud-Tech-
nologien abgerufen wird - fiir die Zwecke der Haftung um ein Produkt
mit verschuldensunabhéngiger Haftung handelt.">40 Damit wire der Jahr-
zehnte andauernder Streit ad acta gelegt, wie der Produktbegriff in Bezug
auf Software auszulegen ist.>! In Erwiagungsgrund 12 wird jedoch weiter
klargestellt, dass der Quellcode selbst nicht als Produkt zu betrachten ist, da
es sich um reine Information handelt.!>*? Nicht hingegen vom Produktbe-
griff erfasst seien hingegen Open Source-Anwendungen, da sich der Anwen-

1538 Vorschlag fiir eine Richtlinie des Europaischen Parlaments und des Rates tiber die
Haftung fiir fehlerhafte Produkte, COM(2022) 495 final.

1539 ErwG 3, COM(2022) 495 final, S.17.

1540 ErwG 12, COM(2022) 495, final, S. 19.

1541 Hierzu bereits 3. Teil: D. II.

1542 ErwG 12, COM(2022) 495, final, S. 19.
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dungsbereich der ProdHaftRL auf die Gefahren im Zusammenhang mit der
gewerblichen Verbreitung von Produkten stiitze.>** Dies ist in der Praxis
nicht unproblematisch, da Open Source nicht automatisch nicht-kommer-
ziell vertrieben werden muss.!>44

(bb) Erstreckung auf Dienste

Eine bedeutende Neuerung in Art.4 Abs.4 ProdHaftRL-E ist die Erstre-
ckung der Haftung auch auf verbundene Dienste, die so in ein Produkt
integriert oder so mit ihm verbunden sind, dass das Produkt ohne sie
eine oder mehrere seiner Funktionen nicht ausfithren konnte. Als Beispiel
wird hier die kontinuierliche Bereitstellung von Verkehrsdaten in einem
Navigationssystem genannt.'**> Diese Einbeziehung von digitalen Diensten
diirfte fiir das autonome und vernetzte Fahren grofle Bedeutung erlangen.
Denn laut Erwdgungsgrund 15 sollten ,verbundenen Dienstleistungen [...]
als Komponenten des Produkts betrachtet werden, mit dem sie verbunden
sind, wenn sie der Kontrolle des Herstellers des Produkts unterliegen, in
dem Sinne, dass sie vom Hersteller selbst erbracht werden oder der Herstel-
ler sie empfiehlt oder auf andere Weise ihre Bereitstellung durch einen
Dritten beeinflusst.1>4¢ Dies bedeutet, dass der Hersteller selbst nicht ein-
mal selbst die Dienste bereitstellen muss, um als Verantwortlicher hierfiir
zu gelten. Ausreichend ist, dass er die Bereitstellung durch ,Dritte beein-
flusst®; etwa indem er die Nutzung eines bestimmten Dienstes empfiehlt.>4”
Fiir das autonome und vernetzte Fahren bedeutet dies, dass dann, wenn
ein Hersteller Schnittstellen schafft, mit denen das Fahrzeug auch mit ande-
ren Fahrzeugen oder einer digitalen Verkehrsinfrastruktur kommunizieren
kann, dieser auch fiir die Fehlerhaftigkeit dieser Dienstleistungen haften
kann.

1543 ErwG 13, COM(2022) 495, final, S. 19.
1544 Hierzu Spindler, CR 2022, S. 689 (691).
1545 ErwG 15, COM(2022) 495, final, S. 19.
1546 ErwG 15, COM(2022) 495, final, S.19.
1547 Vgl. hierzu auch Spindler, CR 2022, S. 689 (691).

369

hitps://dol.org/10.5771/978374848510 - am 27.01.2026, 08:37:33, https://www.inlibra.com/ds/agb - Open Access - ) KX


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

4. Teil: Perspektiven fiir zukiinftige Haftungsregelungen
(cc) Erweiterter Rechtsgiiterschutz

Der ProdHaftRL-E sieht auflerdem vor, dass der Rechtsgiiterschutz erwei-
tert werden soll. Auch immaterielle Vermogenswerte, wie der Verlust oder
die Verfilschung von Daten, sollen als Vermdgensschdden ersatzfahig sein,
sofern diese nicht ausschliellich gewerblichen Zwecken dienen (Art.4
Abs. 6 lit. ¢ ProdHaftRL-E).1>4® Dabei kommt es nicht darauf an, wo die-
se Daten gespeichert sind.®* Zudem wird prézisiert, dass medizinisch
anerkannte Schiaden der psychischen Gesundheit (Art. 4 Abs. 6 lit. a Prod-
HaftRL-E) sowie gemischt genutztes Eigentum, das sowohl privat als auch
gewerblich genutzt wird (Art. 4 Abs. 6 lit. b iii) ProdHaftRL-E), ersatzfahig
ist. Diese Anderungen diirften fiir Unfélle mit selbstfahrenden Fahrzeugen
eine geringe Relevanz haben.

(dd) Fehlerbegriff

Der Fehlerbegriff soll im Rahmen des ProdHaftRL-E angepasst werden.
Dabei bleibt es grundsitzlich dabei, dass der Fehlerbegriff sich an den be-
rechtigten Sicherheitserwartungen unter Beriicksichtigung aller Umsténde
ausrichtet. Der Fehlerbegriff wird anhand der Erwartungen einer ,breiten
Offentlichkeit* und nicht einzelner Personen ermittelt (Art. 6 Abs.1 Prod-
HaftRL-E). Daneben sollen jedoch auch die ,spezifischen Erwartungen des
Endnutzers, fiir den das Produkt bestimmt ist, bei der Bestimmung der
berechtigten Sicherheitserwartungen berticksichtigt werden (Art. 6 Abs.1
lit. h ProdHaftRL-E). Es wird in den Erwégungsgriinden klargestellt, dass
hiermit die ,objektiven Merkmale und der Eigenschaften [...] der spezifi-
schen Anforderungen der Gruppe von Nutzern, fiir die das Produkt be-
stimmt ist“ zur Beurteilung herangezogen werden sollen.!>>0

Zudem wird besonders anhand der Risiken eines Produkts fiir betroffene
Rechtsgiiter differenziert. So sollen etwa fiir Medizinprodukte hohere An-
forderungen gelten.>>! Diese risikobasierte Auslegung soll zusitzlich durch
eine erleichterte Beweisfithrung des Geschadigten ermdglicht werden. So

1548 ErwG 16, COM(2022) 495, final, S. 19 f.

1549 Insofern diirfte auch ein langer Streit dariiber beendet werden, ob Daten sonstige
Rechte i.S.d. § 823 Abs. 1 BGB sein kénnen, mw.N. Spindler, CR 2022, S. 689 (692).

1550 ErwG 22, COM(2022) 495, final, S. 21

1551 ErwG 22, COM(2022) 495, final, S. 21.
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soll ,.es einem Gericht moglich sein, ein Produkt fiir fehlerhaft zu befinden,
ohne seine tatsdchliche Fehlerhaftigkeit nachzuweisen, wenn es zu dersel-
ben Produktserie gehort, wie ein nachweislich fehlerhaftes Produkt®!>2
Gleiches gilt demnach auch fiir selbstfahrende Fahrzeuge, wenn die Soft-
ware etwa auch bei anderen Fahrzeugen des Herstellers nachweislich feh-
lerhafte Entscheidungen getroffen hat.

Es bleibt dabei, dass die Darbietung des Produkts, der zu erwartende
Gebrauch, aber auch die zu erwartende missbrauchliche Nutzung zur Be-
stimmung der berechtigten Sicherheitserwartungen entscheidende Kriteri-
en darstellen (Art. 6 Abs.1 lit.a und b ProdHaftRL-E). Allerdings gibt es
eine ganze Reihe weiterer Umstande, die insbesondere fiir digitale Produkte
zur Ermittlung einbezogen werden sollen. So wird klargestellt, dass auch
unzureichende Installationsanweisungen die Fehlerhaftigkeit begriinden
konnen (Art. 6 Abs.11it. a) ProdHaftRL-E).

(ee) Selbstlernende KI-Systeme

Neu ist zudem, dass im Richtlinienentwurf das Problem selbstlernender
KI-Systeme adressiert wird. So sollen ,,Auswirkungen einer etwaigen Féahig-
keit [auf das Produkt], nach Einsatzbeginn weiter zu lernen’, explizit in die
Beurteilung der berechtigten Sicherheitserwartungen einbezogen werden
(Art.6 Abs.1 lit.c) ProdHaftRL-E). In den Erwigungsgriinden heif3t es
hierzu, dass den berechtigten Erwartungen Rechnung zu tragen sei, indem
»die Software eines Produkts und die zugrundeliegenden Algorithmen so
konzipiert sind, dass ein gefdhrliches Produktverhalten verhindert wird 15>
Diese Formulierung wiirde also den Streit dariiber beenden, ob Weiterent-
wicklungsfehler bei selbstlernenden Systemen — wie teilweise angenommen
~1554 einen haftungsbefreienden Entwicklungsfehler darstellen.!>> Auch
wenn in Zweifel gezogen werden kann, dass in naher Zukunft selbstlernen-
de KI-Systeme, die sich wahrend des Fahrbetriebs weiterentwickeln,!>*¢ in
selbstfahrenden Fahrzeugen zur Anwendung kommen werden, wiirde mit

1552 ErwG 22, COM(2022) 495, final, S. 21.

1553 ErwG 23, COM(2022) 495, final, S. 21.

1554 Denga, CR 2018, S. 69 (73 1f.); Seehafer/Kohler, EuZW 2020, S. 213 (215f.); Gruber,
in: Hilgendorf/Beck, Robotik und Gesetzgebung, 2013, S.123 (144); Lohmann/
Miiller-Chen, SZW 2017, S. 48 (55).

1555 Vgl. 3. Teil: D. VII. 1. b; siehe aber auch zum Richtlinienentwurf Spindler, CR 2022,
S. 689 (693).

1556 2. Teil: B.II.
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der Regelung eine bestehende Rechtsunsicherheit im Bereich von IT-Pro-
dukten geschlossen werden.

(ff) Zeitpunkt des Inverkehrbringens

Zudem plant die Kommission, fortan nicht mehr nur noch am Inverkehr-
bringen des Produkts als haftungsrelevantem Zeitpunkt festzuhalten. Nach
Art. 6 Abs.1lit. ) PodHaftRL-E richten sich die berechtigten Sicherheitser-
wartungen fiir Produkte, die auch nach dem Inverkehrbringen oder der
Inbetriebnahme weiterhin unter der Kontrolle des Herstellers stehen, nach
dem Zeitpunkt, ab dem der Hersteller das Produkt des Herstellers nicht
mehr unter seiner Kontrolle steht. Bei Produkten, die dauerhaft unter
der Kontrolle des Herstellers stehen, bedeutet dies, dass der Hersteller
kontinuierlich fiir die Verkehrssicherheit derartiger Produkte zu sorgen
hat>7 Diese Regelung, die fiir IT-Produkte relevant ist, schafft auch
Rechtssicherheit hinsichtlich des Zeitpunkts des Inverkehrbringens. Da das
Werktorprinzip'>® bei digitalen Produkten, die unter dauerhafter Kontrolle
des Herstellers stehen, zu unangemessenen Ergebnissen fithren wiirde, wird
klargestellt, dass bei Softwareanwendungen, die unter stindiger Kontrolle
des Herstellers stehen, der Hersteller kontinuierlich fiir deren Sicherheit
zu sorgen hat. Damit gilt auch, dass nicht mehr der Stand zum Inverkehr-
bringen des moglicherweise mit der Software verbundenen physischen Pro-
dukts mafigeblich ist (Art. 10 Abs. 1 lit. e ProdHaftRL-E), sondern derartige
Software laufend aktualisiert werden muss.

Fir das autonome Fahren konnte diese Regelung eine signifikante Be-
deutung haben. Gerade die Hersteller selbstfahrender Fahrzeuge sind da-
rauf angewiesen, dass kontinuierlich Daten mit dem Hersteller ausgetauscht
werden. Die Hersteller werden dabei unmittelbar {iber Fehlfunktionen des
Fahrzeugs oder kritische Situationen informiert. Die Daten aller im Verkehr
befindlichen Fahrzeuge werden wiederum aggregiert, um hieraus Schliisse
fur die Zukunft zu ziehen, also Updates und Upgrades bereitzustellen. Der
Nutzer hingegen hat keinen Zugriff auf die Funktionsweise der Software.
Er kann allenfalls anlassbezogen Daten vom Hersteller anfordern. Insofern
sind selbstfahrende Fahrzeuge ein Paradebeispiel fiir die Anwendbarkeit
des neuen Art.6 Abs.1 lit.e ProdHaftRL-E. Die Steuerungssoftware un-

1557 Spindler, CR 2022, S. 689 (693).
1558 Vgl. 3. Teil: D. V. 2. c.
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terliegt der dauerhaften Kontrolle des Herstellers, welcher sie nach dem
Entwurf auch kontinuierlich zu iberwachen und letztendlich weiterzuent-
wickeln hitte.

(gg) Verbundene Produkte

Eine weitere Neuerung betrifft die Erweiterung der Sicherheitserwartungen
in Bezug auf , Auswirkungen anderer Produkte auf das Produkt, bei denen
nach verniinftigem Ermessen davon ausgegangen werden kann, dass sie
zusammen mit dem Produkt verwendet werden® (Art. 6 Abs.1 lit. d Prod-
HaftRL-E). In den Erwidgungsgriinden heifit es hierzu, dass ,[u]lm der
zunehmenden Haufigkeit miteinander verbundener Produkte Rechnung zu
tragen, [...] bei der Bewertung der Sicherheit eines Produkts auch die Aus-
wirkungen anderer Produkte auf das betreffende Produkt beriicksichtigt
werden® sollten.>> Jedoch diirfte die Regelung fiir Hersteller weitreichende
Folgen haben. Da Software immer hiufiger und notwendigerweise mit
Software anderer Hersteller agiert, kooperiert oder kommuniziert, diirf-
te die Schwierigkeit fiir Hersteller darin bestehen, nicht nur die eigene
Produktsicherheit zu gewidhrleisten, sondern auch die Sicherheit anderer
Softwareprodukte mit zu beriicksichtigen. Leider ist die Regelung derart
offen gefasst, dass unklar ist, in welcher Intensitdt die Auswirkungen auf
andere Produkte beriicksichtigt werden miissen. Spindler bezeichnet diese
Regelung deshalb auch als ,Sprengstoft “ fiir die Hersteller von IT-Produk-
ten.>®0 In Betracht komme deshalb ein Riickgriff auf die von der Recht-
sprechung aufgestellten Grundsétze zu Instruktionspflichten und Produkt-
beobachtungspflichten. Je grofler die Gefahr fiir erhebliche Rechtsgiiter
ist, desto grofler sind auch die Anforderungen an die Absicherung des
eigenen Produkts in Bezug auf Kombinationsrisiken.’>®! Allerdings miisse
der Besonderheit von Software insofern Rechnung getragen werden, dass
dieser Pflichtenkatalog allein aufgrund der Fiille von Kombinationsmog-
lichkeiten eingeschrankt sei.l>®? Diese Regelungen kénnten vor allem fiir
das vernetzte Fahren von grofler Bedeutung sein. Sofern Hersteller Schnitt-
stellen fiir die Kommunikation und Kooperation mit anderen Systemen

1559 ErwG 23, COM(2022) 495, final, S. 21.

1560 Spindler, CR 2022, S. 689 (693).

1561 Hierzu schon ausfiihrlich in 3. Teil: E. IIL. 2. a. (bb).
1562 Spindler, CR 2022, S. 689 (693).
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schaffen, so haben sie auch mit einzubeziehen, dass hierdurch neuartige
Vernetzungsrisiken entstehen, die sich auf die Produktsicherheit auswirken
kénnen. Die Absicherung solcher Vernetzungs- und Kombinationsrisiken
diirfte deshalb berechtigterweise von Herstellern selbstfahrender Fahrzeuge
erwartet werden.63

(hh) Cybersicherheit

Ebenfalls wird in Art.1 Abs.1 lit.f ProdHaftRL-E klargestellt, dass auch
Sicherheitsliicken im Bereich der allgemeinen Produktsicherheit, insbeson-
dere jedoch auch der Cybersicherheitsanforderungen, einen Produktfehler
begriinden kdénnen. Diese Vorschrift diirfte nur klarstellende Funktion ha-
ben, da berechtigterweise auch ohne gesonderte Vorschrift erwartet werden
kann, dass ein Softwareprodukt keine gravierenden Sicherheitsliicken auf-
weist. Insofern heifit es in den Erwégungsgriinden auch nur, es kénne
~auch festgestellt werden, dass ein Produkt aufgrund seiner Sicherheitslii-
cken im Bereich der Cybersicherheit fehlerhaft ist“!1°6* Wegen der mit dem
autonomen Fahren verbundenen Rechtsgutsensibilitdt diirften die Anfor-
derungen an die Cybersicherheit dann besonders hoch sein, wenn die
jeweilige Softwareanwendung sicherheitskritische Funktionen etwa bei der
Steuerung des Fahrzeugs erfiillt.®> Zukiinftig werden sich die Sicherheits-
erwartungen in diesem Bereich jedoch an den vielfiltigen Regelungen,
Normen und Rechtsakten messen lassen, welche IT-Produkte regulieren
werden.!566

(ii) Haftungsadressaten

Im Richtlinienentwurf werden auch die Haftungsadressaten neu definiert.
Es bleibt bei den klassischen Herstellerbegriffen des Herstellers und des
Quasi-Herstellers (Art.7 Abs.1 ProdHaftRL-E). Neu ist, dass auch die
Hersteller einer fehlerhaften Komponente wie der Endproduktehersteller
haften konnen (Art. 7 Abs.18S. 2 ProdHaftRL-E).

1563 Vgl. 3. Teil: D. V. 4. d. (aa).

1564 ErwG 23, COM(2022) 495, final, S. 21.
1565 Vgl. auch 3. Teil: D. V. 4. e.

1566 Siehe auch Spindler, CR 2022, S. 689 (693).
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Daneben gibt es einige Erweiterungen fiir weitere Wirtschaftsakteure, die
jedoch fiir den Sonderfall des autonomen Fahrens nicht von Bedeutung
sein werden. So wird die Haftung auf sog. Fullfillment-Dienstleister, Anbie-
tern von Online-Plattformen sowie Hersteller von Modifikationen erweitert
(Art. 7 Abs. 3, 4 und 6 ProdHaftRL-E).1567

(jj) Entwicklungsfehler, Updates

Ebenfalls neu ist in Art.10 Abs.1 lit. e ProdHaftRL-E vorgesehen, dass der
Haftungsausschluss fiir Entwicklungsfehler nicht mehr optional von den
Mitgliedstaaten umzusetzen ist, sondern nun zwingend sein soll. Da es
jedoch bei Produkten, die unter der dauerhaften Kontrolle des Herstellers
stehen, das ,Inverkehrbringen® als haftungsrechtliche Zdsur gem. Art.6
Abs. 1 lit. e PodHaftRL-E keine Rolle mehr spielt, kommen insbesondere
bei vom Hersteller betriebenen KI-Anwendungen, aber auch bei sonstiger
kontrollierter Software, ein Ausschluss fiir Entwicklungsfehler dennoch
nicht mehr in Betracht.!>%® Damit diirfte auch beim autonomen Fahren die
Haftung fiir ein fehlerhaftes Steuerungssystem umfassend beim Hersteller
liegen 156

Vom Entwicklungsfehler zu unterscheiden ist der Fall, dass der Fehler
bei Inverkehrbringen ,wahrscheinlich noch nicht bestanden hat oder dass
die Fehlerhaftigkeit erst nach dem betreffenden Zeitpunkt entstanden ist*
(Art.10 Abs.1 lit. ¢ ProdHaftRL-E). Auch fiir diesen Fall sieht der Ent-
wurf eine Haftungsbefreiung vor. Jedoch wird diese Vorschrift erheblich
abgemildert. Denn Art.10 Abs.2 ProdHaftRL-E sieht vor, dass die Haf-
tungsbefreiung nicht gilt, wenn der Fehler auf eine damit zusammenhan-
gende Dienstleistung, auf Software einschliefSlich Software-Updates und
-Upgrades oder auf das Fehlen von Software-Updates oder -Upgrades, die
zur Aufrechterhaltung der Sicherheit erforderlich sind, zurtickzufiihren ist.
Dies gilt allerdings nur, sofern das Produkt der Kontrolle des Herstellers
unterliegt.!””? In den Erwégungsgriinden wird klargestellt, dass die Kontrol-

1567 Hierzu ausfithrlich Spindler, CR 2022, S. 689 (695f.).

1568 ErwG 37, COM(2022) 495, final, S. 26.

1569 Vgl. auch Spindler, CR 2022, S. 689 (694).

1570 In der deutschen Ubersetzung des Richtlinienentwurfs ist dies unklar ausgedriickt.
Aus dem englischen Originaltext ergibt sich jedoch, dass das Produkt unter der
Kontrolle des Herstellers stehen muss und nicht wie im deutschen blof3 die ,,Ursa-
che fiir die Fehlerhaftigkeit*
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le des Herstellers jedoch dann endet, wenn der Eigentiimer eines solchen
Produkts die bereitgestellten Updates oder Upgrades nicht installiert.!>”!

Durch diese Norm wird dem Hersteller eine Produktbeobachtungs- und
Update-Pflicht fiir digitale Produkte, welche der Kontrolle des Herstellers
unterliegen, aufgebiirdet, da auch das Fehlen eines notwendigen Sicher-
heits-Updates einen Fehler begriinden kann. Fiir Hersteller selbstfahren-
der Fahrzeuge diirfte damit eine dauerhafte Produktbeobachtungs- und
Updatepflicht auch tiber die Produkthaftungsrichtlinie Einzug finden.!>”2
Das grof3e Problem, das sich aus dem Einsatz von selbstlernender KI fiir
die Haftung fiir selbstfahrende Fahrzeuge ergibt, wiirde sich durch die
Neufassung der Richtlinie also 16sen lassen.

(kk) Ubrige Haftungsbeschrinkungen

Im Wesentlichen bleibt es bei den bekannten Haftungsbeschrankungen
der bestehenden ProdHaftRL. Jedoch wurde erginzt, dass der Hersteller
einer Modifikation dann nicht fiir die Fehlerhaftigkeit des neu zusammen-
gesetzten Produkts haftet, wenn der Fehler mit einem Teil des Produkts
zusammenhingt, der von der Anderung nicht betroffen ist (Art.7 Abs.1
lit. g) ProdHaftRL-E).

(1) Offenlegungspflichten

Wie im KI-HaftRL-E sind auch im ProdHaftRL-E Offenlegungspflichten
zur erleichterten Durchsetzung von Anspriichen geplant. In Art. 8 Abs.1
ProdHaftRL-E ist deshalb vorgesehen, dass die nationalen Gerichte auf
Antrag einer geschddigten Person, welche Tatsachen und Belege vorlegt,
die die Plausibilitit ihres Schadensersatzanspruchs ausreichend stiitzen, an-
ordnen konnen, dass der Hersteller die in seiner Verfiigungsgewalt befind-
lichen relevanten Beweismittel offenlegen muss. Dabei sollen vertrauliche
Informationen und Geschéftsgeheimnisse mit den Interessen des Gescha-
digten abgewogen werden (Art.8 Abs.2 ProdHaftRL-E).”> Die Gerichte
kénnen diesbeziiglich auch Schwiérzungen von Dokumenten zulassen oder

1571 ErwG 38, COM(2022) 495, final, S. 26.
1572 Auch Wagner, NJW 2023, S. 1313 (1318 £.).
1573 ErwG 31 und 32, COM(2022) 495, final, S. 24.
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den Personenkreis, der Zugang zu den Beweismitteln hat, beschranken,
um Vertraulichkeit zu ermoglichen.’”* Letztendlich wird allerdings auch
hier die Verhaltnismafligkeitspriifung ohne weitere Kriterien in die Hande
der Gerichte gelegt, was zu erheblichen Rechtsunsicherheiten fithren kann.
Ebenso ist unklar, wie substantiiert der Vortrag eines Geschddigten sein
muss, um erfolgreich die Offenlegung einzuklagen.®”> Fiir die Hersteller
von selbstfahrenden Fahrzeugen besteht ein signifikantes Interesse am
Schutz des Quellcodes des Steuerungssystems. Im Falle eines Unfallereig-
nisses konnte es also fiir die Hersteller von entscheidender Bedeutung sein,
ob sie lediglich die Fahrzeugdaten vor und wéhrend des Unfallhergangs
herausgeben miissen oder ob sie auch zur Offenlegung der zugrundeliegen-
den Algorithmen verpflichtet werden kdnnen.

(mm) Beweiserleichterungen

Ebenfalls vergleichbar zum KI-HaftRL-E sieht der ProdHaftRL-E vor, dass
dann, wenn der Beklagte seiner Offenlegungspflicht nicht nachkommt,
eine widerlegliche Vermutung der Fehlerhaftigkeit zu Lasten des Herstellers
bestehen soll (Art.9 Abs. 2 lit.a und Abs.5 ProdHaftRL-E). Zudem sind
weitere widerlegliche Vermutungen vorgesehen, wenn der Klager das Un-
terschreiten von verbindlichen Sicherheitsanforderungen des Unionsrechts
oder nationalen Rechts nachweisen kann, welche gerade dem Schutz des
eingetretenen Schadens dienen (Art.9 Abs.2 lit.b ProdHaftRL-E). Dies
kann bereits das Nichteinhalten von Dokumentationspflichten sein.!’
Auch offensichtliche Funktionsstorungen bei normaler Verwendung oder
unter normalen Umstdnden sollen zu einer widerleglichen Vermutung des
Produktfehlers fithren (Art.9 Abs. 2 lit. ¢ ProdHaftRL-E). Diese Regelung
kénnte je nach Auslegung der Gerichte fiir das autonome Fahren relevant
werden. Denn zumindest objektiv verkehrswidriges Verhalten eines selbst-
fahrenden Fahrzeugs kénnte als offensichtliche Funktionsstérung angese-
hen werden.

Ebenfalls neu ist der Vorschlag einer widerlegbaren Vermutung der Kau-
salitdt in den Fallen, in denen der Produktfehler feststeht und der entstan-
dene Schaden typischerweise auf den betreffenden Fehler zuriickzufiihren

1574 ErwG 32, COM(2022) 495, final, S. 24.
1575 Hierzu auch Spindler, CR 2022, S. 689 (697).
1576 ErwG 33, COM(2022) 495, final, S. 24.
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ist (Art. 9 Abs. 3 ProdHaftRL-E). Der Richtlinienvorschlag ordnet also die
Anwendung eines Anscheinsbeweises fiir die Kausalitit an, wenn gleich-
artige Fehler typischerweise den infragestehenden Schaden verursachen.
Unklar ist, ob die Kausalititsvermutung auch dann greift, wenn der Fehler
nur aufgrund der zuvor genannten Vermutungsregelungen festgestellt wur-
de. Dafiir spricht, dass ein Hersteller, der seiner Offenlegungspflicht nicht
nachkommen will, sich in derartigen Féllen prozessual passiv verhalten
konnte. Dies kann von der Richtlinie nicht intendiert sein.'’” Fiir das
autonome Fahren konnte die Regelung eines solchen Anscheinsbeweises
die Beweisnot des Geschédigten erheblich lindern.!>”8

Zudem soll es Vermutungsregelungen nach Art.9 Abs.4 ProdHaftRL-E
geben, wenn es fiir den Geschadigten aufgrund der technischen oder wis-
senschaftlichen Komplexitit iibermaflig schwierig ist, die Fehlerhaftigkeit
des Produkts oder den ursdchlichen Zusammenhang zwischen dessen Feh-
lerhaftigkeit und dem Schaden bzw. beides nachzuweisen. In diesen Fallen
soll von der Fehlerhaftigkeit des Produkts oder einen ursdchlichen Zusam-
menhang zwischen seiner Fehlerhaftigkeit und dem Schaden oder beidem
ausgegangen werden, sofern gleichzeitig aufgrund hinreichend relevanter
Beweise nachgewiesen wurde, dass das Produkt zum Schaden beigetragen
hat und es wahrscheinlich fehlerhaft war und/oder die Fehlerhaftigkeit den
Schaden wahrscheinlich verursacht hat. Dem Beklagten wiederum wird das
Recht eingerdumt, die genannten Wahrscheinlichkeiten anzufechten. Diese
Formulierung ist insofern unklar, da nach Art. 9 Abs. 5 ProdHaftRL-E oh-
nehin die Vermutung nach Abs.4 widerlegbar ist. Wann die Hiirde der
ibermafligen Beweisschwierigkeiten aufgrund ,der technischen oder wis-
senschaftlichen Komplexitat* erreicht ist, soll anhand von verschiedenen
Faktoren ermittelt werden. Hierzu zéhlen ,die Komplexitit des Produkts
(z. B. ein innovatives Medizinprodukt), die Komplexitit der verwendeten
Technologie (z. B. maschinelles Lernen), die Komplexitit der vom Klager
zu analysierenden Informationen und Daten und die Komplexitit des
Kausalzusammenhangs (z. B. ein Zusammenhang zwischen einem Arznei-
oder Lebensmitte] und dem Eintritt eines Gesundheitsproblems oder ein
Zusammenhang, der den Klager zwingen wiirde, die Funktionsweise eines
KI-Systems zu erldutern, um einen Nachweis zu erbringen)“1>”? Dabei soll

1577 Anders Spindler, der meint, dass der Fehler auch positiv festgestellt werden muss,
Spindler, CR 2022, S. 689 (698).

1578 Vgl. auch 3. Teil: H. 1. 2. a.

1579 ErwG 34, COM(2022) 495, final, S. 25.
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der Kldger die Schwierigkeiten mit Argumenten substantiieren, ohne diese
nachweisen zu miissen. ,Beispielsweise sollte der Klager bei einer Klage
in Bezug auf ein KI-System weder verpflichtet werden, die spezifischen
Merkmale des KI-Systems zu erldutern, noch inwiefern diese Merkmale
die Feststellung des Kausalzusammenhangs erschweren, damit das Gericht
entscheiden kann, dass iiberméflige Schwierigkeiten bestehen. 580

Diese Vermutungsregelung diirfte fiir Prozesse gegen Hersteller selbst-
fahrender Fahrzeuge von entscheidender Bedeutung sein. Da ein Grof3-
teil der Steuerungssoftware KI-basierte Algorithmen verwendet, wird dem
Geschédigten die Beweislast dadurch erleichtert, da er lediglich darlegen
muss, dass er nicht in der Lage ist, die Funktionsweise der Steuerungssoft-
ware zu erklaren. Dadurch, dass dem Hersteller also nur der Beweis des
Gegenteils verbleibt, diirfte die Durchsetzung von Anspriichen gegen die
Hersteller von selbstfahrenden Fahrzeugen deutlich erleichtert werden.

Kritisch wird zum Teil gesehen, dass die Vermutungsregel im Span-
nungsverhiltnis zu den Offenlegungspflichten nach Art.8 ProdHaftRL-E
steht. Es ist unklar ist, ob der Klager sich direkt auf die ,iibermafligen
Beweisschwierigkeiten“ nach Art.9 Abs.5 ProdHaftRL-E beziehen kann,
indem er darlegt, dass ein KI-System verwendet wurde, dessen Funktions-
weise er nicht nachvollziehen kann oder ob wenigstens zuvor versucht
werden muss, ebendiese Informationen im Wege des Auskunftsanspruchs
nach Art. 8 ProdHaftRL-E eigenstandig zu ermitteln. Spindler geht deshalb
im Wege der Verhdltnismafligkeit von einem Stufenverhaltnis aus.!>8! Hier-
fir spricht auch, dass in den Erwégungsgriinden klargestellt wird, dass
eine Beweislastumkehr gerade nicht erreicht werden soll, und der Klager
zumindest verpflichtet sein soll entweder nachzuweisen, dass das Produkt
swahrscheinlich® fehlerhaft war bzw. der Schaden ,wahrscheinlich® auf der
Fehlerhaftigkeit des Produkts beruhte.!>82

(nn) Verhéltnis zu Dritten im Rahmen der Haftung

In Art.11 ProdHaftRL-E wird weiterhin geregelt, dass mehrere haftende
Wirtschaftsakteure gesamtschuldnerisch haften. Gleichzeitig wird in Art. 12

1580 ErwG 34, COM(2022) 495, final, S. 25

1581 Spindler, CR 2022, S. 689 (698).

1582 Dies ist ebenfalls in der deutschen Ubersetzung des Entwurfs unklar formuliert,
ergibt sich jedoch aus dem Originaltext: recital 35, COM(2022) 495, final, S. 21.
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Abs.1 ProdHaftRL-E klargestellt, dass die Haftung nicht dadurch ausge-
schlossen ist, dass der Schaden sowohl durch die Fehlerhaftigkeit eines
Produkts als auch durch eine Handlung oder Unterlassung eines Dritten
verursacht wurde. Dies wire fiir das autonome Fahren vor allem dann
relevant, wenn Hacker sich auf die Fahrzeugsteuerung Zugriff verschaffen.
Da in diesem Fall eine Sicherheitsliicke die Steuerungsiibernahme erst er-
moglicht hat, haftet der Hersteller also auch dann, wenn der Hacker bspw.
einen vorsitzlichen Unfall per Fernsteuerung begeht.83 Gleiches kann
gelten, wenn andere Verkehrsteilnehmer zum Unfallgeschehen beitragen,
aber die Steuerungssoftware gleichwohl hitte schneller reagieren miissen.
Nicht davon betroffen ist jedoch eine Minderung des Anspruchs wegen
Mitverschuldens (Art. 12 Abs. 2 ProdHaftRL-E).

(00) Haftungshochstgrenzen

Uberraschenderweise verzichtet der Richtlinienentwurf in Art.13 aus-
driicklich auf Haftungshochstgrenzen. Damit konnte ein produkthaftungs-
rechtlicher Anspruch in seltenen Einzelféllen gegeniiber Anspriichen nach
§7 Abs.1 StVG einen Vorteil haben, sofern die in §12 StVG genannten
Hochstgrenzen ausnahmsweise iiberschritten werden. Fraglich ist aller-
dings, ob eine unbegrenzte Haftung Auswirkungen auf die Versicherbarkeit
von Produkten wie selbstfahrenden Fahrzeugen hat.!1584

(pp) Verjéhrung

Hinsichtlich der Verjahrungsfristen soll es im Grundsatz bei drei Jahren
bleiben (Art.14 Abs.1 ProdHaftRL-E). Die absolute Verjahrung verbleibt
bei zehn Jahren ab Inverkehrbringen, Inbetriebnahme oder Modifikation
des Produkts (Abs. 14 Abs.2 ProdHaftRL-E). Sie beginnt mit dem Tage, an
dem der Geschédigte kumulativ Kenntnis vom Schaden, der Fehlerhaftig-
keit und der Identitét des betreffenden Wirtschaftsakteurs erlangt.

Aulffillig ist, dass keine absolute Verjahrungsfrist fiir Produkte geregelt
wird, die sich unter der Kontrolle des Herstellers befinden. Dies kann
entweder so verstanden werden, dass die Verjahrungsfrist bereits mit der

1583 Spindler, CR 2022, S. 689 (698).
1584 Spindler, CR 2022, S. 689 (699).
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ersten Bereitstellung der Software beginnt,® oder aber, dass tiberhaupt
keine Verjahrungsfrist lauft, wahrend der Hersteller ein solches Produkt
beherrscht. Vor dem Hintergrund, dass ein vom Hersteller kontrolliertes
Produkt wie ein KI-System stdndig angepasst und erweitert wird und fiir
den Betroffenen die Versionierung auch nicht offenkundig ist, erscheint es
durchaus angemessen, anzunehmen, dass fiir diese Fille so lange keine Ver-
jahrung eintreten kann, wie der Hersteller die Funktionsweise des Produkts
kontrolliert. Nach dieser Regelung wiirde die Verjéhrung von Anspriichen
gegen den Hersteller selbstfahrender Fahrzeuge erst dann beginnen, wenn
der Hersteller die Kontrolle iiber die Steuerungssoftware aufgibt. Da der
Hersteller jedoch gleichzeitig zulassungsrechtlich verpflichtet ist, {iber den
gesamten Betriebszeitraum des Fahrzeugs die Cyber-Sicherheit des Fahr-
zeugs zu gewahrleisten (§ 1f Abs.3 Nr.1 StVG), wiirde die Verjahrung erst
mit der AufSerbetriebnahme des jeweiligen Fahrzeugs beginnen kénnen.

(qq) Stellungnahme

Der Entwurf zur Neufassung der ProdHaftRL ist ein detaillierter und aus-
differenzierter Vorschlag zur Anpassung des Haftungsrechts fiir IT-basierte
Produkte. Die Klarstellung, dass auch Software unabhéngig vom Ort ihrer
physischen Speicherung Produkt im Sinne des Produkthaftungsrechts sein
soll, ist tiberfallig. Hervorzuheben ist, dass der ProdHaftRL-E KI-Systeme
mit einbezieht, aber zwischen selbstlernender KI und blofler Verwendung
von machine learning differenziert, wihrend diese Unterscheidung iiberra-
schenderweise im KI-VO-E und im KI-HaftRL-E keine Beriicksichtigung
findet. Auch die Adressierung von Vernetzungsrisiken im Rahmen der be-
rechtigten Sicherheitserwartungen diirfte auch bei der Haftung fiir selbst-
fahrende Fahrzeuge eine entscheidende Rolle spielen. Da die Hersteller
zunehmend auf umfassende Fahrzeugvernetzung setzen werden, wird klar-
gestellt, dass derartige Funktionen auch ausreichend abgesichert werden
miissen und etwa im Rahmen von Car2X-Kommunikation mitbedacht
werden muss, dass auch die Produkte anderer Hersteller, mit denen das
Fahrzeug kommunizieren kann, fehlerhaft sein kénnen oder fehlerhafte In-
formationen bereitstellen konnen. Die Absicherung derartiger Kommuni-
kationsschnittstellen diirfte herstellerseitig also in den Vordergrund riicken.
Gepaart mit der Aufnahme von Cybersicherheitserwartungen im Rahmen

1585 Ebenda.
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des Produktfehlers diirften Hersteller zunehmend fiir die Absicherung ihrer
Software-Systeme sensibilisiert werden.

Auch die geplante Abkehr vom Werktorprinzip fiir digitale Produkte,
die unter der fortwahrenden Kontrolle des Herstellers stehen, ist hervorzu-
heben. Dementsprechend wiéren die Hersteller von selbstfahrenden Fahr-
zeugen einerseits gezwungen, die Steuerungssoftware fortwahrend zu tiber-
wachen und durch Updates und Upgrades anzupassen. Auflerdem wire
der Einwand des Entwicklungsfehlers fiir derartige Produkte ausgeschlos-
sen. Insbesondere die Einfithrung einer Produktbeobachtungs- und Up-
datepflicht im Rahmen der Produkthaftung stellt einen wichtigen Baustein
fiir ein neu zu schaffendes Haftungsrecht fiir IT-Produkte dar.

Uberzeugend ist zudem die Entscheidung der Kommission, das Beweis-
recht fiir komplexe digitale Produkte wie KI-Systeme anzupassen und nicht
nur Offenlegungspflichten zu schaffen, sondern auch durch ein differen-
ziertes System von Vermutungsregelungen den Geschédigten beweisrecht-
lich zu entlasten, ohne eine vollstindige Beweislastumkehr vorzunehmen.
Dieser Schritt ist vor dem Hintergrund von intransparenten Algorithmen
und nicht nachvollziehbarer Entscheidungsfindung bei KI-Systemen von
grofSer praktischer Relevanz fiir die Effektivitat des Produkthaftungsrechts.

Zwar kann der Entwurf einer neuen ProdHaftRL an einigen Stellen auch
kritisiert werden, insgesamt stellt die Kommission jedoch einen an vielen
Stellen ausdifferenzierten Entwurf zur Neuregelung des Produkthaftungs-
rechts vor, das wegen der zunehmenden Digitalisierung von Produkten als-
bald angepasst werden sollte. Durch die Konkretisierung der berechtigten
Sicherheitserwartungen auf der einen Seite und die Durchsetzungs- und
Beweiserleichterungen fiir Geschédigte auf der anderen Seite adressiert der
Vorschlag die Felder, in denen bislang die grofite Rechtsunsicherheit bei der
Anwendung des geltenden Produkthaftungsrechts besteht.

9. Zwischenergebnis

Von den vielen Ansitzen zur Anpassung des Haftungsrechts fiir selbstfah-
rende Fahrzeuge vermag keiner die Haftungsfrage fiir sich genommen
zu l6sen. So ist es wenig iiberzeugend, fiir selbstfahrende Fahrzeuge voll-
standig auf das Prinzip des Verschuldens zu verzichten und eine Gefahr-
dungshaftung einzufithren. Bislang ist nicht ersichtlich, dass die Hersteller
selbstlernende KI verwenden werden, die Zurechnung von Fahrfehlern des
Steuerungssystems anhand der bewidhrten Kategorien des Produktfehlers
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unmoglich erscheinen lassen. Die Einfithrung einer Gefdahrdungs- oder
Kausalhaftung ist deshalb nicht erforderlich.

Ebenso wenig iiberzeugt es, den Hersteller als Fahrzeugfithrer haften
zu lassen, da hierfiir neben einer funktionierenden Herstellerhaftung iiber-
haupt kein Bedarf besteht. Die diskutierten Versicherungslésungen hinge-
gen schaffen eine falsche Anreizstruktur, da sie den Hersteller iiber das
Prinzip der Schadenssozialisierung zu stark aus der Verantwortung neh-
men. Fir die Einfilhrung einer ePerson besteht ebenfalls kein Bediirfnis,
da das Verantwortungsgefiige derzeit nicht so diffus ist, dass sich das Haf-
tungsproblem in Bezug auf selbstfahrende Fahrzeuge nur so losen liefle,
dass diesen eine eigene Haftungssubjektivitat zuerkannt wird.

Wesentlich kleinteiliger ist das Regulierungspaket der EU in Bezug
auf digitale Produkte und KI-Systeme. Zwar soll der KI-VO-E und der
KI-HaftRL-E auf Fahrzeuge keine Anwendung finden; jedoch sollen die
vorgeschlagenen Regelungen in dhnlicher Weise auch im Rahmen anderer
Rechtsakte der EU zukiinftig fiir den Fahrzeugmarkt umgesetzt werden.
Insofern sind beide Vorschldge zundchst nur mittelbar fiir den Automobil-
sektor relevant. Insgesamt eignen sich also beide Vorschldge nur in Teilbe-
reichen zur Neuordnung der Haftungsfrage fiir selbstfahrende Fahrzeuge.
Allenfalls konnten tiber die KI-Regulierung die berechtigten Sicherheitser-
wartungen an selbstfahrende Fahrzeuge konkretisiert werden. Kritisch ist
hierbei zu sehen, dass sich ein Grof3teil der Software-Elemente, die zur
Fahrzeugsteuerung verwendet werden, unter den sehr weit gefassten KI-Be-
griff des KI-VO-E fallen, ohne dass sich hier ein besonderes Autonomie-
oder Transparenzrisiko besteht.!58

Der Entwurf einer Neufassung der ProdHaftRL beinhaltet eine ganze
Reihe sinnvoller Anpassungen, welche fiir die Haftung im Zusammenhang
mit selbstfahrenden Fahrzeugen relevant wéren. Statt die Systematik des
bestehenden Haftungsrechts vollstindig aufzugeben, wird im Entwurf an
entscheidenden Stellschrauben gedreht, um das bestehende Haftungsrecht
technologieabhingig anzupassen. Allerdings kann eine Neufassung der
ProdHaftRL nur ein Baustein von mehreren sein, um das Haftungsrecht
fiir das autonome Fahren addquat anzupassen.

1586 Vgl. auch Steege, SVR 2023, S. 9 (10).
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II. Perspektiven fiir ein Haftungsrecht de lege ferenda

Es steht also fest, dass das Haftungsrecht nicht grundlegend revolutioniert
werden muss, um die Haftungsfrage beim Einsatz selbstfahrender Fahrzeu-
ge addquat zu regeln. Vielmehr sind punktuelle Anpassungen erforderlich.
Nach Auswertung des geltenden Rechts und der in der Literatur und auf
EU-Ebene diskutierten Losungsansitze sollten folgende Mafinahmen um-
gesetzt werden.

1. Ankniipfungspunkte fiir eine Rechtsanpassung

Um das Haftungssystem moglichst effektiv zu gestalten, sollten sowohl die
haftungsrechtlichen Regelungen iiberarbeitet als auch rechtsverbindliche
technische Anforderungen an die Hersteller selbstfahrender Fahrzeuge ge-
stellt werden, die den Sorgfaltsmafistab bei der Konstruktion solcher Fahr-
zeuge konkretisieren. Eine Anpassung des geltenden Rechts sollte demnach
auf drei Ebenen erfolgen.

Zum einen sollten bestimmte Teilbereiche des Haftungsrechts iiberdacht
werden. Dies betrifft vor allem die Bereiche, in denen Rechtssicherheit fir
die beteiligten Akteure von zentraler Bedeutung ist, damit das Haftungs-
recht seine verhaltenssteuernde Wirkung auch tatsdchlich entfalten kann.
Es ergibt sich deshalb auf haftungsrechtlicher Ebene Bedarf zur Anderung
der ProdHaftRL und damit auch des ProdHaftG sowie des StVG.

Auf zweiter Ebene sollten insbesondere die Verkehrssicherungspflich-
ten der Hersteller durch verbindliche Sicherheitsstandards und das Zulas-
sungsrecht konkretisiert werden. Hierbei handelt es sich zwar nicht um
Haftungsregeln, jedoch verhelfen verbindliche Sicherheits- und Konstruk-
tionsstandards zur Konkretisierung der verschiedenen Fehlerkategorien.
Diese technischen Sicherheitsstandards kdnnen zwar nur ein Mindestmaf3
an Sorgfaltspflichten definieren,®” dennoch sollte von dieser Moglichkeit
punktuell Gebrauch gemacht werden, um die notwendige Sicherheit und
Rechtsklarheit zu gewidhrleisten. So konstatiert Lutz: ,,Je detaillierter kiinfti-
ge technische Anforderungen an automatisierte bzw. autonome Fahrzeuge
normiert sind und je weniger Gestaltungsspielraum dem Hersteller insofern

1587 Taeger, in: Ehring/Taeger, Produkthaftungs- und Produktsicherheitsrecht, §3
ProdHaftG Rn. 62; Wagner, in: MiiKo-BGB, § 3 ProdHaftG Rn.27; Forster, in:
BeckOK BGB, § 3 ProdHaftG Rn. 25.
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verbleibt, desto unwahrscheinlicher erscheint umgekehrt die Entstehung
eines Produktfehlers in einem dem Hersteller zur Ausgestaltung iiberlasse-
nen Bereich“!>® Derartige Sicherheitsvorgaben konnen dazu ggf. im Ver-
ordnungswege flexibel an die fortschreitenden Erfahrungen angepasst wer-
den. Spezifische regulative Mafinahmen haben den Nachteil, dass ex ante
ein Sorgfaltsmafistab hoheitlich festgelegt werden muss. Bei komplexen
Produkten wie selbstfahrenden Fahrzeugen sind die vielseitigen Schadens-
szenarien kaum vorhersehbar.® Auf der anderen Seite sind technische
Vorgaben unumgénglich, um zumindest in den sicherheitskritischen Berei-
chen, in denen die Risiken bekannt sind, Vorgaben zu machen, die von
den Gerichten bei der Bestimmung der konkreten Sorgfaltsanforderungen
beriicksichtigt werden konnen. Insofern miissen regulative Vorgaben und
Haftungsrecht so ineinandergreifen konnen, sodass eine angemessene Haf-
tung im Zusammenhang mit selbstfahrenden Fahrzeugen erreicht wird.
Als Regelungsstandort bietet sich das Zulassungs- und Genehmigungsrecht
an. Auch im Rahmen der StVO sind verhaltensrechtliche Anforderungen
an selbstfahrende Fahrzeuge denkbar, zu deren Einhaltung die Hersteller
mittelbar verpflichtet wéren.

Auf dritter Stufe sollten Regelungen zur erleichterten Rechtsdurchset-
zung geschaffen bzw. erweitert werden. Als Regelungsstandort empfehlen
sich hier ebenfalls das StVG und die ProdHaftRL bzw. das ProdHaftG.

Zum Teil ist der deutsche Gesetzgeber in seiner Rechtsetzungskompe-
tenz beschrankt, so dass européische Rechtsakte erforderlich waren.>*® Im
Folgenden sollen die konkreten Mafinahmen skizziert werden.

2. Anpassung des Haftungsrechts

Zunichst sollen konkrete Anderungsvorschlige zum Haftungsrecht ge-
macht werden.

1588 Lutz, in: Hartmann, KI & Recht, 2020, S. 117 (130).

1589 Wagner, in: Faust/Schifer, Zivilrechtliche und rechtsékonomische Probleme des
Internet und der kiinstlichen Intelligenz, 2019, S.1 (10 £.).

1590 Dies betrifft vor allem Anderungen des ProdHaftG, die nur durch Anpassung
der zugrunde liegenden ProdHaftRL herbeigefiihrt werden konnen, aber auch ge-
setzliche Beweislastinderungen, welche die Anwendung des ProdHaftG beriihren,
miissen durch den europdischen Gesetzgeber formuliert werden, vgl. EuGH, Urt.
v. 20.11.2014 - C-310/13 (Novo Nordisk Pharma GmbH ./. S) (NJW 2015, 927).
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a. Anpassung der Halterhaftung des StVG

Die Regelungen des StVG sind bereits de lege lata weitgehend geeignet, die
Halterhaftung auch fiir selbstfahrende Fahrzeuge zu regeln. Anpassungsbe-
darf besteht allerdings bei der ,yvirtuelle Schwarzfahrt.

Der Gesetzgeber sollte eine Klarstellung in § 7 Abs. 3 StVG vornehmen,
da bislang der Fall der ,virtuellen Schwarzfahrt® nicht befriedigend geregelt
ist.1%! Nach hier vertretener Auffassung ist auch der Hacker, der sich unbe-
fugt Zugriff auf die Fahrzeugsteuerung verschafft, ein unbefugter Kraftfahr-
zeugnutzer im Sinne des § 7 Abs. 3 S.1 StVG. Jedoch hitte dies den entschei-
denden Nachteil, dass ein Geschédigter in einem derartigen Unfallszenario
gegeniiber dem Halter rechtsschutzlos wire, wenn die Identitit des Hackers
nicht ermittelt werden kann. Dieses Problem stellt sich bei der konventio-
nellen Schwarzfahrt nicht in gleichem Mafle, da der unbefugte Kraftfahr-
zeugnutzer im Regelfall leichter zu ermitteln ist. Eine Haftungsfreistellung
des Halters wiirde dementsprechend zu unbilligen Ergebnissen fiithren. Die
europarechtlichen Vorgaben gem. Art.3 Abs.1 und 4 der RL 2009/103/EG
zur Sicherstellung eines angemessenen Opferschutzes wéren nicht mehr
gewihrleistet.!>2 Daher ist eine gesamtschuldnerische Haftung des Halters
und des virtuellen Schwarzfahrers in solchen Fillen die sachgerechtere
Losung. Der Gesetzgeber konnte eine solche Ausnahme z.B. in einem neu
zu fassenden § 7 Abs. 4 StVG regeln.

Alternativ konnte die Deckung solcher Schiaden im PfIVG geregelt wer-
den. Der Bundesrat hatte bereits im Gesetzgebungsverfahren zum Gesetz
zum autonomen Fahren angeregt, § 12 Abs.1 S.1 Nr. 3 PAIVG dahingehend
zu andern, dass der Entschddigungsfonds fiir Schaden aus Kraftfahrzeug-
unfillen auch fiir Schaden aufkommt, die durch Hackerangriffe verursacht
werden.>®* Auch dies wire ein gangbarer Weg zur Herstellung eines ange-
messenen Opferschutzes.

1591 Dies monierte auch schon der Bundesrat um Gesetzgebungsprozess zum Gesetz
zum autonomen Fahren, vgl. Unterrichtung durch die Bundesregierung, v. 1.4.2021
BT-Drs. 19/28178, S. 11.

1592 Richtlinie 2009/103/EG des Europdischen Parlaments und des Rates vom
16.12.2009 tber die Kraftfahrzeug-Haftpflichtversicherung und die Kontrolle der
entsprechenden Versicherungspflicht (6. KH-Richtlinie), ABL. 2009, Nr. L 263/11.

1593 Unterrichtung durch die Bundesregierung, v. 1.4.2021 BT-Drs. 19/28178, S.12; dem
schlief3t sich auch Wagner an, NJW 2023, S. 1313 (1316).
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b. Anpassung der ProdHaftRL

Das wichtigste Regelwerk fiir die Herstellerhaftung im Zusammenhang mit
selbstfahrenden Fahrzeugen ist die ProdHaftRL, auf der das deutsche Prod-
HaftG basiert. Um eine liickenlose Haftung auch bei Unféllen mit Beteili-
gung von Fahrzeugen mit hoch- bzw. vollautomatisierten sowie autonomen
Fahrfunktionen zu gewihrleisten, sollte die ProdHaftRL in entscheidenden
Punkten angepasst werden. Folgende Anpassungen sollten vorgenommen
werden.

(aa) Klarstellung der Produkteigenschaft von Software

Die Anerkennung von Software als Produkt im Sinne der ProdHaftRL ist
tiberfallig.">* Auch wenn umstritten ist, ob Software unter den derzeitigen
Wortlaut der ProdHaftRL und des ProdHaftG zu subsumieren ist,>*> diirfte
Einigkeit dariiber bestehen, dass es produkthaftungsrechtliche Regelungen
auch fiir Softwareprodukte geben muss.

Denkbar wire es, den Vorschlag gem. Art. 4 Abs. 1 ProdHaftRL-E umzu-
setzen und damit Software explizit Produktqualitdt zuzuerkennen. Damit
wiirde die Rechtsklarheit geschaffen werden, die sowohl Hersteller als auch
Nutzer und Dritte von einem modernen Produkthaftungsrecht erwarten
kénnen. Zu begriifien ist in diesem Zusammenhang die Entscheidung im
Kommissionsvorschlag, dass es sich bei ,Software unabhingig von der
Art ihrer Bereitstellung oder Nutzung - also unabhéngig davon, ob die
Software auf einem Gerit gespeichert [ist] oder tiber Cloud-Technologien
abgerufen wird - fiir die Zwecke der Haftung um ein Produkt® im Sinne
des ProdHaftRL-E handeln soll.1*¢ Damit wiére endgiiltig klargestellt, dass
es nicht auf eine Verkdrperung in einem Produkt ankommt, sondern dass
die Software selbst Produktqualitat hat. Fiir das autonome Fahren bedeutet
dies, dass der Anwendungsbereich des Produkthaftungsrechts eréftnet ist -
unabhingig davon, ob ein schadenverursachendes Ereignis auf fehlerhafte

1594 Vgl. etwa Wagner, in: MUKO-BGB, § 2 Rn. 21 ff.; Bodungen, in: Chibanguza/Kuf3/
Steege, Kiinstliche Intelligenz, 2022, Kap. § 3 I. Rn. 13; Hinze, Haftungsrisiken des
automatisierten und autonomen Fahrens, 2021, S.205; vgl. auch der einstimmige
Beschluss des Deutschen Juristentags 2022: Deutscher Juristentag, Beschliisse des
73. Deutschen Juristentages in Bonn 2022, https://djt.de/wp-content/uploads/2022
/09/Beschluesse.pdf,, S. 5.

1595 Hierzu ausfiihrlich 3. Teil: D. II.

1596 ErwG 12, COM(2022) 495, final, S. 19.
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Fahrzeugteile, Sensorik oder Aktorik oder auf fehlerhafte Entscheidungen
der Steuerungssoftware zuriickzufiihren ist. Die vorgeschlagene Klarstel-
lung wire daher schon aus Griinden der Rechtssicherheit wiinschenswert.

(bb) Erweiterung des Fehlerbegriffs fiir digitale Produkte

Der Fehlerbegriff in der Produkthaftung orientiert sich an den berechtigten
Sicherheitserwartungen. Die Rechtsprechung hat hierzu eine Reihe von
Fallgruppen entwickelt, anhand derer die Fehlerhaftigkeit eines Produkts
bestimmt werden kann.” Gerichtliche Entscheidungen zur produkthaf-
tungsrechtlichen Behandlung digitaler Produkte liegen hingegen nicht vor.
Um den Besonderheiten digitaler Produkte gerecht zu werden, sollte der
Fehlerbegriff im Rahmen der ProdHaftRL gesetzlich erweitert werden. Fiir
den stark regulierten Automobilsektor ist es hingegen nicht erforderlich,
kleinteilige Regelungen im Rahmen der Produkthaftung zu schaffen, da
die berechtigten Sicherheitserwartungen ohnehin durch strenge Genehmi-
gungs- und Zulassungserfordernisse weitestgehend konkretisiert werden
konnen. Jedoch sollten sektoriibergreifend bestimmte Phdnomene autono-
mer Systeme im Rahmen des Haftungsrechts geregelt werden.

Auch wenn das Problem der Weiterentwicklungsrisiken fiir das autono-
me Fahren im Rahmen dieser Arbeit als (noch) gering eingestuft wurde,>%
wire eine Anpassung entsprechend dem Regelungsvorschlag in Art. 6 Abs. 1
lit. c. ProdHaftRL-E sinnvoll. Fiir den Fall, dass zukiinftig selbstlernende KI
in der Steuerungssoftware eingesetzt wird, die sich nach Inverkehrbringen
selbststandig weiterentwickeln kann, sollte klargestellt werden, dass solche
Systeme fehlerhaft sind, wenn sie ein risikotrachtiges Verhalten entwickeln
oder nicht gegen solche unerwiinschten Weiterentwicklungen abgesichert
sind. Insbesondere die Klarstellung, dass die fehlerhafte Anpassung von
KI, die auch nach Inverkehrbringen des physischen Produkts unter der
Kontrolle des Herstellers bleibt, keinen haftungsbefreienden Entwicklungs-
fehler darstellt, ist vor dem Hintergrund der erheblichen Gefahren, die von
selbstfahrenden Fahrzeugen im Straflenverkehr ausgehen, erforderlich, um
den Herstellern einen stindigen Anreiz zur Verbesserung der Steuerungs-
software zu geben.

1597 Siehe 3. Teil: D. V. 2.
1598 Vgl. 2. Teil: E.IL. 4. b.

388

- am 27.01.2026, 08:37:33.


https://doi.org/10.5771/9783748949510
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

B. Schlussfolgerungen

Gerade bei selbstfahrenden Fahrzeugen ist die Frage relevant, wie den
bestehenden Vernetzungsrisiken haftungsrechtlich begegnet werden kann.
Zwar liefle sich in Ankniipfung an die Honda-Rechtsprechung im Wege
richterlicher Rechtsfortbildung eine Haftung des Herstellers im Rahmen
des §823 Abs.1 BGB auch fiir digitale Kombinationsrisiken konstruie-
ren;> sinnvoller wire jedoch eine klare gesetzliche Festlegung. Denkbar
wir eine Formulierung entsprechend Art. 6 Abs.1 lit. d. ProdHaftRL-E zu
tibernehmen, um das Problem angemessen zu adressieren. Die dort vor-
geschlagene Regelung, wonach die Auswirkungen von Fremdprodukten
auf die eigenen Produkte zu beriicksichtigen sind, zwingt die Hersteller
zur Absicherung der eigenen Systeme und mittelbar zur Produktbeobach-
tung, sofern Schnittstellen eréffnet werden, die explizit die Kombination,
Kommunikation oder Kooperation mit Produkten anderer Hersteller er-
moglichen und aus diesem Zusammenwirken Risiken entstehen konnen.
Die Einfithrung einer solchen Regelung ist also vor dem Hintergrund der
zunehmenden Fahrzeugvernetzung notwendig, um klarzustellen, dass sich
die Haftung nicht allein auf die Fehlerhaftigkeit der eigenen Produkte be-
schrankt.

(cc) Abkehr vom ,Inverkehrbringen® als haftungsrechtliche Zasur

Das Inverkehrbringen eines physischen Produkts ist derzeit die entschei-
dende haftungsrechtliche Zésur im Produkthaftungsrecht. Am Zeitpunkt
des Inverkehrbringens richten sich die berechtigten Sicherheitserwartungen
aus und bestimmt sich der Stand der Wissenschaft und Technik, welcher
tiir Hersteller einzuhalten ist. De lege lata gilt: ,Was einmal fehlerfrei war,
bleibt — aus Sicht des ProdHaftG (!) — fehlerfrei®1600

Die Vorstellung, dass ein Produkt das ,Werktor® des Herstellers ver-
lasst und sich die Haftung des Herstellers danach nur noch auf Fehler
beschrankt, die bereits vorher vorhanden waren, funktioniert in der wirt-
schaftlichen Logik des Vertriebs digitaler Produkte nicht. Deren entschei-
dender Vorteil ist, dass sie ein ,virtuelles Werktor“ nie vollstandig durch-
schreiten.'®®! Vielmehr liegt es im Interesse der Hersteller, die Kontrolle

1599 3. Teil: E. IIL 2. a. (bb).

1600 Forster, in: BeckOK BGB, § 3 ProdHaftG Rn. 19.

1601 Ahnlich auch Hinze, Haftungsrisiken des automatisierten und autonomen Fah-
rens, 2021, S. 207.
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iber das Produkt auch nach dem Inverkehrbringen zu behalten, um das
Produkt auf der Grundlage der umfangreichen Daten kontinuierlich ver-
bessern zu konnen. Daher ist es fiir solche Produkte nicht mehr sinnvoll,
auf den Zeitpunkt des Inverkehrbringens abzustellen.!®2 Ohne eine Ande-
rung der Richtlinie oblige es den Gerichten zu entscheiden, nach welchem
Stand von Wissenschaft und Technik derartige IT-Produkte zu bewerten
seien. Zwar wird im Rahmen dieser Arbeit vertreten, dass das Aufspielen
von Updates zumindest ein partielles Inverkehrbringen im Hinblick auf
den gednderten Softwarecode darstellt; es ist jedoch unklar, ob die Recht-
sprechung zu dem gleichen Ergebnis kommen wird. Eine unionsrechtliche
Kldrung schafft insoweit die notwendige Rechtssicherheit.

Um die Ausrichtung der Sicherheitserwartungen anhand des Zeitpunkts
des Inverkehrbringens vollstindig fiir solche Produkte zu umgehen, die
unter der andauernden Kontrolle des Herstellers stehen, konnte eine Art. 6
Abs. 1lit. e. ProdHaftRL-E entsprechende Regelung eingefiihrt werden. Da-
nach wird nicht mehr nur auf das Inverkehrbringen bzw. die Inbetriebnah-
me abgestellt, sondern bei digitalen Produkten auf das Entlassen des Pro-
duktes aus der Kontrolle des Herstellers. Dies bedeutet im Umkehrschluss,
dass Produkte, die dauerhaft unter der Kontrolle des Herstellers stehen,
auch keiner zeitlichen Haftungszasur unterliegen, an der die Sicherheitser-
wartungen auszurichten sind. Vielmehr wiren eine stindige Uberwachung
und Anpassung des Produkts an den Stand von Wissenschaft und Technik
erforderlich.

Ahnliches gilt fiir selbstlernende KI-Systeme. Auch hier erscheint es
nicht sachgerecht, das aus einer unkontrollierten Weiterentwicklung resul-
tierende Fehlerrisiko dem Nutzer oder unbeteiligten Dritten aufzubiirden,
wenn es in der Hand des Herstellers liegt, die eingesetzten KI-Systeme zu
tiberwachen und ggf. anzupassen oder abzuschalten. Der im Rahmen des
ProdHaftRL-E gemachte Vorschlag, den Hersteller nicht aus Verkehrssiche-
rungspflicht fiir seine Produkte zu entlassen, solange diese unter seiner
Kontrolle stehen, diirfte fiir KI-Systeme, wie sie in selbstfahrenden Fahr-
zeugen verwendet werden, von grofler Relevanz sein, da diese allein schon
aus wirtschaftlichen Griinden der stindigen Kontrolle des Herstellers un-
terliegen diirften. Nur eine umfassende Datenverfiigbarkeit garantiert die
volle Ausschopfung der Potenziale des autonomen Fahrens, da so die Steue-
rungssoftware stindig gegeniiber der Konkurrenz verbessert werden kann.

1602 Vgl. 3. Teil: D. V. 2. c. (bb).
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In dem Mafle, in dem die wirtschaftlichen Vorteile einer permanenten
Kontrolle der Software genutzt werden konnen, ist es aber auch gerecht-
fertigt, im Gegenzug die damit verbundenen Haftungsrisiken zu tragen.
Die Abkehr vom Inverkehrbringen als allein mafigeblichem Bezugspunkt
ist daher erforderlich, um die Effektivitdt des Produkthaftungsrechts zu
gewihrleisten.1603

(dd) Entwicklungsfehler bei vom Hersteller kontrollierten Produkten

Die Steuerungssoftware von selbstfahrenden Fahrzeugen kann nur bei an-
dauernder Datenverfiigbarkeit fiir den Hersteller kontinuierlich verbessert
werden. Der Hersteller behilt insofern die Kontrolle éiber das Fahrsystem.
Vor diesem Hintergrund erscheint es unbillig, dem Hersteller einen Haf-
tungsausschluss fiir Entwicklungsfehler zuzugestehen, die bei der erstmali-
gen Einfithrung der Software nicht erkennbar oder vermeidbar waren.

Das Vorliegen von Entwicklungsfehlern ist eng mit dem Inverkehrbrin-
gen verbunden, da der Zeitpunkt der Inverkehrgabe iiber die zu erfiillen-
den Sicherheitserwartungen entscheidet. Um diese bei dauerhaft kontrol-
lierten Produkten nicht gerechtfertigte Regelung aufzubrechen, miisste der
Haftungsausschluss fiir Entwicklungsfehler {iberdacht werden. Denkbar
wire also eine Norm, wie sie in Art.10 Abs.1 lit. e. ProdHaftRL-E vor-
geschlagen wird. Danach kommt es bei Produkten, die unter stindiger
Kontrolle des Herstellers stehen, nicht mehr darauf an, ob der Fehler
bei Inverkehrbringen oder Inbetriebnahme erkennbar war, sondern auf
den letztméglichen Zeitpunkt, zu dem der Fehler den Schaden kausal
verursacht hat. Die Einfiihrung einer solchen Regelung wiirde die Uber-
wachungspflichten des Herstellers unterstreichen, da er sich fortan bei
solchen digitalen Produkten nicht mehr auf den Stand von Wissenschaft
und Technik zum Zeitpunkt der erstmaligen Bereitstellung der Software
zuriickziehen konnte, sondern laufend tiberpriifen miisste, ob diese noch
den erforderlichen Sicherheitsstandards entspricht. Zudem miussten Her-
steller auch Anstrengungen unternehmen, neuartige Fehler aktiv zu suchen.
Diese Pflichten wiirden erst enden, wenn der Hersteller das Produkt aus
seiner Kontrolle entldsst. Dies wire also allenfalls bei Aufgabe der Software
der Fall. Fiir selbstfahrende Fahrzeuge diirfte dieser Umstand von unterge-

1603 Auch Hinze, Haftungsrisiken des automatisierten und autonomen Fahrens, 2021,
S.207f.
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ordneter Relevanz sein, da nicht zu erwarten ist, dass der Hersteller die
Kontrolle iiber die Software aufgibt, aber das Fahrzeug weiter betriebsbereit
bleibt. So ist der Hersteller gem. § If Abs.3 Nr.1 StVG verpflichtet, {iber
den gesamten Betriebszeitraum des Kraftfahrzeugs gegeniiber dem Kraft-
fahrt-Bundesamt und der zustindigen Behdrde nachzuweisen, dass die
elektronische und elektrische Architektur des Kraftfahrzeugs und die mit
dem Kraftfahrzeug in Verbindung stehende elektronische und elektrische
Architektur vor Angriffen gesichert ist. Insofern ist der Hersteller gehalten,
die Software wéhrend des gesamten Betriebszyklus des Fahrzeugs unter
seiner Kontrolle zu halten. Allenfalls muss bei einer neuen Version der
Steuerungssoftware die alte Version vom Hersteller deaktiviert werden.

(ee) Einfithrung von Produktbeobachtungs- und Reaktionspflichten

Das Produkthaftungsrecht hat stets das Inverkehrbringen als , magic mo-
ment” der Produkthaftung angesehen.!%%* Diese Riickwiértsgewandtheit der
Produkthaftungsrichtlinie ist vor dem Hintergrund der Besonderheiten di-
gitaler Produkte nicht mehr haltbar. Die Moglichkeiten der fortlaufenden
Anpassung von Software durch den Hersteller sowie die Gefahren selbstler-
nender Systeme erfordern es, die Sorgfaltspflichten des Herstellers nicht
mehr auf den Zeitpunkt des Inverkehrbringens zu beschranken. Ein Pro-
dukthaftungsrecht, das auch den Gefahren digitaler Produkte angemessen
Rechnung tragen muss, sollte dementsprechend auch Sorgfaltspflichten sta-
tuieren, welche den Hersteller — auch in die Zukunft gerichtet — verpflich-
ten, die eigenen Produkte zu iiberwachen und ggf. anzupassen, solange
sie unter seiner Kontrolle bleiben. Neben den berechtigten Sicherheitser-
wartungen sind daher Produktbeobachtungspflichten und die sich daran
anschlieflenden Reaktionspflichten die entscheidenden Ansatzpunkte fiir
eine effektive Anpassung der Herstellerhaftung.'0>

Da die geltende ProdHaftRL keine Produktbeobachtungspflichten vor-
sieht, misste sie entsprechend angepasst werden. Moglich wire die Ein-
fithrung von Produktbeobachtungs- und Updatepflichten, wie sie im Prod-

1604 Koch, in: Lohsse/Schulze/Staudenmeyer, Liability for AI and the IoT, 2019, S. 99
(102).

1605 ,,[A] monitoring duty would also be of paramount importance®, European Com-
mission — Expert Group on Liability and New Technologies, Liability for Artificial
Intelligence And Other Emerging Digital Technologies, 2019, S. 44 ft.
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HaftRL-E vorgesehen sind. Der Entwurf sieht vor, dass es bei digitalen
Produkten, die unter der dauerhaften Kontrolle des Herstellers stehen, das
Inverkehrbringen als zeitliche Zasur fiir die Beurteilung der berechtigten
Sicherheitserwartungen nicht maf3geblich ist. Daraus folgt zwingend, dass
der Hersteller fortan zur Produktbeobachtung wihrend des gesamten Be-
reitstellungszyklus einer derartigen Software verpflichtet ist. Die in Art. 10
Abs. 2 ProdHaftRL-E'6%¢ vorgeschlagene Haftung fiir fehlerhafte, aber auch
fehlende Updates zeigt, dass eine Produktbeobachtungspflicht nur effektiv
sein kann, wenn sie durch Reaktionspflichten bei der Entdeckung von Feh-
lern in IT-Produkten flankiert wird. Eine solche Beobachtungspflicht sollte
sich nicht auf die Uberwachung einzelner Produkte beziehen, sondern auf
die generelle Fehleranfalligkeit der Standardsoftware, wie sie in allen Pro-
dukten installiert ist.'%” Damit waren unvorhersehbare Programmfehler,
die singulér in einem einzelnen Produkt auftreten, aber nicht auf einem ge-
nerellen Fehler der Software beruhen - dhnlich den Ausreifiern im Rahmen
der Produzentenhaftung - von der Haftung ausgenommen. Dies sollte in
der Richtlinie klargestellt werden.

Zwar bezieht sich die Update-Pflicht im ProdHaftRL-E nur auf Produkte,
die unter der Kontrolle des Herstellers stehen, dies erscheint jedoch auch
sachgerecht, da bei Softwareprodukten, die nur einmal in Verkehr gebracht
werden und {iber die der Hersteller die Kontrolle vollstindig abgibt, nicht
die gleichen Gefdhrdungspotentiale bestehen. Weitergehende Produktbeob-
achtungspflichten fiir andere Produktkategorien konnten sich im Einzelfall
aus der Produzentenhaftung nach § 823 Abs.1 BGB ergeben. Dariiber hi-
naus miissten die Produktbeobachtungs- und Updatepflichten noch {iber
gesetzliche Sicherheitsanforderungen weiter konkretisiert werden.1608

(ff) Zeitliche Dimension der Produktbeobachtungspflichten

Die bestehenden Verjahrungsregelungen miissten im Zusammenhang mit
den neu zu schaffenden Produktbeobachtungs- und Updatepflichten iiber-
dacht werden. Zum einen sollte festgelegt werden, ob und wann die
Produktbeobachtungspflichten enden. Ankniipfungspunkt kdnnte hier der

1606 Siehe Abschnitt 4. Teil: B. I. 8. c. (jj).
1607 Borges, in: Lohsse/Schulze/Staudenmayer, Smart Products, 2022, S. 181 (198).
1608 Vgl. hierzu nachfolgend 4. Teil: B.IL. 3. e
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4. Teil: Perspektiven fiir zukiinftige Haftungsregelungen

Lebenszyklus eines Fahrzeugs sein.!'® Da die ProdHaftRL jedoch abstrakt-
generelle Regelungen fiir alle Produkte enthalten muss, bietet sich eine
dem §327f Abs.1 S.3 Nr.2 BGB entsprechende Norm an. Dort sind be-
reits vertragliche Updatepflichten im Rahmen der Umsetzung der Digitale-
Dienste-Inhalte-Richtlinie geregelt.!l® Danach bestimmt sich der Zeitraum,
innerhalb dessen der Verbraucher die Bereitstellung von Updates verlangen
kann, nach der Art und dem Zweck des digitalen Produkts unter Beriick-
sichtigung der Umstédnde und der Art des Vertrags. Da die vertraglichen
Verhiltnisse fiir die Produkthaftung keine Rolle spielen und ansonsten eine
Vermischung von Aquivalenz- und Integrititsinteresse droht, sollte sich der
Zeitraum fiir die Bereitstellung von Updates allein nach , Art und Zweck
des digitalen Produkts® ausrichten. Die konkrete Auslegung miisste dann
zwar nach wie vor von den Gerichten vorgenommen werden; gleichwohl
konnten tiber das Zulassungsrecht gesetzliche Vorgaben gemacht werden,
indem etwa die Updatepflicht an den zuldssigen Betrieb eines selbstfahren-
den Fahrzeugs gekniipft wird.

An den Zeitraum der Produktbeobachtungs- und Updatepflichten
schliefit sich schliefillich die Frage an, wann die Verjahrungsfrist fiir die
absolute Verjahrungsfrist beginnt. Fiir physische Produkte liegt es nahe,
diese mit dem Inverkehrbringen oder der Inbetriebnahme beginnen zu
lassen, wie dies in Art. 14 Abs. 2 ProdHaftRL-E vorgesehen ist. Jedoch fehlt
im Entwurf eine Regelung fiir digitale Produkte, die unter der Kontrolle
des Herstellers stehen.!!! Es wire dementsprechend sinnvoll, die absolute
Verjahrungsfrist an den Ablauf der Updatepflichten zu kniipfen. Die abso-
lute Verjahrung wiirde dann zu dem Zeitpunkt beginnen, in dem das letzte
Update vom Hersteller bereitgestellt wurde oder hitte bereitgestellt werden
miissen. Der Vorschlag die Verjahrung auf zehn bzw. 15 Jahre bei Spit-
oder Langzeitwirkungen festzusetzen, ist dagegen i.S.d. Art.14 Abs.2 und 3
ProdHaftRL-E sinnvoll.

1609 So etwa Schrader, DAR 2016, S.242 (244); Hinze, Haftungsrisiken des automati-
sierten und autonomen Fahrens, 2021, S. 164.

1610 Schulze, in: HK-BGB, § 327f Rn. 1{f; Spindler, MMR 2021, S. 451 (455).

1611 Vgl. auch Spindler, CR 2022, S. 689 (699).
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3. Gesetzliche Sicherheitsanforderungen

Wie in Teil 2 gezeigt wurde, hingt die Wirksamkeit der Herstellerhaftung
maf3geblich von der Bestimmung der berechtigten Sicherheitserwartungen
bzw. Verkehrspflichten der Hersteller ab.!°'? Bei Unfillen, an denen meh-
rere Kraftfahrzeuge beteiligt sind, wird zudem der spezifische Sicherheits-
standard selbstfahrender Fahrzeuge als Mafistab fiir die Bestimmung der
Betriebsgefahr im Rahmen der Halterhaftung herangezogen.!®’®* Insofern
ist es sowohl fiir die Halterhaftung als auch fiir die Herstellerhaftung ent-
scheidend, welche gesetzlichen Sicherheitsanforderungen fiir selbstfahren-
de Fahrzeuge gelten.

Derartige gesetzliche Vorgaben oder Regelwerke von Normungsinstitu-
ten konnen zumindest Mindeststandards fiir die berechtigten Sicherheitser-
wartungen formulieren. So heifit es im Ubrigen in einer Stellungnahme
der Bundesregierung zur Regulierung von KI: ,Es besteht insoweit auch
eine Wechselwirkung zwischen den Produktsicherheits- bzw. Zulassungs-
standards und dem Haftungsrecht. Je hoher die Anforderungen an die Si-
cherheit und Zulassung von KI-Systemen sind, desto weniger Haftungsfille
treten einerseits ein. Verbindliche Sicherheitsstandards sind andererseits
wesentlich fiir die Bestimmung der an KI-Systeme berechtigterweise zu
stellenden Sicherheitserwartungen, die ihrerseits Maf3stab dafiir sind, ob
ein KI-System fehlerhaft im Sinne der Produkthaftungsrichtlinie ist!6!

Gibt es klar normierte Sicherheitsvorgaben, muss also nicht erst pro-
zessual gekldrt werden, ob der Hersteller bestimmte sicherheitsrelevante
Mafinahmen hitte ergreifen miissen. Gleichzeitig kénnen solche Vorga-
ben auch nur einen Teil des Funktionsumfangs selbstfahrender Fahrzeuge
abdecken, so dass die Entscheidung iiber die Fehlerhaftigkeit im Einzel-
fall dennoch den Gerichten iiberlassen wird. Durch eine kontinuierliche
Anpassung der Zulassungsvoraussetzungen fiir selbstfahrende Fahrzeuge
kénnte zudem eine positive Dynamisierung des Fehlerbegriffs im Rahmen
der Herstellerhaftung erreicht werden !> Derartige Sicherheitsanforderun-
gen sollten sich jeweils an den technologischen Voraussetzungen und den

1612 3.Teil: D. V.

1613 3. Teil: A. IV. 3.

1614 Stellungnahme der Bundesregierung der Bundesrepublik Deutschland zum Weifi-
buch zur Kiinstlichen Intelligenz - ein européisches Konzept fiir Exzellenz und
Vertrauen COM(2020) 65 final, 2020, https://www.ki-strategie-deutschland.de/file
s/downloads/Stellungnahme_BReg Weissbuch_KILpdf, S. 24.

1615 3.Teil: D. V. 4.b. (hh).
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Einsatzgebieten der jeweiligen selbstfahrenden Fahrzeuge orientieren. Fiir
vollstindig autonome Fahrzeuge sollten andere Anforderungen gelten als
fiir automatisierte Fahrzeuge. Im Einzelnen sollten normierte Sicherheits-
anforderungen in folgenden Regelungsbereichen geschaffen werden

a. Sicherheitsmafistab fiir selbstfahrende Fahrzeuge

Aus Griinden der Rechtssicherheit sollte der Gesetz- bzw. Verordnungsge-
ber klarstellen, welches Maf} an Sicherheit im Stralenverkehr von selbstfah-
renden Fahrzeugen verlangt werden kann. Bislang heif3t es in § la Abs.2
Nr.2 und § le Abs.2 Nr.2 StVG nur, dass die Fahrzeuge den an die Fahr-
zeugfithrung gerichteten Verkehrsvorschriften entsprechen miissen. Diese
Offnungsklausel wird jedoch den Besonderheiten selbstfahrender Fahrzeu-
ge nicht gerecht. Zum einen ist bislang unklar, wie ein Softwaresystem die
unbestimmten Rechtsbegriffe der StVO auslegen soll, zum anderen stellt
sich die Frage, ob fiir ein selbstfahrendes Fahrzeug in bestimmten Situatio-
nen nicht andere Regeln bzw. Maflstdbe gelten sollen als fiir menschliche
Verkehrsteilnehmer. Zwar lieSe sich vertreten, dass es ausreichend ist, dass
ein selbstfahrendes Fahrzeug etwa die doppelte Riickschaupflicht nach § 9
Abs. 1 Satz 4 StVO mithilfe der zur Verfiigung stehenden Sensorik erfiillt, 616
es fehlen aber Regelungen dazu, in welchem Umfang die allgemeine Sorg-
falt im Straflenverkehr zu beachten ist.!®"” Da es gute Griinde dafiir gibt,
dass selbstfahrende Fahrzeuge die an den Straflenverkehr gerichteten Ver-
kehrsvorschriften in vielen Bereichen praziser, schneller oder besser befol-
gen konnen als menschliche Fahrzeugfiihrer, liegt es nahe, diesen Umstand
auch zur normativen Vorgabe fiir die Hersteller zu machen. Diesbeziiglich
sollte der Normgeber Anderungen im Verhaltens- und Zulassungsrecht
vornehmen.

(aa) Gesondertes Verhaltensrecht fiir selbstfahrende Fahrzeuge

In einem ersten Schritt konnte die StVO angepasst werden. Es sollten
konkrete Vorgaben fiir bestimmte Fahrmanéver speziell fiir autonome
Fahrzeuge geregelt werden. Hier konnten maximale Reaktionszeiten, aber

1616 Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 121 ff.
1617 So auch Siemann/Kaufmann, RAW 2019, S. 58 (63f.).
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auch Priorisierungen fiir Dilemma-Situationen, soweit sie nicht lebensbe-
drohlich sind und damit dem Verrechnungsverbot unterliegen,®!® festgelegt
werden. Zum Teil gibt es solche Regelungen schon in der AFGBV und
deren Anlagen. Mit der steigenden Zahl selbstfahrender Fahrzeuge sollte je-
doch auch iiber ein eigenstindiges ,Verhaltens“-Recht fiir solche Fahrzeuge
nachgedacht werden, sofern sich aus den bis dahin gewonnen Erfahrungen
ein Bedarf hierfiir ergeben sollte.

Etwa gilt gem. §3 Abs.2a StVO fiir menschliche Fahrzeugfiihrer, dass
derjenige, ein Fahrzeug fiithrt, sich gegeniiber Kindern, hilfsbediirftigen
und é&lteren Menschen, insbesondere durch Verminderung der Fahrge-
schwindigkeit und durch Bremsbereitschaft, so verhalten muss, dass eine
Gefahrdung dieser Verkehrsteilnehmer ausgeschlossen ist. Fiir selbstfah-
rende Fahrzeuge konnte hier gefordert sein, dass jederzeit und unabhén-
gig von der jeweiligen Verkehrssituation oder der Schutzbediirftigkeit be-
stimmter Personengruppen das Fahrzeug bremsbereit sein muss. Eine dhn-
liche Forderung findet sich teilweise bereits in der Anlage 1 der AFGBV.
Hier heif3t es in Ziff. 1 ,Dynamische Fahraufgabe® , Auf unerwartete Ereig-
nisse, auch wenn diese plotzlich auftreten, muss das Kraftfahrzeug mit
autonomer Fahrfunktion angemessen reagieren‘®’® Es wire jedoch wiin-
schenswert, dass konkrete Verhaltensvorgaben nicht nur im Zulassungsver-
fahren beriicksichtigt werden, sondern auch Eingang in das Verhaltensrecht
finden. So kdnnte eine Verbindlichkeit fiir alle Verkehrsteilnehmer geschaf-
fen werden.

Auch konnte Anpassungsbedarf fiir weitere Vorschriften bestehen wie
§ 14 StVO bestehen, der die Sorgfalt beim Fin- und Aussteigen regelt. Zwar
haftet der menschliche Fahrer, bspw. ein Taxifahrer, regelmaf3ig nicht fiir
die Sorgfalt der Insassen beim Ein- oder Aussteigen;'¢2? jedoch wire denk-
bar, dass bei einem selbstfahrenden Fahrzeug hohere Mafistibe angelegt
werden, da die umfassenden Moglichkeiten der Umfeldwahrnehmung es
gebieten auch passierende Verkehrsteilnehmer vor der Unachtsamkeit der
Insassen zu bewahren. Hier wére bspw. eine Regelung denkbar, dass die
Software des Fahrzeugs sicherstellt, dass die Passagiere andere Verkehrsteil-
nehmer zumindest beim Aussteigen nicht gefdhrden kénnen. Dies kénnte

1618 Vgl. 3. Teil: D. V. 4. ¢

1619 Verordnung zur Regelung des Betriebs von Kraftfahrzeugen mit automatisierter
und autonomer Fahrfunktion und zur Anderung strafienverkehrsrechtlicher Vor-
schriften, v. 24.6.2022, BGBI 1, S. 986 (996).

1620 HefS, in: Burmann/Hef3/Hithnermann/Jahnke, Straflenverkehrsrecht, §14 StVO
Rn. 2.
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etwa dadurch erreicht werden, dass die Tiiroffnung nur dann méglich
ist, wenn eine solche Gefdhrdung ausgeschlossen ist oder zumindest vor
dem Offnen der Tiir ein Warnsignal erfolgt, so dass z. B. vorbeifahrende
Radfahrer geschiitzt werden konnen.

Auch konnten Verhaltensgebote an selbstfahrende Fahrzeuge gerichtet
werden, die der Verbesserung des Verkehrsflusses dienen. So konnte festge-
legt werden, dass selbstfahrende Fahrzeuge auf ihre Vorfahrt verzichten
miissen, wenn dies der Verbesserung des Verkehrsflusses dient. Auch die
Regelungen zum Liegenbleiben (§15 StVO) sind derzeit auf menschliche
Fahrzeugfiihrer ausgerichtet. Da ein fahrerloses Fahrzeug kein Warndreieck
100 Meter vor sich aufstellen kann, sollte vorgeschrieben werden, dass
das Fahrzeug den nachfolgenden Verkehr auf andere Weise ausreichend
warnen kann.

Zumindest fiir autonome Fahrzeuge bedarf es Regelungen, nach denen
die Ubertretung von verhaltensrechtlichen Normen der StVO zur Sicher-
stellung der Fliissigkeit des Verkehrs moglich ist, da diese auch ohne den
Einsatz einer Technischen Aufsicht jede Verkehrssituation bewiltigen kon-
nen miissten. Auch hier miisste der Normgeber einen Rahmen schaffen,
in dem autonome Fahrzeuge von bestehenden Verkehrsregeln abweichen
diirfen, um andere Ziele des Straflenverkehrsrechts wie die Sicherstellung
des Verkehrsflusses zu erreichen.!62!

Haftungsrechtlich hitten eigenstindige Regelungen fiir selbstfahrende
Fahrzeuge den Vorteil, dass die Parameter zur Ermittlung der jeweiligen
Verursachungsbeitrdge im Rahmen der Haftungsabwigung nach §17 StVG
bzw. § 254 BGB, aber auch fiir die Herstellerhaftung im Einzelfall leichter
zu bestimmen sind, sofern die Regelungen so ausgestaltet sind, dass ein
verschuldensdquivalenter Sorgfaltsmaf3stab gebildet werden kann. Da die-
ser sich nicht allein am anthropozentrischen Mafistab bestimmen ldsst,!622
kénnte ein eigenes Verhaltensrecht fiir selbstfahrende Fahrzeuge fiir mehr
Rechtsklarheit sorgen.

(bb) Verhaltensrecht im Mischverkehr

Die Diskussion um Verhaltensanforderungen dreht sich bisher vor allem
um die Frage, ob selbstfahrende Fahrzeuge technisch in der Lage sind,

1621 Auch Gstottner u. a., NZV 2021, S. 593 (599).
1622 3.Teil: A.IV.3.c.
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wie ein Mensch am Straflenverkehr teilzunehmen. Mit zunehmender
Durchdringung des Straflenverkehrs mit solchen Fahrzeugen diirften sich
jedoch auch die Verhaltensanforderungen an die menschlichen Verkehrs-
teilnehmer dndern. Sollte sich herausstellen, dass Verkehrsteilnehmer die
riicksichtsvolle Programmierung selbstfahrender Fahrzeuge vermehrt aus-
nutzen,'%2* wire iiber Regelungen in der StVO ggf. unter Buflgeld- oder
sonstiger Strafandrohung nachzudenken. Solange hierzu jedoch keine em-
pirischen Erkenntnisse vorliegen, sollte der Gesetzgeber die Zeit des zu-
nehmenden Mischverkehrs intensiv beobachten und aus den gewonnenen
Ergebnissen die erforderlichen Schliisse ziehen.

Ebenso sollte festgelegt werden, ob und wie fahrerlose Fahrzeuge mit
menschlichen Verkehrsteilnehmern kommunizieren sollen. Dies betrifft
z.B. die Gewdhrung von Vorfahrt oder mogliche Warnsignale {iber eH-
MIs.1624

(cc) Zulassungsrechtliche Vorgaben

Weitere Konkretisierungen sollten im Zulassungsrecht erfolgen, indem bei-
spielsweise die Einhaltung einer kiirzeren Reaktionszeit zur Zulassungsvor-
aussetzung gemacht werden konnte. Bislang enthalt die AFGBV bereits eine
ganze Reihe an Voraussetzungen, die Fahrzeuge mit autonomen Fahrfunk-
tionen erfiillen missen.'®?> Der Detaillierungsgrad, der sich insbesondere
am Umfang der technischen Anhénge der Verordnung ablesen lisst, zeigt,
dass der Weg zu einer umfassenden Zulassung autonomer Fahrzeuge in
allen Funktionsbereichen noch weit ist. Eine schrittweise Anpassung des
Zulassungsrechts entsprechend dem technischen Fortschritt auf dem Ver-
ordnungswege ist daher ein gangbarer und flexibler Weg.

Bereits in Anlage 1 der AGBV wird eine Vielzahl von Einzelheiten
fur Fahrzeuge mit autonomen Fahrfunktionen geregelt.!?¢ Diese sollten

1623 3. Teil: A. IV. 3. c. (aa) (1).

1624 Ebenso Siemann/Kaufmann, RAW 2019, S. 58 (64); vgl. hierzu auch 3. Teil: D. V. 4.
d. (bb).

1625 Verordnung zur Regelung des Betriebs von Kraftfahrzeugen mit automatisierter
und autonomer Fahrfunktion und zur Anderung straflenverkehrsrechtlicher Vor-
schriften, v. 24.6.2022, BGBI I, S. 986.

1626 Verordnung zur Regelung des Betriebs von Kraftfahrzeugen mit automatisierter
und autonomer Fahrfunktion und zur Anderung strafienverkehrsrechtlicher Vor-
schriften, v. 24.6.2022, BGBI I, S. 986 (996 ff.).
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nun schrittweise weiter angepasst werden, um technischen Innovationen
gerecht zu werden. Die Anforderungen an die Kollisionsvermeidung sollten
weiter prazisiert werden. Ebenfalls wire es denkbar, konkrete Vorgaben fiir
die Bewiltigung einzelner Fahrmandver zu machen. Dies wird bislang vor
allem iiber den Testbetrieb in Anlage 1 der Verordnung abgefragt.'2” Auch
kénnten konkrete Vorgaben zu Reaktionszeiten, Traktion der Fahrzeuge in
einzelnen Fahrsituationen, aber auch z.B. Langs- und Seitenabstinde bei
Uberholmanévern gemacht werden, die bisher in der Verordnung nicht
angesprochen werden.!628

Generell ist das Zulassungsrecht ein wirksames Instrument, um Mindest-
standards fiir die technische Ausstattung und den Betrieb von selbstfah-
renden Fahrzeugen zu schaffen. Da konkrete Details vor allem in Verord-
nungen geregelt werden, konnen diese Regelwerke deutlich schneller und
flexibler angepasst werden als formelle Gesetze, so dass hier vor allem kon-
krete technische Vorgaben an den fortschreitenden Stand von Wissenschaft
und Technik angepasst werden konnen. Da das Zulassungsrecht in hohem
Mafle von internationalen Vorgaben abhingt, sollten Regelungen vor allem
auf der Ebene der EU und der UNECE getroffen werden.!6°

b. Verwendung von selbstlernender KI in selbstfahrenden Fahrzeugen

Es wire weiter zu regulieren, in welchem Umfang KI-Systeme in selbst-
fahrenden Fahrzeugen zum Einsatz kommen diirfen und wie diese abzusi-
chern sind.!%3% Damit kénnten zulassungsrechtlich relevante Vorgaben er-
reicht werden, die klarstellen, unter welchen Bedingungen und mit welchen
adaptiven Eigenschaften diese eingesetzt werden diirfen. Dies konnte vor
allem im Bereich der selbstlernenden KI-Systeme fiir Rechtsklarheit sorgen
und somit den haftungsrechtlichen Fehlerbegriff hinreichend konkretisie-
ren. Ob der Einsatz von KI typengenehmigungsfihig oder nach den §§ Ia ff.
StVG zuléssig wire, ldsst sich ndmlich den bestehenden Vorschriften nicht
entnehmen 163!

1627 Ebenda, S.1000 ff.

1628 Siemann/Kaufmann, RAW 2019, S.58 (64);Lutz, in: Hartmann, KI & Recht, 2020,
S.117 (132).

1629 Siehe 2. Teil: D.

1630 Steege, SVR 2023, S.9 (10).

1631 AA Steege, SVR 2023, S. 9 (10), der meint, dass aus der Tatsache, dass die Fahrzeu-
ge die geltenden Verkehrsregeln einhalten miissen, der Einsatz von selbstlernender
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Dies mag vor dem Hintergrund der Innovationsfreiheit der Unterneh-
men grundsétzlich auch sinnvoll sein. Fiir den Einsatz von KI als Hoch-
risikotechnologie sollten jedoch Vorgaben zum Einsatz und zur Absiche-
rung gemacht werden, um zumindest in der ersten Phase des autonomen
Fahrens sicherzustellen, dass unerwiinschte Nebenfolgen bestmoglich ver-
mieden werden.'93? Mit steigenden Erfahrungswerten und verbesserten Ab-
sicherungsmoglichkeiten von KI-Systemen konnten diese Vorgaben dann
entsprechend dem Stand von Wissenschaft und Technik anschlieflend auch
angepasst oder zuriickgenommen werden. Solange jedoch beim Einsatz
von selbstlernender KI ungewollte Weiterentwicklungen nicht ausgeschlos-
sen werden kénnen und die Entscheidungsprozesse nicht hinreichend
nachvollziehbar sind, sollte der Gesetzgeber deren Einsatz fiir sicherheits-
kritische Funktionen im Rahmen der Fahrzeugsteuerung einschranken.

Bei geschlossenen KI-Systemen bestehen zwar auch weiterhin Autono-
mie- und Transparenzrisiken; jedoch konnte diesen durch erleichterte Be-
weisregelungen begegnet werden.!®33 Hier sind jedoch keine regulativen
Einschrankungen erforderlich, da der Hersteller iiber Testung und Zulas-
sung ohnehin nach den hergebrachten Grundsitzen der Produkthaftung
verantwortlich gemacht werden kann, wenn die Software vor Zulassung
gepriift und genehmigt wird.

c. Cybersicherheit

Ebenso sollten iiber das Zulassungsrecht Regelungen zur Cybersicherheit
getroffen werden, in denen festgelegt wird, welche Standards fiir selbstfah-
rende Fahrzeuge anzuwenden sind. Teilweise geschieht dies bereits iiber
die Anlage 1 der AFGBY, es ist aber zu erwarten, dass insbesondere iiber
die UNECE-Regelungen verschiedene Standards auch in das deutsche Zu-
lassungsverfahren einflielen werden.!** Entscheidend diirfte sein, welche
Sicherheitsanforderungen an die Cybersicherheit im Allgemeinen gestellt
werden, vor allem aber, wie mit Daten Dritter, welche auf die Fahrzeug-
steuerung Einfluss haben koénnen, haftungsrechtlich umgegangen werden

KI ausgeschlossen sei, da stets ein Weiterentwicklungsrisiko verbleibt. Allerdings
wire auch der Einsatz von selbstlernender KI durch entsprechende Absicherung
denkbar.

1632 3. Teil: D. VIL. 1. b und 2.

1633 Siehe hierzu 4. Teil: B. II. 4.

1634 Vgl. auch Karn/Sedlmaier, RAW 2022, S. 94 ff.
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soll. Neben der Verhinderung von Hackerangriffen sollte vor allem die
Selbstwahrnehmungsfahigkeit des Fahrzeugs im Vordergrund stehen, die
dann relevant wird, wenn eine Kompromittierung von Daten bereits statt-
gefunden hat. Dies bedeutet, dass das Fahrzeug selbst erkennen muss, ob
Dritte Zugriff auf Steuerungsprozesse erlangt haben, um sich dann in einen
risikominimalen Zustand versetzen zu kénnen. Vor dem Hintergrund des
Schutzes der Insassen und unbeteiligter Dritter diirfte die Absicherung
sicherheitsrelevanter Systeme von immenser Bedeutung fiir die Akzeptanz
in der Frithphase des autonomen Fahrens sein.

d. Dilemma-Situationen

Dilemmasituationen konnen nicht wesentlich tiber das bereits geregelte
Maf} hinaus normiert werden.!>> Fiir die Hersteller verbleibt hier ein
Graubereich. Da es unzihlige mogliche Varianten von Dilemma-Situatio-
nen gibt, miissen die Zivilgerichte und ggf. das Bundesverfassungsgericht
herausarbeiten, wo die Grenzen einer zulassigen Unfalloptimierung durch
Algorithmen liegen. Festzuhalten bleibt jedoch, dass der Hersteller nur
fir die Fehlerfreiheit, nicht aber fiir die Risikofreiheit seiner Produkte
einzustehen hat. Dementsprechend muss es auch im Rahmen der Unfallop-
timierung konstruktive Moglichkeiten fiir den Hersteller geben, bei denen
er der Haftung entgehen kann - auch wenn dies bedeutet, dass fiir den
Tod eines Menschen kein Schadensersatz seitens des Herstellers geleistet
werden muss. Die so entstehende Haftungsliicke wird jedoch durch die
Halterhaftung gen. § 7 Abs. 1 StVG hinreichend abgefangen.

Die in § le Abs.2 Nr.2 StVG geregelten Anforderungen an solche Syste-
me sind zwar fiir die Hersteller teilweise unbefriedigend, da nicht einmal
klargestellt ist, ob eine Entscheidung zu Gunsten der wenigsten Todesop-
fer zuldssig wire und wie mit Wahrscheinlichkeiten im Entscheidungspro-
zess umzugehen ist. Dennoch ist nicht zu erwarten, dass bei der bestehen-
den Verfassungsrechtstradition und auf der Grundlage des Berichts der
Ethikkommission weitere Abwagungsparameter gesetzlich normiert wer-
den. Wiinschenswert wire jedoch, dass man sich auf internationaler Ebene
auf einen gemeinsamen Standard verstdndigt, da Dilemmasituationen ein

1635 Vgl. 3. Teil: D. V. 4. c. (dd).
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gemeinsames Problem des grenziiberschreitenden Straflenverkehrs darstel-
len 1636

e. Konkrete Produktbeobachtungs- und Reaktionspflichten

Ein wesentliches Element eines Rechtsrahmens fiir autonome Fahrzeuge
sollte eine Produktbeobachtungspflicht sein, flankiert von einer Pflicht
zur regelmifligen Anpassung der Software durch Updates und Upgrades.
Zwar wirde sich eine solche generelle Verpflichtung aus der hier vorge-
schlagenen Neufassung der ProdHaftRL ergeben, jedoch bedarf es weiterer
Vorgaben fiir Fahrzeug-Updates im Einzelnen, die die Sorgfaltspflichten der
Hersteller im Rahmen der neu zu schaffenden Regelungen zur Produkthaf-
tung weiter konkretisieren.

(aa) Produktbeobachtungspflichten

Zur Konkretisierung derartiger Produktbeobachtungs- und Updatepflich-
ten sollte im Rahmen der zulassungsrechtlichen Vorgaben festgelegt wer-
den, in welcher Weise die Sicherheit der Software zu tiberpriifen ist.

Die Produktbeobachtung kann etwa durch die verpflichtende Verwen-
dung von Systemen zur Beobachtung nach Inverkehrbringen sichergestellt
werden, wie sie in Art. 61 KI-VO-E in vergleichbarer Weise fiir Hochrisiko-
KI-Systeme vorgesehen sind. Danach ist eine kontinuierliche und planma-
Bige Uberwachung des Systems iiber den gesamten Lebenszyklus erforder-
lich. Gleichzeitig sollten die Hersteller entsprechend verpflichtet werden,
die dabei gewonnenen Daten zu dokumentieren und auszuwerten. Ziel
muss es sein, die Einhaltung der Anforderungen an das autonome Fahren
dauerhaft sicherzustellen.!%¥” Zum Teil werden diese Gedanken schon in § 1f
Abs.3 Nr. 6 StVG und §12 AFGBV aufgegriffen,'**® jedoch sind die dort
bestehenden Anforderungen zur fortwihrenden Uberwachung des Systems
recht abstrakt formuliert und bediirfen weiterer Konkretisierungen. Denk-
bar wire es bei besonders kritischen Updates, diese ohne gesonderte Zu-
stimmung des Halters zu installieren oder den Weiterbetrieb des Fahrzeugs
von der Installation abhéngig zu machen.

1636 Auch Steege, Automatisierte Rechtsanwendung und ihre Grenzen, 2022, S. 211.
1637 Ahnlich fiir Hochrisiko-KI-Systeme in Art. 61 Abs. 2 KI-VO-E.
1638 Vgl. 3. Teil: E. III. 2. a.
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Auch die verpflichtende Einfithrung von Risikomanagementsystemen
erscheint sinnvoll.19% Dabei wiirde der Hersteller verpflichtet, einen ite-
rativen Prozess zu implementieren, der sicherstellt, dass vom Fahrzeug
ausgehende Risiken erkannt und bewertet werden, um daran anschlie-
Blend die notwendigen Gegenmafinahmen zur Risikominimierung zu er-
greifen 1640 Derartige Verpflichtungen sollten entsprechend verpflichtendes
Zulassungskriterium fiir selbstfahrende Fahrzeuge sein.

(bb) Updatepflichten

Diese konnten festlegen, unter welchen Umstinden Updates verpflichtend
sind und wie diese bereitgestellt werden miissen. Sofern ein Update erfor-
derlich ist und die Sicherheitsliicke dadurch geschlossen werden kann,
sollte der Hersteller verpflichtet werden, dieses mdéglichst einfach als OTA-
Update bereitzustellen. Dazu miisste dem Hersteller eine angemessene Zeit
eingerdumt werden, um die Entwicklung eines funktionierenden Updates
zu gewihrleisten. Auflerdem miissten die Eigentiimer bzw. Nutzer erneut
iber den Funktionsumfang des Updates informiert werden. Ebenso miisste
dariiber informiert werden, dass bei Nicht-Installation eines bereitgestellten
und zuginglichen Updates der Hersteller nicht mehr fiir Fehler haftet, die
das Update beheben wiirde.

Durch konkrete Update- und Reaktionspflichten konnte das Aktivitéts-
niveau auf Seiten aller Akteure optimal gesteuert werden. Der Herstel-
ler hat durch die verschuldensabhingige Produktbeobachtungs- und Up-
datepflicht einen Anreiz, seine Produkte liickenlos zu iiberwachen und
kontinuierlich zu verbessern. Der Halter wiederum wird ein Interesse da-
ran haben, sicherheitskritische Updates zeitnah zu installieren, um einer ei-
genen Haftung zu entgehen. Versicherer von autonomen Fahrzeugen kénn-
ten die zeitnahe Installation von Updates durch den Halter als Obliegenheit
in ihre AVB aufnehmen, so dass der Halter auch versicherungsrechtlich
motiviert ist, Updates zeitnah zu installieren.

Auflerdem miisste eine solche Updatepflicht mit den Regelungen des
Zulassungs- und Genehmigungsrecht in Einklang gebracht werden. Denn
grundsitzlich gilt, dass Fahrzeuge mit den Konfigurationen, wie sie beim
Stellen des Antrags vorliegen, typengenehmigungs- und zulassungsfahig

1639 Vgl. 4. Teil: B. 1. 8. a. (bb).
1640 So etwa fiir Hochrisiko-KI-Systeme in Art. 9 KI-VO-E vorgesehen.
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sind. Updates sind insofern Verdnderungen am Fahrzeug, die nach gelten-
dem Recht ein neues Zulassungs- und Genehmigungsverfahren durchlau-
fen miissten.!®4! Fiir Updates miisste ein vereinfachtes Verfahren geschaffen
werden, da ansonsten Sicherheitsliicken nicht ausreichend schnell geschlos-
sen werden konnten, sofern die erforderlichen Updates ein langwieriges
Verwaltungsverfahren durchlaufen miissten. Zum Teil wird vorgeschlagen —
auch fiir den Einsatz von selbstlernenden KI-Systemen - das statische Ge-
nehmigungsverfahren in ein ,fluides” zu {iberfithren, in dem die staatlichen
Behorden ihrerseits zum Monitoring verpflichtet sind und Anderungen
der Software notfalls nachtraglich wieder vom Markt nehmen.!®4? Denkbar
wiren jedoch auch bedingte Genehmigungen oder Genehmigungsfiktionen
fiir Updates, sofern diese kritische Sicherheitsliicken schlief3en, die erst
nachtriglich von der Behorde gepriift und abschlieflend freigegeben wer-
den. Hier miisste ein Verfahren gefunden werden, das sowohl dem Interesse
an einer schnellen Behebung einer Sicherheitsliicke als auch der Notwen-
digkeit einer sorgfaltigen Priifung der neuen Software Rechnung tragt.

(cc) Digitale Abschaltung als ultima ratio

Auf letzter Stufe wire eine Pflicht zur digitalen Abschaltung oder Stilllegung
durch den Hersteller zu regeln, wenn ein Update nicht zur Verfiigung steht
und die von der Sicherheitsliicke ausgehenden Gefahren so gravierend
sind, dass ein weiterer Betrieb des Fahrzeugs oder Fahrzeugtyps nicht mehr
sicher moglich erscheint, ohne den Benutzer oder andere Verkehrsteilneh-
mer zu gefdhrden. Eine Abschaltverpflichtung des Herstellers stellt zwar
einen tiefen Eingriff in die Rechte des Fahrzeughalters und des Herstellers
dar, ist aber im Einzelfall zum Schutz von Leib und Leben anderer unbetei-
ligter Verkehrsteilnehmer verhaltnismafig.143 Die Voraussetzungen hierfiir
sollten daher genau geregelt werden.

4. Regelungen zur Rechtsdurchsetzung

Eines der wichtigsten Puzzlestiicke einer Reform der Produkthaftungsricht-
linie wére die Erleichterung der Durchsetzung von Anspriichen der Ge-

1641 Voland u. a., RAW 2019, S.75 (78).
1642 Klindt, ZRP 2022, S. 169.
1643 Vgl. 3. Teil: E. IIL 2. b. (ff).
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schadigten durch Offenlegungspflichten bzw. Auskunftsanspriiche und an-
gepasste Beweislastregeln.

a. Allgemeine Offenlegungspflichten im Rahmen der ProdHaftRL

Zunidchst konnten Offenlegungspflichten im Rahmen der ProdHaftRL ge-
regelt werden.1®#* So sollten Offenlegungspflichten der Hersteller geregelt
werden, die dem Geschédigten einen Anspruch auf Herausgabe von Be-
weismitteln einraumen, sofern er die Plausibilitat eines Schadensersatzan-
spruchs nachweisen kann.'®4> Neben den noch zu modifizierenden Aus-
kunftsanspriichen aus dem StVG konnten diese den Geschadigten weitrei-
chende Moglichkeiten der Anspruchsdurchsetzung eréffnen. Wiahrend sich
die Anspriiche nach dem StVG vor allem auf wihrend des Fahrbetriebs
erhobene Daten beziehen, konnten iiber einen Anspruch im Rahmen der
ProdHaftRL Auskunft auch iiber weitere Beweismittel verlangt werden.
Angesichts der hohen Gefahren des autonomen Fahrens wire die Erfiillung
eines solchen Informationsanspruchs zumindest bei Korperschiaden auch
verhaltnisméflig. Letztendlich sollte jedoch auch ein sinnvoller Ermessens-
spielraum der Gerichte verbleiben, im Einzelfall zu entscheiden, ob ein
Auskunftsanspruch interessengerecht ist.

b. Anpassung der Beweislast im Rahmen der ProdHaftRL

Wie die Analyse des geltenden Rechts gezeigt hat, liegt es nahe, bei einem
Unfall mit einem selbstfahrenden Fahrzeug, bei dem zumindest ein objekti-
ver Fahrfehler des Steuerungssystems nachgewiesen werden kann, im Wege
des Anscheinsbeweises auch anzunehmen, dass dieser Fahrfehler auf einen
Softwarefehler zuriickzufiihren ist. Die Anwendung des Anscheinsbeweises
liegt jedoch im Ermessen der Gerichte.1®46 Insofern schaffen klar geregelte
Beweislastregelungen demgegeniiber die grofiere Rechtssicherheit.

1644 Zustimmend zu einer solchen Pflicht auch Wagner, NJW 2023, S. 1313 (1319).
1645 Vgl. etwa Art. 8 Abs. 1 ProdHaftRL-E.
1646 Vgl. 3. Teil: H. L. 2. a. (bb).
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Umsetzen liefSe sich dies mit Vermutungsregelungen fiir den Beweis des
Produktfehlers oder der Kausalitit.!'®4” Dabei wire es bspw. wie in Art.9
Ab. 2 lit. a. ProdHaftRL-E vorgesehen sinnvoll, den Fehler dann widerleg-
lich zu vermuten, wenn der Hersteller seinen Offenlegungspflichte in Bezug
auf dieses Beweismittel nicht nachkommt. Denkbar wire eine Vermutung
entsprechend der Formulierung des Art. 9 Abs. 2 lit. c. ProdHaftRL-E. Hier-
nach wiirde ein Fehler eines selbstfahrenden Fahrzeugs vermutet, wenn
der Kldger nachweist, dass der Schaden durch eine offensichtliche Funkti-
onsstorung des Produkts bei normaler Verwendung oder unter normalen
Umstdnden verursacht wurde. Eine solche Funktionsstorung kénnte vorlie-
gen, wenn ein selbstfahrendes Fahrzeug ohne Hinzutreten besonderer Um-
stinde geltende Verkehrsvorschriften missachtet und hierdurch ein Unfall
verursacht wird. Keine offensichtliche Fehlfunktion lige dagegen vor, wenn
ein Mitverschulden des Geschéddigten in Betracht kime und bei Wiirdigung
des dufleren Unfallhergangs nicht festgestellt werden konnte, auf welchen
Verursachungsbeitrag der Schaden zuriickzufiihren ist.

Aufgrund einer offensichtlichen Fehlstérung wiirde wiederum die Feh-
lerhaftigkeit widerleglich vermutet. Insofern kann bei einem Grofiteil der
Unfille mit selbstfahrenden Fahrzeugen auch auf die bewédhrten Beweis-
mittel des Verkehrsunfallprozesses zuriickgegriffen werden, sofern damit
ein verkehrswidriges Verhalten des Steuerungssystems nachgewiesen wer-
den kann.

Um die Position des Geschidigten im Haftungsgefiige weiter zu stérken,
sollte zudem eine Regelung entsprechend Art. 9 Abs. 4 ProdHaftRL-E um-
gesetzt werden. Eine solche Norm wiirde es den Gerichten ermdglichen,
von einer Vermutungsregel Gebrauch zu machen, wenn es fiir den Kldger
aufgrund der technischen oder wissenschaftlichen Komplexitit unverhalt-
nisméflig schwierig ist, den Fehler des Produkts oder den ursichlichen
Zusammenhang zwischen dem Fehler des Produkts und dem Schaden
oder beides zu beweisen, und der Kldger zumindest hinreichend darlegen
kann, dass das Produkt zu dem Schaden beigetragen hat oder dass es wahr-
scheinlich fehlerhaft war und/oder dass der Fehler den Schaden verursacht
hat. Gerade im Bereich des autonomen Fahrens wird es den Geschédigten
oftmals schwerfallen, den Schaden explizit einem Softwarefehler zuzuord-
nen, da er weder den zugrundeliegenden Softwarecode kennt, noch dessen

1647 Gless/Janal, JR 2016, S. 561 (974); Zech, Entscheidungen digitaler autonomer Syste-
me, 2020, S. 73 f.
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Funktionalitdt nachvollziehen kann. Den Risiken, die durch die Opazitit
von komplexen Algorithmen entstehen, kann somit ein prozessuales Instru-
ment zur erleichterten Durchsetzung von Anspriichen entgegengesetzt wer-
den.!%*8 Dem Hersteller bliebe jedoch die Moglichkeit des Gegenbeweises,
so dass auch hier keine Unbilligkeit vorliegt. Da der Hersteller Produkte
in Verkehr bringt, deren Entscheidungsfindung er selbst nicht zweifelsfrei
nachvollziehen kann, ist es gerechtfertigt, dass er in diesen Fillen das
Beweisrisiko trégt.

c. Spezielle Dokumentations- und Offenlegungspflichten im StVG

Neben einem allgemeinem Auskunftsanspruch im Rahmen der ProdHaft-
RL sollten fiir den Sonderfall des autonomen Fahrens die schon bestehen-
den Dokumentations- und Offenlegungspflichten im Rahmen des StVG
erweitert werden.'*4’ Diese wiirden nicht nur den Hersteller verpflichten,
sondern auch den Halter. Wie gezeigt, diirfte die Verfiigbarkeit von Fahr-
zeugdaten der Schliissel zur Rekonstruktion von Unfallereignissen und
damit zur erfolgreichen Durchsetzung von Anspriichen sein.!%>? Bislang
haben Geschidigte jedoch lediglich einen spezialgesetzlichen Anspruch
auf Zugang zu solchen Daten, die in § 63a und §1g StVG explizit aufge-
fithrt sind. Dies beinhaltet jedoch insbesondere keine Videoaufnahmen.
Da davon auszugehen ist, dass alle Hersteller Videokameras zur Steuerung
der Fahrzeuge verwenden, sollte fiir selbstfahrende Fahrzeug die Herstel-
lerpflicht zur Speicherung solcher Daten ausgeweitet werden und ein Aus-
kunftsanspruch fiir Geschadigte auf Herausgabe dieser Daten geschaffen
werden.!63!

Ein allgemeiner Herausgabeanspruch auf alle im Fahrzeug erhobenen
Daten konnte jedoch im Widerspruch zum Geschiftsgeheimnisschutz ste-
hen oder datenschutzrechtliche Probleme mit sich bringen,'®>? so dass

1648 3.Teil: H. L. 2. a. (aa)

1649 Auch Brisch/Miiller-ter Jung, CR 2016, S. 411 (416).

1650 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S. 271.

1651 Vgl. etwa Sperling, Geheimagent Tesla, v. 24.8.2021, https://www.zdf.de/politik/fro
ntal/datenkrake-tesla-das-auto-als-spion-102.html.

1652 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S.276; Sommer, Haftung fiir
autonome Systeme, 2020, S. 354 f.
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anhand eines Katalogs klargestellt werden sollte, welche Daten herauszu-
geben sind. Mafigeblich sollte sein, dass die jeweiligen Daten auch ge-
eignet sind, zur Unfallrekonstruktion beizutragen. Dartiber hinaus sollte
sich die Herausgabepflicht der Daten auch an den technischen Vorgaben
fir die Hersteller orientieren, die ohnehin iiber das Zulassungsrecht zur
Dokumentation bestimmter Daten verpflichtet sind. Zu begriifien ist in
diesem Zusammenhang der Vorschlag von Xylander, in den technischen
Anforderungen (§ la Abs. 2 und § le Abs. 2 StVG) gesetzlich vorzuschreiben,
dass selbstfahrende Fahrzeuge in der Lage sein miissen, ,sdmtliche von
der Steuerungssoftware getroffenen Fahrentscheidungen in einer fiir den
Halter unmittelbar einsehbaren Form, die eine Inaugenscheinnahme im
Sinne des §371 Absatz 1 Satz2 ZPO ermdglicht, zu dokumentieren®1653
Gleichzeitig fordert er die Erweiterung des Auskunftsanspruchs in § 63a
StVG. Hier soll zusitzlich festgelegt werden, dass der Geschddigte vom
Halter sowie vom Hersteller verlangen kann, dass alle gespeicherten Daten
zur Geltendmachung, Befriedigung oder Abwehr von Rechtsanspriichen im
Zusammenhang mit einem in § 7 Absatz 1 StVG geregelten Ereignis iiber-
mittelt werden, soweit nicht die allgemeinen Regelungen zur Verarbeitung
von personenbezogenen Daten entgegenstehen.'>* Eine solche Regelung,
die entsprechend auch in § 1g eingefiigt werden miisste, hétte den Vorteil,
dass die zuvor fiir die ProdHaftRL vorgeschlagenen Offenlegungspflich-
ten!% fiir den Fall des Unfalls eines selbstfahrenden Fahrzeugs weitgehend
konkretisiert wiren. Wiirde in § 9 Abs. 2 lit. ¢) ProdHaftRL-E zudem die
widerlegliche Vermutung geregelt, dass bei offensichtlichen Funktionssto-
rungen des Produkts bei normaler Verwendung oder unter normalen Um-
stinden der Fehler vermutet werden kann, wiirde in vielen Fillen die Vi-
deoaufzeichnung fiir den Geschédigten ausreichen, um eine offensichtliche
Funktionsstérung nachzuweisen.

Dariiber hinaus sollte ein Anspruch fiir Geschadigte, die nicht Halter
des Fahrzeugs sind, geschaffen werden, um auch ihnen den Zugang zu den
entsprechenden Unfalldaten zu ermdglichen. Die Dokumentationspflichten
sollten fortlaufend angepasst werden, sofern sich die technischen Vorgaben
fiir selbstfahrende Fahrzeuge dndern, um sicherzustellen, dass alle relevan-
ten Daten im Rahmen der Dokumentations- und Offenlegungspflichten

1653 Xylander, Die Verantwortlichkeit des Herstellers automatisierter PKW nach De-
liktsrecht sowie dem Produkthaftungsgesetz, 2021, S.279, er nimmt jedoch nur
Fahrzeuge mit hoch- und vollautomatisierten Fahrfunktionen in den Blick.

1654 Ebenda.

1655 4. Teil: B. II. 4. a.
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einbezogen werden. Sofern sich die Dokumentationspflichten dndern, soll-
ten auch die Offenlegungspflichten gegeniiber Geschddigten angepasst wer-
den.
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Am Anfang dieser Arbeit stand der als ,Gesetz von Amara“ bezeichnete
Leitgedanke, dass wir Menschen dazu neigen, die Auswirkungen einer
Technologie kurzfristig zu tiberschitzen und langfristig zu unterschitzen.
Zu Beginn des Hypes um die Technologie des autonomen Fahrens wur-
de diese auch hinsichtlich ihrer Entwicklungsgeschwindigkeit {iberschatzt.
Waren die Versprechungen der Industrie vor einigen Jahren noch so grof3,
dass vollstaindig autonomes Fahren in naher Zukunft mdéglich sei, so ist
man heute wesentlich zuriickhaltender und die Prognosen werden weiter in
die Zukunft verschoben. Es ist eine gewisse Erniichterung iiber die langsa-
men Fortschritte beim fahrerlosen Straflenverkehr eingetreten. Nichtsdes-
totrotz wird das autonome Fahren kontinuierlich weiterentwickelt. Der
deutsche Gesetzgeber hat Fahrzeuge mit hoch- bzw. vollautomatisierten
sowie autonomen Fahrfunktionen zugelassen und damit den Weg fiir eine
flachendeckende Einfithrung selbstfahrender Fahrzeuge geebnet. Unzahlige
Pilotprojekte zeugen davon, dass derartige Fahrzeuge - zumindest in festge-
legten Betriebsbereichen — bald das StrafSenbild pragen diirften. Zumindest
in bestimmten Situationen konnten selbstfahrende Fahrzeuge in naher Zu-
kunft zum Alltag gehoren.

Ahnlich wie einst das autonome Fahren als Technologie zunachst iiber-
schitzt und nun in seinen Auswirkungen derzeit vielleicht noch unter-
schétzt wird, sollte dieser Fehler in der rechtswissenschaftlichen Bewertung
der Haftung fiir selbstfahrende Fahrzeuge nicht wiederholt werden. Mit
dem autonomen Fahren kommt eine ganze Reihe neuartiger Risiken auf
die Allgemeinheit zu, die sich bei anderen IT-Produkten bislang nicht
in diesem Mafle gestellt haben. Da autonome Fahrzeuge in einem bisher
von menschlichen Verkehrsteilnehmern dominierten und komplexen Ver-
kehrsgeschehen agieren und reagieren miissen, sind Unfiélle mit schweren
Schdden fiir Gesundheit und Leben unvermeidlich. Dennoch folgt aus den
Gefahren des autonomen Fahrens ebenfalls nicht, dass das Haftungsrecht
fiir diese Technologie grundlegend revolutioniert werden muss. Die Unter-
suchung im Rahmen dieser Arbeit hat gezeigt, dass das Haftungsrecht de le-
ge lata im Kern flexibel genug ist, um Unfille beim automatisierten und au-
tonomen Fahren zu regulieren. Uniiberwindbare Haftungsliicken bestehen
nach den hier zugrundeliegenden Ergebnissen weder bei der Halter- noch
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bei der Herstellerhaftung. Gleichzeitig sollte der Gesetzgeber die Risiken
des autonomen Fahrens und die damit verbundenen haftungsrechtlichen
Implikationen langfristig nicht unterschitzen. Zwar wurde automatisiertes
fahrerloses Fahren in Deutschland fiir zuldssig erklart, das Haftungsrecht
blieb jedoch erstaunlicherweise bislang unangetastet.

Zwar gibt es derzeit keinen Bedarf fiir eine grundsitzliche Neuordnung
der Verantwortlichkeiten im Zusammenhang mit selbstfahrenden Fahrzeu-
gen. Weder ist es erforderlich, eine Gefdahrdungshaftung fiir Hersteller
selbstfahrender Fahrzeuge einzufiithren, noch sollten selbstfahrende Fahr-
zeuge eine eigene Rechtspersonlichkeit erhalten, um etwaige Haftungslii-
cken zu schlieflen, und auch die Verallgemeinerung von Schadenskosten
iiber das Versicherungsrecht erscheint nicht zielfithrend. Nichtsdestotrotz
stellen Autonomie-, Weiterentwicklungs-, Vernetzungs- und Transparenzri-
siken das geltende Recht vor neue Herausforderungen. Eine Subsumtion
von Schadensereignissen, die sich aus der Realisierung dieser neuartigen
Risiken ergeben, ist zwar mdglich, die hier gefundenen Ergebnisse sind
aber keineswegs unumstofilich fiir die Auslegung des geltenden Rechts.

Dies gilt vor allem fiir die Regelungen des ProdHaftG. Wahrend fiir die
Halterhaftung bis auf wenige Ausnahmen keine Besonderheiten im Zusam-
menhang mit selbstfahrenden Fahrzeugen zu erwarten sind, bestehen in
der Anwendung der geltenden Regelungen des ProdHaftG wesentlich gro-
lere Unsicherheiten. Schon die Frage, ob Software in den Anwendungsbe-
reich des ProdHaftG fillt, lasst sich nach dem Wortlaut des Gesetzes nicht
zweifelsfrei beantworten. Umso komplizierter wird die Anwendung des
ProdHaftG, dessen Urspriinge weit vor dem Zeitalter der Digitalisierung
liegen, wenn es um Fahrzeugvernetzung, selbstlernende KI oder laufend
durch Updates angepasste Software geht. Im Rahmen dieser Arbeit wird
die Auffassung vertreten, dass das ProdHaftG seinem Sinn und Zweck
nach auch auf die Haftungsregelung neuartiger Technologien anwendbar
ist. Dementsprechend fiihrt z.B. der Einsatz von KI-Systemen, die sich nach
dem Inverkehrbringen weiterentwickeln, nicht zu einem Entwicklungsrisi-
ko des Herstellers, fiir das er nicht einzustehen hat.

Ahnlich stellt sich die Situation auf der prozessrechtlichen Ebene dar.
Nach geltendem Recht liegt die Last zum Beweis des schadensursédchlichen
Fehlers beim Geschéadigten. Aufgrund der Intransparenz komplexer Soft-
ware und der zunehmenden Schwierigkeiten bei der Nachvollziehbarkeit
von Kl-basierten Entscheidungen diirfte es einem potenziell Geschadig-
ten bei einem Verkehrsunfall mit einem selbstfahrenden Fahrzeug kaum
moglich sein, nachzuweisen, an welcher Stelle die inneren Prozesse der
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Steuerungssoftware fehlerhaft abgelaufen sind. Die strikte Anwendung der
geltenden Beweisregeln wiirde den Geschddigten vor kaum iiberwindbare
Rechtsdurchsetzungsprobleme stellen. Dennoch kann ermittelt werden, ob
sich das Fahrzeug nach den dufferen Umstinden in der Unfallsituation
verkehrswidrig verhalten hat. Nach der hier vertretenen Ansicht sollten
Gerichte deshalb die Beweisschwierigkeiten des Geschidigten dadurch
erleichtern, dass es ausreicht, im Rahmen eines Anscheinsbeweises den
objektiven Fahrfehler des selbstfahrenden Fahrzeugs zu beweisen, so dass
der zugrundeliegende Softwarefehler nicht nachgewiesen werden muss.

Ob die Judikative zukiinftig zu denselben Ergebnissen bei der Anwen-
dung der derzeit geltenden materiellen Anforderungen und der prozessua-
len Rechtsdurchsetzung kommen wird, ist jedoch keineswegs sicher. Fiir
die beteiligten Akteure verbleibt insofern Rechtsunsicherheit, so dass insbe-
sondere die Hersteller ihre Sicherheitsbemiithungen nicht optimal anhand
des geltenden Haftungsrechts ausrichten konnen. Es ist daher Aufgabe der
zustandigen Gesetzgebungsorgane, das Haftungsregime dort anzupassen,
wo das geltende Recht bislang nicht die erforderliche Rechtssicherheit bie-
tet. Konkret bieten sich Rechtsanpassungen in drei Bereichen an

So sollten die Haftungsregelungen des ProdHaftG im Detail angepasst
werden, damit die besonderen Gefahren intelligenter, vernetzter Produkte
ausreichend beriicksichtigt werden. Insbesondere fiir Produkte, die der
dauerhaften Kontrolle des Herstellers unterliegen, wie etwa selbstfahrende
Fahrzeuge, sind im Rahmen der Produkthaftung gesetzliche Produktbeob-
achtungs- und Reaktionspflichten zu schaffen. Bei selbstlernenden Fahr-
zeugen, deren Software ohnehin wihrend der gesamten Betriebszeit unter
enger Kontrolle des Herstellers steht, kann so ein Anreiz geschaffen wer-
den, dass dieser auch die néotigen Sicherheitsanstrengungen unternimmt
und gegebenenfalls Sicherheitsliicken durch Updates schliefSt oder andere
Mafinahmen zur Absicherung der Fahrzeugflotte unternimmt.

Neben den Haftungsregeln sollten auch die gesetzlichen Sicherheitsan-
forderungen fiir selbstfahrende Fahrzeuge schrittweise entlang des techni-
schen Fortschritts angepasst werden. Gesetzliche Anforderungen konkreti-
sieren die berechtigten Sicherheitserwartungen und definieren damit, wann
ein Produkt als fehlerhaft anzusehen ist. Da ein selbstfahrendes Fahrzeug in
der Lage sein muss, in unzéhligen und hochkomplexen Verkehrssituationen
fehlerfreie Entscheidungen zu treffen, sollte insbesondere festgelegt werden,
welches Sicherheitsniveau die Allgemeinheit im Hinblick auf die Fahrfahig-
keiten der Steuerungssoftware erwarten darf.
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Schliefllich sollten Rechtsdurchsetzungsmoglichkeiten im Rahmen des
ProdHaftG fiir Geschadigte von selbstfahrenden Fahrzeugen iiber das Be-
weisrecht sowie Offenlegungspflichten bzw. Auskunftsanspriiche erheblich
erleichtert werden, da die Beweisbarkeit von technischen Fehlern komple-
xer Softwaresysteme ein nach geltendem Recht nur schwer zu {iberwin-
dendes Problem darstellt. Weder hat der Geschidigte Einblicke in die
Funktionsweise der Software, noch verfiigt er iiber das notwendige Fach-
wissen, um die Entscheidungsparameter eines intelligenten Steuerungssys-
tems nachvollziehen zu kdnnen. Um diese Intransparenz zu iberwinden, ist
es erforderlich, die Position des Geschddigten durch Offenlegungspflichten
bzw. Auskunftsanspriiche zu verbessern. Dariiber hinaus sollte der Gesetz-
geber punktuell widerlegbare Vermutungsregeln schaffen, wenn ein Beweis
des Geschédigten wegen der Opazitit der verwendeten Softwaresysteme
nicht oder nur mit unverhéltnismafligem Aufwand mdéglich erscheint. So
sollte es aus Sicht des Geschddigten ausreichen, wenn er nachweist, dass
sich das Fahrzeug in der konkreten Unfallsituation verkehrswidrig verhal-
ten hat, ohne aber den Beweis erbringen zu miissen, dass die operierende
Fahrzeugsoftware selbst fehlerhaft ist. So wiirde sich das bestehende Trans-
parenzrisiko auf den Hersteller verlagern, der seinerseits den Gegenbeweis
erbringen kann, dass der objektive Fahrfehler im Einzelfall nicht in der
Fehlerhaftigkeit der zugrundeliegenden Steuerungssoftware begriindet ist.

Getreu ,dem Gesetz von Amara“ sind in Anbetracht der dynamischen
Natur des technologischen Fortschritts im Bereich des autonomen Fahrens
die gefundenen Ergebnisse als Momentaufnahme zu betrachten. Die Arbeit
zeigt Losungen auf, die sich am technologischen Stand des autonomen
Fahrens orientieren. Technologischer Fortschritt vollzieht sich selten linear.
Gerade im Bereich der praktischen Anwendungsszenarien von KI kommt
es derzeit zu einer Akzeleration von Innovationsspriingen. Insofern ist
nicht auszuschlieflen, dass auch in der Automobil- und Softwarebranche
technologische Durchbriiche gelingen, die das bestehende auflervertragli-
che Haftungsregime an seine Grenzen bringen, so dass die rechtlichen Ver-
antwortlichkeiten der beteiligten Akteure nicht mehr angemessen verteilt
werden kénnen.

In einem solchen Szenario kann es unerldsslich sein, die bestehenden
Haftungsregelungen vollstandig zu tiberdenken. Ob dann etwa eine Ge-
tahrdungshaftung des Herstellers, die Einfithrung einer ePerson oder bis-
lang nicht entwickelte Haftungsansdtze die Losung fiir die Bewiltigung
derartiger Probleme darstellen, muss vor den zukiinftigen Gegebenheiten
sorgfiltig erdrtert werden. Es gilt, all diese Aspekte zukiinftig im Auge zu
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behalten und erforderlichenfalls Mafinahmen zu ergreifen, um sowohl die
potenziellen Risiken zu minimieren als auch die Vorteile des autonomen
Fahrens optimal zu nutzen.
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