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Das Phanomen Deepfakes. Kiinstliche Intelligenz als Element
politischer Einflussnahme und Perspektive einer
Echtheitsprifung!

Anna Louban, Milan Tabraoui, Hartmut Aden, Jan Fihrmann,
Christian Krdtzer und Jana Dittmmann

Zusammenfassung

Bildern und Videos kommt im politischen Diskurs eine zunehmende
Bedeutung zu. Auch politische Desinformation wird vermehrt in Form
videographischer Inhalte transportiert. Deepfakes sind durch Methoden
Kinstlicher Intelligenz (KI) generierte oder manipulierte Bilder, Audios
und Videos. Dieser Beitrag fragt interdisziplinir aus den Perspektiven
der Rechts- und Politikwissenschaft sowie der Informatik nach den Risi-
ken fiir politische Entscheidungsprozesse, zu denen Deepfakes und ihre
Nutzung fiir politische Desinformation fithren konnen. Darauf basierend
prasentiert der Beitrag Ansitze aus dem multidisziplinir ausgerichteten
Forschungsprojekt FAKE-ID zur Erforschung Kl-basierter Deepfake-Detek-
toren.

1 Dieser Beitrag basiert auf dem Forschungsprojekt FAKE-ID: Videoanalyse mit Hilfe
kiinstlicher Intelligenz zur Detektion von falschen und manipulierten Identititen, gefor-
dert vom Bundesministerium fiir Bildung und Forschung (BMBF) im Rahmen der
Bekanntmachung Kiinstliche Intelligenz in der zivilen Sicherbeitsforschung. Das Pro-
jektkonsortium erarbeitet Kriterien, anhand derer Falschungen von KI-manipulier-
ten Bildern und Videodatenstromen identifiziert und klassifiziert werden koénnen
(FKZ: HWR/FOPS Berlin 13N15737, OVGU 13N15736). Den Kern der angestreb-
ten Detektionslosung im Teilprojekt der OVGU bildet eine Kl-generierte Risiko-
und Verdachtslandkarte, die Authentizititsindizien beziehungsweise Verdachtsele-
mente in Bild- und Videomaterial visuell aufbereitet und Anwender:innen bei der
Entscheidungsfindung unterstiitzt. Neben dem Forschungsinstitut fiir Offentliche
und Private Sicherheit (FOPS Berlin) der Hochschule fiir Wirtschaft und Recht
Berlin (HWR) und der Otto-von-Guericke-Universitit Magdeburg (OVGU) zahlen
die Bundesdruckerei (Konsortialfithrung), das Fraunhofer Heinrich Hertz Institut
(HHI) und die BioID GmbH zu den forschenden Konsortialpartner:innen.
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1. Einleitung

Mit Kuanstlicher Intelligenz (KI) konnen Medien wie Bilder, Audios und
Videos so verandert werden, dass Betrachter:innen die auf diese Weise ent-
standenen Deepfakes nicht ohne Weiteres als eine Manipulation erkennen
konnen. Wie alle technischen Entwicklungen birgt auch Kl-generiertes
Bild-, Audio- und Videomaterial sowohl Potentiale fiir neue ntitzliche
Anwendungen (z. B. fir Unterhaltung, Kunst und Medizin)? als auch
Risiken und Gefahren, die im politischen Kontext bereits beobachtet wer-
den konnen. Dass der demokratische Diskurs durch manipuliertes oder
kinstlich generiertes, aber echt wirkendes Bild-, Audio-, und Videomateri-
al beeinflusst werden kann, zeigen bereits Erfahrungen aus der Vergangen-
heit. Manipulierte Bilder wurden zu propagandistischen Zwecken? bis hin
zur Rechtfertigung fir militdrische Auseinandersetzungen verwendet.* In
Anbetracht dieser historischen Erfahrungen und der stetig wachsenden
Leistungsfihigkeit KI-basierter Anwendungen sind die von Deepfakes aus-
gehenden Risiken fiir die Funktionsfihigkeit demokratischer Staaten, et-
wa im Kontext von Wahlen, als bedeutend einzustufen, etwa wenn der
Wahlerfolg politischer Gegner:innen durch gefalschte oder manipulierte
Medien gezielt beeintrachtigt wird.

Im Wissen darum, dass Menschen visuellen Darstellungen einen beson-
ders starken Wirklichkeitsbezug beimessen,’ wird im Rahmen der politi-
schen Kommunikation zunehmend mit Bildern und kurzen Videoclips
gearbeitet.® Insbesondere die Fahigkeit, starke Emotionen bei Rezipient:in-
nen hervorzurufen,” gibt Bildern den Vorzug vor primir textbasierten
Mitteln der Massenkommunikation.® Durch die Digitalisierung und die
zunehmende Verbreitung qualitativ hochwertiger Aufnahme- und Wieder-
gabegerite steht immer mehr Bildmaterial zur Verfigung,® das innerhalb
kurzer Zeit Gber digitale Plattformen weltweit verbreitet werden kann.
Im Zuge dieser Entwicklungen konnen Bildinhalte kaum noch ohne tech-

2 Siehe z. B.: European Parliamentary Research Service, Tackling deepfakes in Euro-

pean policy, 2021, 28-29.

Liithe, in: Liebert/Metten (Hrsg.), Mit Bildern ligen, 2007, 50.

Homberg / Karasek, Communicatio Socialis 2008, 276 f.

S Gerth, IMAGE 2018, 14 (27), S; Siehe Diskussionen unter: Steding, Ein Bild ligt

mehr als tausend Worte, 0.].

Homberg in: Hohlfeld u. a. (Hrsg.), Fake News und Desinformation, 2020, 83.

Bessette-Symons, Memory 2018, 171.

8 Isermann / Knieper, in: Schicha / Brosda (Hrsg.), Handbuch Medienethik, 2017,
304.

9 Vgl. Fibrmann, MMR 2020, 228.

W

N N

266

am 20.01.2026, 14:04:45. [ —



https://doi.org/10.5771/9783748913344-265
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Das Phinomen Deepfakes

nische Unterstiitzung auf ihre Echtheit Gberprift werden. Der Umstand,
dass Manipulationen von online verfiigbaren Inhalten zunehmend auf
dem Einsatz von Kiunstlicher Intelligenz (KI) basieren, legt auch den Ein-
satz von KI bei der Entwicklung von Gegenmafinahmen nahe.

Vor diesem Hintergrund geht der vorliegende Beitrag zunachst der
Frage nach, wie Deepfakes politische Diskurse beeinflussen kénnen. Da
sowohl die freie politische Meinungsiuferung als auch die unbeeinflusste
Meinungsbildung zentral fiir die Ausgestaltung demokratischer Prozesse
sind, bedarf das Phinomen Deepfakes einer differenzierten Betrachtung.
In einem zweiten Schritt setzt sich der Beitrag mit rechtlichen Strategien
far den Umgang mit Deepfakes auseinander. Im dritten Schritt wird das
interdisziplinare Konsortialprojekt FAKE-ID vorgestellt, das unter anderem
Kl-basierte Deepfake-Detektionstools erforscht.

2. Deepfakes — ein KI-Phinomen mit vielfdltigen Einsatzmoglichkeiten

Der Begrift Deepfake'® wird aus den beiden Begriffen Deep Learning und
Fake gebildet und beschreibt einen Teilbereich der Kinstlichen Intelligenz
(KI), der auf die Erstellung einer Filschung mittels der Methode des Deep
Learning abzielt. Er wird oftmals fiir ein Video verwendet, das mithilfe von
Deep-Learning-Methoden bearbeitet wurde, um die Person im Originalvi-
deo partiell (hinsichtlich Gesicht, Koérper, Gestik, Sprache, o. i.) durch
eine andere Person auf eine Art zu ersetzen, die in der Rezeption den Ein-
druck einer unverfilschten und somit glaubwiirdigen Darstellung erzeugt.
In vielen Fallen handelt es sich bei den vermeintlichen Protagonist:innen
um Personen des offentlichen Lebens.!!

Der Transfer des Begriffs Deepfake'? aus der Techniksprache in den 6f
fentlichen Diskurs lasst sich auf das Jahr 2017 datieren, als eine(r) der an-

10 Die Arbeiten an der Otto-von-Guericke-Universitit Magdeburg (OVGU) zur De-
finition von Deepfakes sind zusammen mit Dennis Siegel und Stefan Seidlitz
erfolgt. Wir danken beiden fiir die konstruktive Diskussion.

11 Siehe zum Beispiel: Webster, Words We’re Watching, "Deepfake’.

12 Die Bedeutung des Begriffs Deepfake formuliert die Duden-Redaktion (2022) als
»(z. B. in krimineller oder satirischer Absicht) mithilfe kanstlicher Intelligenz
erzeugte beziehungsweise manipulierte Bild- oder Tondatei“. Seit dem Jahr 2021
wird der Anglizismus Deepfake im Online-Dudenworterbuch gefiihrt, siche: Weif-
fen, Der Anglizismus des Jahres 2019 lautet ,for future’. Im gleichen Jahr kiirte
die Anglizismus-Jury den Begriff Deepfake zum drittwichtigsten Ausdruck, der aus
der englischen Sprache in die deutsche integriert worden ist. Siehe: Stefanowitsch
u. a., Anglizismus des Jahres 2019.
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onymen Nutzer:innen der Onlineplattform Reddit unter dem Pseudonym
deepfakes Videomaterial veroffentlichte, das unter Einsatz von KI Gesichter
von aus der Film- und Musikindustrie bekannten Frauen auf die Korper
von Pornodarstellerinnen montierte.!* Das auf diese Weise erzeugte Film-
material wirkte — zumindest auf den ersten Blick — glaubwiirdig. Bereits
kurze Zeit nach diesem Ereignis konnte man beobachten, wie die Nachfra-
ge nach (gefilschten) pornographischen Inhalten zur vermehrten Verbrei-
tung von Deepfakes fihrte.!* Frei verfigbare Software und Bedienungsan-
leitungen fiir die Generierung von Bildern und Videos pornographischen
Inhalts trugen dazu bei, dass 96 % der insgesamt 14.678 im Jahr 2019 von
Ajder et al. untersuchten Deepfakes der Kategorie ,non-consensual dee-
pfake pornography“ zugeordnet werden konnten.'

In den darauffolgenden Jahren haben die Formate digitaler Falschun-
gen und Manipulationen merklich an Variation zugenommen. Insofern
erscheint es sinnvoll und notwendig, die Definition von Deepfakes auszu-
weiten: Deepfakes sollen demnach als generierte, potentiell glaubwiirdige
Medieninhalte (Bilder, Videos, Texte,'® Audiodaten, etc.) verstanden wer-
den, die durch die teilweise Verfilschung von bestehenden medialen In-
halten (z. B. Videomaterial) zumeist mittels eines neuronalen Netzwerkes
produziert werden.!”

Auch die Einsatzgebiete fur Kl-basierte Manipulationen von Bild, Vi-
deo- und Audioinhalten erweiterten und diversifizierten sich. Insbesonde-
re die Bereiche Kommerz, Unterhaltung und Medizin profitieren von
den Moglichkeiten der gezielten Veranderung digitaler Daten durch KI.
Diverse weitere Einsatzbereiche fiir Deepfakes werden in der Fachliteratur
diskutiert, etwa die Beseitigung von Sprachbarrieren zur Verbesserung
kulturibergreifender Verbreitung von Videoinhalten oder zur direkten
politischen Ansprache. Andere Einsatzmoglichkeiten bieten sich in der
Bildbearbeitung in der Filmindustrie, der Erstellung personalisierter Me-
dien, der Produktion von KI-Werbemodellen unter Verwendung von

13 Panbholzer, Deepfakes wurden durch Pornografie bekannt.

14 Siehe z. B.: Hardford, Does pornography still drive the Internet?, 2019; Waddel,
How Porn Leads People to Upgrade Their Tech, 2016.

15 Ajder u. a., The State of Deepfakes, 2019.

16 Vgl. Brando Benifei, Anderungsantrag 753 zu Artikel 52 — Absatz 3- Einlei-
tung, der vorschlagt ,Text[...linhalte“ (Herv. i. O.) in die Aufzihlung der
Medien aufzunehmen, die durch Kinstliche Intelligenz so ,erzeugt oder mani-
puliert® werden konnen, dass ein ,Deepfake® entsteht. https://www.europarl.eu-
ropa.eu/doceo/document/JURI-AM-730042_DE.pdf
Siehe auch: https://mixed.de/facebook-zeigt-deepfake-text-ki-und-warnt-davor/.

17 Siehe dazu: Mirsky / Lee, ACM Computing Surveys 2022, 1.
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Generative Adversarial Networks (GAN) oder aber der Personalisierung von
Online-Kundenerlebnissen.!$

Neben den Einsatzgebieten haben sich auch die technischen Zugangs-
voraussetzungen fir die Erstellung von Deepfakes geandert: Waren im Jahr
2017 noch signifikante technische Ressourcen und Expert:innenwissen
notig, um visuell plausible Deepfakes zu erzeugen, so ist dies heute mit-
tels vielfaltiger, frei verfiigbarer Software!® moéglich. Die Nutzung dieser
Programme bedarf keines qualifizierten Hintergrundwissens mehr und
liefert in kurzer Zeit tiberzeugende Resultate.2? Insofern wundert es nicht,
dass die Anzahl der im World Wide Web kursierenden Deepfakes rasant
ansteigt.?!

Vor dem Hintergrund eines zunehmend einfacheren und fiir Laien
zuganglicheren Herstellungsprozesses von Kl-generiertem Bild- und Vi-
deomaterial einerseits und den stetig wachsenden Einsatzgebieten die-
ser Technologie andererseits bergen Deepfakes — wie alle technischen
Entwicklungen — ein bemerkenswertes Potential zur Durchfithrung krimi-
neller Handlungen. Die Generierung und Nutzung von Deepfakes kann
strafrechtlich relevant sein, etwa im Kontext von Personlichkeitsrechtsver-
letzungen wie Verleumdung und von Delikten wie Erpressung oder Be-
trug.??

3. Deepfakes in politischen Kontexten

Im Folgenden wird gezeigt, dass Deepfakes und andere Formen von Bild-
und Videofilschungen in vielfiltigen Varianten auftreten kénnen und dass
die Erkennbarkeit von Manipulationen oftmals nicht objektiv messbar
ist, sondern auch vom Kontext und der Sensibilitat der Betrachter:innen
gegeniiber Manipulationsrisiken abhingt. Deepfakes, die zu Zwecken der
Desinformation genutzt werden, bergen das Potential, demokratische Pro-
zesse auf unterschiedliche Art zu beeinflussen. Wird die Integritit und

18 Whittaker u. a., Australasian Marketing Journal 2021, 204ff.

19 Uberblick zu der aktuell gangigen Software: https://becbom.com/best-deepfake-ap
ps-websites/.

20 Vgl. Riess in Freiburg (Hrsg.), Tauschungen. Erlanger Universitatstage 2018, 2019,
95.

21 Ajder u. a., The State of Deepfakes, 2019.

22 Siehe fir llustrationen der boswilligen Verwendung von Deepfakes: Europol, Uni-
cri, Trends Micro, Report on Malicious Uses and Abuses of Artificial Intelligence
(Al), 2020, 52-56.
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Fairness demokratischer Wahlen durch den Einsatz von KI-manipulierten
oder -generierten Bild- oder Videoinhalten in Frage gestellt, kann dies zu
einer Legitimationskrise demokratischer Systeme fihren.?* Fir die Wah-
ler:innen birgt die Deepfake-basierte Desinformation zu politischen The-
men das Risiko, Opfer einer manipulierten Meinungsbildung oder geziel-
ter Verunsicherung zu werden, was sich auch auf ihre Wahlteilnahme und
-entscheidung auswirken kann. Fir Politiker:innen, deren Auftritte in Dee-
pfake-Videos oder -Bildern manipuliert werden, steht ihre Reputation auf
dem Spiel, was ihre zukiinftigen Wahlchancen beeintrichtigen kann.?* Ins-
besondere Deepfakes, die darauf abzielen per ,microtargeting techniques®
bestimmte Personen in Verruf zu bringen, gelingt dieses Unterfangen un-
ter bestimmten Voraussetzungen nachweisbar.?

3.1 Einflussnahme auf politische Diskurse durch Deepfakes

Deepfakes reihen sich in das vielfaltige technische Repertoire ein, mit des-
sen Hilfe Meinungen geduffert und Meinungsbildungsprozesse beeinflusst
werden konnen. Im Herbst 2021 verbreiteten sich zahlreiche Variationen
eines im Rahmen der Sondierungsgespriche fiir die Bildung einer Koali-
tionsregierung auf Bundesebene entstandenen Selfies der Fihrungsperso-
nen von BUNDNIS 90/DIE GRUNEN und der FDP.2¢ Die kursierenden
Deepfakes verweisen erkennbar auf das Originalbild. Aufgrund von Inhalt
und Aufmachung war fiir Betrachter:innen unschwer erkennbar, dass diese
manipulierten Bilder und Videos nicht echt waren. Der satirische Charak-
ter der unterschiedlichen, durchaus humorvollen Interpretationen des Po-
litiker:innenbildes erschlieft sich fiir durchschnittlich politisch gebildete
Betrachter:innen muhelos.

Andere Deepfakes, wie das durch digitale Manipulation generierte Video
der Sprecherin des Reprasentantenhauses der Vereinigten Staaten Nancy
Pelosi,?” konnen vom medialen Publikum nicht auf Anhieb als (Ver-)Fal-
schung identifiziert werden. Der verlangsamte und stockende Sprachfluss
der weithin bekannten Demokratin konnte bei den Rezipient:innen den

23 Krzywori, German Law Journal 2021, 676; siche dazu auch: Sander, Chinese Jour-
nal of International Law 2019, 1.

24 Krzywori, German Law Journal 2021, 676.

25 Dobber u. a., The International Journal of Press/Politics 2020, 69.

26 Klein, So lacht das Netz tiber das FDP-Griinen-Selfie, 2021.

27 Winkler, Ein Video zeigt eine betrunkene Nancy Pelosi — und fihrt uns vor
Augen, was mit Deepfakes heute alles moglich ist. 2019.
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Eindruck erwecken, die Politikerin stiinde unter bewusstseinsverandern-
den Drogen.?® Diese Videomanipulation verbreitete sich sehr schnell,
so dass sogar die renommierte Nachrichtenagentur Reuters sich im Zug-
zwang sah, die Manipulation dieses Videos in ihrer Rubrik Fact Check
auszuweisen.?’

Eine andere Form der politischen Einflussnahme mittels Manipulation
unter (vermeintlicher) Zuhilfenahme von Kiinstlicher Intelligenz ereigne-
te sich auf der Ebene der russisch-europdischen Beziehungen. Wenige
Monate nach der Verhaftung des russischen Oppositionspolitikers Aleksej
Naval'nyj im Januar 2021 erreichten mehrere Mitglieder des Europaischen
Parlaments Gesprachsanfragen des Naval'nyj-Vertrauten Leonid Volkov.3?
Im Nachgang zu der zustande gekommenen Videokonferenz zwischen den
Parlamentsmitgliedern und Volkov kamen Zweifel auf, ob die Person,
die als Volkov auftrat, tatsichlich Volkov war.3! Er selbst erfuhr aus der
Presse, dass er am besagten Gesprich teilgenommen haben soll. ,Looks
like my real face — but how did they manage to put it on the Zoom
call? Welcome to the deepfake era ...”, kommentierte er in den Sozialen
Medien den vermeintlich Kl-basierten Schwindel mit seiner Identitit.3?
Kurze Zeit spater bekannte sich das russlandweit bekannte Komiker-Duo
Vovan and Lexus, das bereits mehrere Telefongesprache mit hochrangigen
Politiker:innen — u.a. gaben Sie sich als das 2019 neu gewéhlte ukrainische
Staatsoberhaupt Volodymyr Zelens'kyj bei einem Telefonat mit dem fran-
z0sischen Prasident Emmanuel Macron aus — erschlichen hatte, zu dem
sogenannten Prank.33

Diese beiden Ereignisse verdeutlichen, dass Politiker:innen stets damit
rechnen miissen, dass ihre digitalen Bild- und Videodarstellungen mani-
puliert werden konnen. Ob es sich bei einer Darstellungsmanipulation
tatsichlich um eine Kl-generierte Manipulation handelt, ein technisches

28 Washington Post, Faked Pelosi videos, slowed to make her appear drunk, spread
across social media, 2019.

29 Reuters.com, Fact check: “Drunk” Nancy Pelosi video is manipulated, 2020.

30 ntv.de u. a., In Video-Konferenz getduscht - Falscher Nawalny-Vertrauter narrt
Politiker, 2021; Roth, European MPs targeted by deepfake video calls imitating
Russian opposition, 2019.

31 NL Times, Dutch MPs in video conference with deep fake imitation of Navalny’s
Chief of Staff, 2021.

32 Roth, European MPs targeted by deepfake video calls imitating Russian oppositi-
on, 2019.

33 DerStandard.de, Russische Scherzbolde legten offenbar Macron mit Telefonstreich
rein, 2019.
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Mittel anderer Art angewendet oder eine reale Person als ,Doppelginger®
eingesetzt wird, erweist sich als zweitrangig.

Deepfakes konnen aber auch als politisch-kiinstlerische Intervention
inszeniert werden. Im Kontext der US-Prasidentschaftswahlen im Jahr
2020 veroffentlichte die politisch-gesellschaftliche Initiative mit Antikor-
ruptionsfokus RepresentUs ein Kl-generiertes Video von dem vermeintlich
echten nordkoreanischen Staatschef Kim Jong-un. Im Video verweist der
,Oberste Fiithrer* der Demokratischen Volksrepublik Korea auf die fortge-
schrittene Fragilitat westlicher demokratischer Strukturen.’* Die Moglich-
keiten, Deepfakes in politischen Kontexten zu platzieren und auf diese
Weise zu versuchen, Einfluss auf demokratische Prozesse zu nehmen, sind
also bereits heute vielfiltig.3’ Dieser Trend diirfte mit zunehmenden tech-
nischen Moglichkeiten fiir ausgereifte, schwer erkennbare Deepfakes weiter
voranschreiten.

3.2 Deepfakes als Form politischer Desinformation

Die Abgrenzung zwischen legitimer kritischer Satire und illegitimer poli-
tischer Propaganda wird durch manipulierte oder schlichtweg erfundene
Text-, Bild-, Audio- und Videodateien, die im Kontext von Fake News
verwendet werden, zunehmend erschwert. Tandoc et al. analysierten 34
akademische Beitrige aus den Jahren 2003 bis 2007 und erarbeiteten da-
raus eine Typologie fir Fake News. Sie unterscheiden dabei ,news satire,
news parody, fabrication, manipulation, advertising, and propaganda.“3¢
Diese Kategorien lassen sich auf die rasant wachsende Anzahl und Vielfalt
an Deepfakes Gbertragen. Wihrend die Kl-hergestellten Selfie-Variationen
aus dem Kontext der deutschen Koalitionsgespriche?” in den Bereich
der ,news satire“ beziehungsweise ,news parody“3® fallen, ist das Video

34 RepresentUs, First Ever Use of Deepfake Technology in a Major Ad Campaign,
2020.

35 In diesem Sinne, siche zum Beispiel: Mannheim / Kaplan, Yale Journal of Law and
Technology 2019, 148 ff.

36 Tandoc Jr. u. a., Digital journalism, 2018, 137.

37 Klein, So lacht das Netz tiber das FDP-Griinen-Selfie, 2021.

38 Tandoc Jr. u. a., Digital journalism, 2018, 137.
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der vermeintlich betrunkenen Sprecherin des US-amerikanischen Repri-
sentantenhauses® als ,,manipulation®“° zu werten.

Weitere definitorische Arbeit fir die Auseinandersetzung mit Deepfakes
im politischen Kontext leisteten Claire Wardle und Hossein Derakhs-
han.#! Systematisch erarbeiteten sie die Bedeutungsgrenzen der Begriffe
,mis-information®, ,dis-information“ und ,,mal-information“. Grundsatz-
lich kénnen Deepfakes in jeder dieser Kategorien auftreten. Als inkorrekte
Information ohne Schidigungsabsicht kdnnen sie der Kategorie der ,,mis-
information” zugeordnet werden. Verfolgt die Generierung von Deepfakes
die Absicht, einer Person, Organisation oder einem Staat zu schaden, in-
dem missverstandliche (Teil-)Informationen auf bestimmte Weise mitein-
ander in Verbindung gesetzt werden, kdnnen Deepfakes als ,mal-informa-
tion” eingestuft werden. Handelt es sich bei Deepfakes um ,information
that is false and deliberately created to harm a person, social group, orga-
nization or country“,*> dann kann eine Bild- und Videomanipulation der
Kategorie ,dis-information“ zugeordnet werden.

3.3 Die Rolle der Internetnutzer:innen im Kontext desinformierender Deepfakes

Deepfakes reihen sich als neues Phinomen in ein breites Spektrum an
Techniken ein, die bereits vor dem Auftreten erster KI-generierter Manipu-
lationen fur politische Desinformation genutzt wurden. Die Moglichkei-
ten, Deepfakes fur politische Desinformation zu nutzen, sind indes im
Vergleich zu friheren Techniken weitaus grofler, wie auch Mannheim und
Kaplan betonen: “While ‘Photoshop’ has long been a verb as well as a
graphics program, Al takes the deception to a whole new level.”#

Die Abgrenzung zwischen ,mis-information®, ,dis-information“ und
ymal-information“ kann im Einzelfall schwierig sein. Das Teilen digitaler
Inhalte, deren Authentizitit nicht tiefergehend uberprift wurde, ist im
digitalen Raum eine gingige Praxis. Dies kann nicht nur urheberrechtliche
Fragen aufwerfen, sondern auch dazu fithren, dass Internetnutzer:innen

39 Winkler, Ein Video zeigt eine betrunkene Nancy Pelosi — und fiihrt uns vor
Augen, was mit Deepfakes heute alles moglich ist, 2019.

40 Tandoc Jr. u. a., Digital journalism, 2018, 137.

41 Wardle / Derakbshan, Information Disorder: Toward an interdisciplinary frame-
work for research and policy making, 2017.

42 Wardle /| Derakbshan, Information Disorder: Toward an interdisciplinary frame-
work for research and policy making, 2017.

43 Mannbeim / Kaplan, Yale Journal of Law and Technology 2019, 148.
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unabsichtlich digitale Inhalte verbreiten, die mit einer Schadigungsabsicht
hergestellt und im digitalen Raum platziert wurden.

Pennycook et al. haben gezeigt, dass die (angenommene) Echtheit der
Informationen bei der Auswahl von Inhalten, die Internetnutzer:innen di-
gital verbreiten, eine nachrangige Rolle spielt.* Vorrang bei der Entschei-
dung fiir oder gegen das Teilen bestimmter Informationen hat die durch
die Veroffentlichung dieser Inhalte antizipierte Aufmerksambkeit fir die
eigene Internetprasenz durch andere Internetnutzer:innen.

Der Code of Conduct on Disinformation, den die Europdische Kommis-
sion 2018 veroftentlicht hat, spricht den Internetnutzer:innen allerdings
keine nennenswerte Rolle bei der Verhinderung von Desinformation zu.*
Das Dokument behandelt hauptsichlich Selbstregulierungsansitze fiir die
Veroffentlichung digitaler Inhalte, denen Privatunternehmen auf freiwilli-
ger Basis folgen konnen. Ebenso optional formuliert sind die im Code*®
enthaltenen Berichtspflichten. Eine gesetzliche Verpflichtung fiir Unter-
nehmen sieht das Papier nicht vor.

Die Interpretation digitaler Inhalte durch Internetnutzer:innen hingt
sowohl vom spezifischen Darstellungskontext der zu beurteilenden Bilder,
Videos und sprachlichen Inhalte als auch vom Wissensstand der jeweiligen
Nutzer:innen ab. Rdssler et al. stellen in diesem Zusammenhang fest,
dass Menschen ohne besondere Qualifikation fiir die Bildevaluierung Fal-
schungen und Manipulationen in Bildern in 50% der Falle identifizieren
konnen*” — statistisch gesehen kommt das Resultat einem zufilligen Raten
gleich.#8

Selbst Fachpublikum lasst sich von KI-manipulierten Bildern in die Irre
fihren, wie das Szenario um den Beitrag des renommierten norwegischen
Fotografen Jonas Bendiksen (Magnum Photos) beim Visa pour I'image: In-
ternational Festival of Photojournalism im Jahr 2021 verdeutlicht. Mittels KI
fugte Bendiksen Baren in Bilder einer mazedonischen Industrielandschaft
ein. Die Manipulation blieb von der Fachjury unbemerkt.#’ Diese Beispie-

44 Pennycook u. a., Nature 2021, 590.

45 European Commission, Code of Practice on Disinformation, 2018.

46 European Commission, Code of Practice on Disinformation, 2018.

47 Rdssler u. a., FaceForensics A Large-scale Video Dataset for Forgery Detection in
Human Faces, 2018.

48 Vaccari / Chadwick, Social Media + Society, 2020.

49 Simonite, A True Story About Bogus Photos of People Making Fake News; Lyon,
The case for content authenticity in an age of disinformation, deepfakes and
NEFTs, 2021.

274

am 20.01.2026, 14:04:45. [ —


https://doi.org/10.5771/9783748913344-265
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Das Phinomen Deepfakes

le zeigen, dass Manipulationen in digitalem Bild- und Videomaterial so-
wobhl fiir Laien als auch Expert:innen schwierig zu erkennen sein konnen.

4. Strafbarkeit der Nutzung von Deepfakes im politischen Kontext und Ansitze
von Transparenz

Die Frage nach der Strafbarkeit der Nutzung von Deepfakes im politischen
Kontext hangt mit der Entscheidung zusammen, ob beziehungsweise un-
ter welchen Umstanden die Echtheitspriifung politischer Aussagen in das
Aufgabengebiet von Strafverfolgungsbehdrden fallen soll. Deepfakes kon-
nen im Kontext einer politischen Debatte (etwa als Satire) durchaus ein
legitimes Ausdrucksmittel sein. Daher stellt sich die Frage, in welchen
Fallen demokratische Prozesse dermaflen beeinflusst werden konnen, dass
der Einsatz von Strafrecht als staatliches Kontrollwerkzeug gerechtfertigt
wire. Die strafrechtliche Verfolgung von Deepfakes, die der Kategorie
der oppositionellen politischen MeinungsdufSerung angehdren, wére pro-
blematisch, da die Strafverfolgungsbehorden in vielen Landern an Weisun-
gen der Regierungen gebunden sind. Grundsitzlich ist die Einflussnahme
von Strafverfolgungsbehdrden auf diskursive Prozesse in demokratischen
Gesellschaften im Hinblick auf die Meinungsfreiheit kritisch zu bewerten.
Das Strafrecht sollte hier also nur ultima ratio sein.

Vereinzelt reagieren die Gesetzgeber:innen der Welt bereits mit neu-
en Rechts- und Regulierungsrahmen fir politisch desinformierende
Deepfakes. Im Zusammenhang mit politischen Wahlen erlief Texas als
erster US-amerikanischer Bundesstaat ein Gesetz, das politisch motivierte
Deepfakes in einem klar definierten Zeitraum (30 Tage) vor anstehenden
Wabhlen verbietet.® Auch Frankreich verabschiedete im Jahr 2018 mit dem
»Loi relative 2 la lutte contre la manipulation de l'information“s! ein
Gesetz zur Bekimpfung der Informationsmanipulation. Irrefithrende Be-
hauptungen und Unterstellungen tiber politische Akteur:innen und Partei-
en werden demnach in einem Zeitraum von drei Monaten vor Wahlen un-
ter Strafe gestellt.’? Soweit Deepfakes genutzt werden, um in Wahlkampf-
zeiten manipulierte und unwahre Informationen zu verbreiten, kénnen
sie von diesem Gesetz erfasst sein. Einen dhnlichen Ansatz verfolgt unter

50 Texas, Texas Senate Bill 751, 2019.

51 République Frangaise, Loi N°2018-1202 du 22 décembre 2018 relative a la lutte
contre la manipulation de Iinformation.

52 République Frangaise, Loi N°2018-1202 du 22 décembre 2018 relative a la lutte
contre la manipulation de 'information, Art. L. 163-2, -1
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anderem auch die australische Gesetzgebung mit dem ebenfalls im Jahr
2018 verabschiedeten Gesetz zur Sanktionierung politischer Desinformati-
on, insbesondere im Kontext von Wahlen.>3 Die Osterreichische Bundesre-
gierung verdffentlichte im Frihjahr 2022 einen ,Aktionsplan Deepfake®
mit diversen denkbaren Maffnahmen zur Begrenzung der Risiken, die von
Deepfakes ausgehen.>*

Fir das deutsche Recht vertritt Tobias Lantwin die Auffassung, dass
Deepfakes, die aus politischen Motiven heraus verwendet werden, unter
§ 108a StGB (Wihlertduschung) fallen konnten.’s Kl-generiertes Bild- und
Videomaterial zeichnet sich jedoch unter anderem dadurch aus, dass es au-
thentisch und integer anmutenden Inhalt mit rein fiktiven Personen oder
Ereignissen beinhalten kann. Daher werden Deepfakes, deren Inhalt sich
nicht auf existierende, sondern auf frei erfundene Personen und Gescheh-
nisse stiitzt, in der Regel nicht unter diesen Straftatbestand fallen. Da Poli-
tiker:innen stets auch Privatpersonen sind, besteht sowohl im deutschen’®
als auch im franzosischen’” Recht die Moglichkeit, die Herstellung oder
Verbreitung von Deepfake-Videos wegen der Verletzung von Personlich-
keitsrechten strafrechtlich zu verfolgen, soweit die einschligigen Straftat-
bestinde erfillt sind.

Anders stellt sich der Umgang mit Deepfakes politischen Inhalts in nicht-
demokratischen Gesellschaften dar. Autokratische Gesellschaften fokussie-
ren ihren rechtlichen Rahmen nicht auf die Frage, ob Deepfakes gegebe-
nenfalls wahre oder unwahre Inhalte vermitteln. Vielmehr steht hier die
Konformitit beziechungsweise Nonkonformitit des Deepfake-Inhalts mit
der politischen Linie der Regierung im Vordergrund. In diesem Zusam-
menhang zielt beispielsweise in China ein Gesetzentwurf auf ein Verbot
von Deepfakes mit nicht regierungskonformem Inhalt ab:

»Deep synthesis service providers and users shall comply with laws and
regulations, respect social mores and ethics, and adhere to the correct

53 National Security Legislation Amendment (Espionage and Foreign Interference)
Act 2018, No. 67, 2018; Douek, What's in Australia’s New Laws on Foreign
Interference in Domestic Politics, 2018.

54 Bundesministerium fiir Inneres Osterreich (Hrsg.), Aktionsplan Deepfake, 2022.

55 Lantwin, MMR 2020, 81.

56 Ebd., 78.

57 Z.B. République francaise, Art.226-8 Code pénal, 2002. Siche dazu: Loiseau, Légi-
presse 2020, 64-69.
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political direction, public opinion orientation, and values trends, to
promote progress and improvement in deep synthesis services.“

Aufgrund des offenen Zugangs zum politischen Diskurs, der demokra-
tische Gesellschaften pragt, sind Demokratien in besonderer Weise fiir
(des-)informationsbasierte Manipulationen anfillig. Zwar muss die Vertei-
digung demokratischer Grundwerte nicht unweigerlich durch das Mittel
des Strafrechts geschehen. Vor dem Hintergrund der zunehmend wachsen-
den Bedrohungslage durch Deepfakes, kann diese Moglichkeit jedoch auch
nicht ausgeschlossen werden.”® Das Spannungsfeld zwischen Meinungs-
und Kunstfreiheit einerseits, und der Sicherung einer freien, auf transpa-
rentem Informationsfluss basierenden Meinungsbildung andererseits, wird
in den kommenden Jahren vor dem Hintergrund der Ausbreitung von
Deepfakes neu austariert werden miissen. Dabei sollten Instrumente, die
Transparenz herstellen und Deepfakes als solche erkennbar machen, Vor-
rang gegenuber strafrechtlichen Sanktionen haben. Diesen Ansatz verfolgt
auch die Europidische Kommission in ihrem 2021 vorgelegten Entwurf
einer KI-Verordnung, der ein Transparenzgebot fiir Deepfakes als zentralen
Regelungsansatz vorschlagt:

»Nutzer eines KI-Systems, das Bild-, Ton- oder Videoinhalte erzeugt
oder manipuliert, die wirklichen Personen, Gegenstinden, Orten oder
anderen Einrichtungen oder Ereignissen merklich dhneln und einer
Person filschlicherweise als echt oder wahrhaftig erscheinen wiirden
(»Deepfake®), missen offenlegen, dass die Inhalte kiinstlich erzeugt
oder manipuliert wurden.“¢0

Der Entwurf schrinkt die Transparenzpflicht allerdings fiir einige Fille
gleich wieder ein: fir die Strafverfolgung und fir die Nutzung von
Deepfakes fur legitime Zwecke, die von der Meinungs-, Kunst- oder Wis-
senschaftsfreiheit gedeckt sind.

58 chinalawtranslate.com, Provisions on the Administration of Deep Synthesis Inter-
net Information Services (Draft for solicitation of comments), 28. Januar 2022, at
https://www.chinalawtranslate.com/en/deep-synthesis-draft/, Art. 4).

59 Thiel, ZRP 2021, 202 (205) sieht keinen dringenden Handlungsbedarf; a.A. Lant-
win, MMR 2019, 578.

60 Europdische Kommission, Vorschlag fiir eine Verordnung des Européischen Parla-
ments und des Rates zur Festlegung Harmonisierter Vorschriften fiir Kiinstliche
Intelligenz (Gesetz tber kinstliche Intelligenz) und zur Anderung bestimmter
Rechtsakte der Union, 2021 (Art. 53 Abs. 3).
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»Unterabsatz 1 gilt jedoch nicht, wenn die Verwendung zur Aufde-
ckung, Verhttung, Ermittlung und Verfolgung von Straftaten gesetz-
lich zugelassen oder fir die Ausibung der durch die Charta der
Grundrechte der Europaischen Union garantierten Rechte auf freie
Meinungsauflerung und auf Freiheit der Kunst und Wissenschaft er-
forderlich ist und geeignete Schutzvorkehrungen fir die Rechte und
Freiheiten Dritter bestehen.“¢!

Auch Strategien fiir die Detektion von Deepfakes, wie sie im Verbundpro-
jekt FAKE-ID erforscht werden, kniipfen an das Transparenzpostulat an.

S. Projekt FAKE-ID: Interdisziplindre Erforschung einer Deepfake-Detektion

Auf europdischer und internationaler Ebene werden unterschiedliche Lo-
sungsansitze fir den Umgang mit Deepfakes verfolgt.? In diesem Zusam-
menhang zielt das interdisziplindre Forschungsprojekt FAKE-ID auf die
Erforschung Kl-basierter Tools ab, die eine systematische Bewertung der
Echtheit von Bild-, Audio- und Videoinhalten technisch unterstitzten.
Anwendungsfall im Projekt sind gesichtsbasierte Authentifizierungs- und
Identifizierungsmethoden.

Formuliert werden zunachst technische Merkmale ,echter®, d. h. nicht
manipulierter visueller Medien. Anschliefend vergleicht man diese Merk-
male mit den Eigenschaften von Bild- und Videobereichen, die mittels
Kiinstlicher Intelligenz verandert oder generiert worden sind. Aufbauend
auf diesem Verfahren sieht das Detektionskonzept die Erarbeitung von
Kriterien vor, anhand derer KI-manipulierte Bilder und Videodatenstrome
identifiziert und klassifiziert werden kénnen. Die ermittelten Bild- und
Videobereiche, die den Verdacht auf eine Manipulation oder Filschung
nahelegen, erkannte Anomalien und Verdachtsmomente werden anschlie-
Bend visuell aufbereitet und auf einer Risiko- und Verdachtslandkarte
(RVL) dargestellt. Die Markierung der Verdachtsfelder innerhalb von Bil-
dern und Videos soll Anwender:innen in Strafverfolgungsbehdrden und

61 Ebd.

62 Dazu gehort auch die Entwicklung eines Deepfakes-Detektors, der eine mogliche
Losung darstellt, siehe z. B. dazu: Europol’s European Cybercrime Centre u. a.,
Report on Malicious Uses and Abuses of Artificial Intelligence (Al), 2020; dazu:
European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, 24-25.
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Gerichten bei der Beurteilung der Authentizitit und Integritit von digita-
lem Bild-und Videomaterial unterstiitzen.

5.1 Technische und juristische Herausforderungen KI-basierter Deepfake-
Detektion

Bei der Konzeption einer Deepfake-Detektion stellen sich den Projektteams
zahlreiche technische Herausforderungen. Insbesondere gilt es, die Fehler-
arten und dazugehorige Fehlerraten der technischen Detektionsmdglich-
keiten zu erkennen bezichungsweise die Raten zu optimieren und in
den Entscheidungsprozess der menschlichen Anwender:innen miteinzu-
beziehen. Schlieflich stellen die Fehlerarten und -raten der durch die
Detektoren produzierten Detektionsfehler hochst relevante Kriterien hin-
sichtlich der Erkldrbarkeit dar, die im Kriterien-Katalog AIC4 (Artificial
Intelligence Cloud Service Compliance Criteria Catalogue) mit Mindestanfor-
derungen an die sichere Verwendung von Methoden des maschinellen
Lernens in Cloud-Diensten festgeschrieben sind.®3 Gefordert wird, dass die
Entscheidungen eines Dienstes — im vorliegenden Fall der Detektion von
Deepfakes — fir die Nutzer:innen auf eine Weise dargestellt und kommuni-
ziert werden sollen, die diese Entscheidungen nachvollziehbar macht. Des
Weiteren wird festgelegt, dass bei sensiblen Anwendungen (z. B. bei der
Nutzung in kritischen Infrastrukturen) die fehlende Erklarbarkeit explizit
auszuweisen ist.%4

Eine weitere technische Hirde bei der Erforschung eines Kl-gestitzten
Detektors stellt der Bedarf an unterschiedlichen Datensitzen dar. Die Trai-
ningsdatensitze, mit denen KI-Systeme ausgearbeitet werden, diirfen nicht
dieselben sein, wie diejenigen, die zu Testzwecken verwendet werden.
Vielmehr missen verschiedene real auftretende Charakteristiken einbezo-
gen werden, da ansonsten die Gefahr besteht, ein KI-System zu entwerfen,
das nur innerhalb von ,Laborbedingungen® arbeiten kann. Die fortwih-
rende Notwendigkeit detektierende KI-Systeme anhand aktueller, zuneh-
mend technisch ausgefeilter Deepfakes anzupassen, ist dafiir pradestiniert,
in einem ,Katz-und-Maus-Spiel® stindiger Qualititsverbesserung von (a)
Deepfakes und (b) Deepfakedetektion zu miinden:

63 Bundesamt fiir Sicherbeit in der Informationstechnik, Kriterienkatalog fiir KI-Cloud-
Dienste - AIC4, 2021, 29.
64 Ebd., 41.
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“One caution is that the performance of detection algorithms is often
measured by benchmarking it on a common data set with known dee-
pfake videos. However, studies into detection evasion show that even
simple modifications in deepfake production techniques can already
drastically reduce the reliability of a detector® 65

Aus juristischer Perspektive stellt sich die Frage nach der Rechtskonformi-
tat KI-basierter Detektionssysteme. Wenn Deepfakes zur Bedrohung demo-
kratischer Prozesse beitragen kdnnen, dann birgt ein Kl-gestiitztes Werk-
zeug zur Deepfake-Erkennung potentiell ebenfalls ernstzunehmende Risi-
ken in Bezug auf die Grundrechte, die Rechtsstaatlichkeit sowie die demo-
kratischen Grundsatze der europiischen Rechtsordnungen.®® Schlieflich
unterliegt die Aufgabe der Wahrheitsfindung in erster Linie den Gerichten
und nicht den Strafverfolgungsbehorden.

Dieser Problematik wurde in dem 2021 veroffentlichten KI-Verord-
nungsentwurf der Européischen Kommission bereits Rechnung getragen.
Laut Erwiagungsgrund 38 des EU-KI-Verordnungsentwurfs fallt ein KI-Sys-
tem, das auf die Erkennung von Deepfakes abzielt, in die Kategorie von
KI-Systemen mit hohem Risiko.” Eine Studie des Wissenschaftlichen
Dienstes des Europdischen Parlaments stuft die Verwendung von Kl-ba-
sierten Deepfake-Detektoren durch die Strafverfolgungsbehorden ebenfalls
als hochriskant ein. Diese Klassifizierung basiert darauf, dass die Funkti-
onsweise eines solchen Systems a priori nicht ausreichend transparent,
erkliarbar und dokumentiert ist.%® Folglich ist damit zu rechnen, dass zu-
kiinftig auch die rechtlichen Verpflichtungen verschirft werden, die sich
auf detektierende KI-Systeme beziehen. Dies ist auch bei den Forschungen
zur Deepfake-Detektion im FAKE-ID-Projekt zu berticksichtigen.®

65 European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, VIIL, S. II-II.

66 European Commission, Commission Staff Working Document. Impact Assessment
Accompanying the Proposal for a Regulation of the European Parliament and of
the Council Laying Down Harmonised Rules on Artificial Intelligence (Artificial
Intelligence Act) and Amending Certain Union Legislative Acts, 2021, 49 (unter
5.5, ,Impact on the right to freedom of expression®).

67 Europdische Kommission, Vorschlag fiir eine Verordnung des Europaischen Parla-
ments und des Rates zur Festlegung Harmonisierter Vorschriften fiir Kiinstliche
Intelligenz (Gesetz tber kinstliche Intelligenz) und zur Anderung bestimmter
Rechtsakte der Union, 2021, 38.

68 European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, 49.

69 Bundesamt fiir Sicherbeit in der Informationstechnik, Towards Auditable Al Systems:
Current status and future directions, 2021, 21.
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5.2 Emanzipatorisches Potential der Deepfake-Detektion fiir Privatpersonen

Der Wissenschaftliche Dienst des Europiischen Parlaments kommt zu
dem Schluss, dass in Zukunft nicht nur staatliche Institutionen, sondern
auch Privatpersonen ein ausgepragtes Maf§ an Skepsis gegeniiber videogra-
phischen Informationen entwickeln sollten:

»[Tlhe increased likelihood of deepfakes forces society to adopt a hig-
her level of distrust towards all audio-graphic information. Audio-gra-
phic evidence will need to be confronted with higher scepticism and
have to meet higher standards. Individuals and institutions will need
to develop new skills and procedures to construct a trustworthy image
of reality, given that they will inevitably be confronted with deceptive
information.“7°

In diesem Sinne erforscht das FAKE-ID-Projekt — neben Detektionstools
tur Strafverfolgungsbehoérden und Gerichte — Deepfake-Detektionstools fiir
den Gebrauch durch Privatpersonen. Damit konnte der breiten Offentlich-
keit die Moglichkeit geboten werden, Kl-generierte Bild- und Videomani-
pulationen ebenfalls KI-basiert zu identifizieren.

Obgleich die meisten groflen sozialen Netzwerke entweder verpflichtet
sind’! oder ,sich bemihen”,”2 Online-Inhalte, die auf ihren Plattformen
verbreitet werden, hinsichtlich einer méglichen Verfilschung zu tberpri-
fen, mussen die Grenzen einer solchen Selbstverpflichtung stets mitbe-
dacht werden. Letztendlich verfolgen Grokonzerne allem voran kommer-
zielle Ziele, die einer Detektion von Deepfakes entgegenstehen konnen.

6. Fazit

Dieser Beitrag hat gezeigt, dass Deepfakes zunehmend ausgereift sind und
daher fiur Betrachter:innen oft nur schwer erkennbar ist, ob Videos und
Bilder echt, manipuliert, gefilscht oder sogar frei erfunden sind. Bislang
stitzen sich die Erkenntnisse tiber die Risiken, die Deepfakes tir demo-
kratische Entscheidungsprozesse darstellen konnen, vorwiegend auf Schil-

70 European Parliamentary Research Service, Tackling deepfakes in European policy,
2021, VIIL

71 Z. B. République Frangaise, Loi N°2018-1202 du 22 décembre 2018 relative a la
lutte contre la manipulation de 'information, Art. L. 163-1.

72 Facebook Transparency Center, Kontointegritit und authentische Identitat, 2021;
Facebook Transparency Center, Falschmeldungen, 2021.

281

am 20.01.2026, 14:04:45. [ —



https://doi.org/10.5771/9783748913344-265
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

Louban, Tabraoui, Aden, Fihrmann, Krdtzer und Dittmann

derungen von einzelnen Vorkommnissen. Jedoch kann damit gerechnet
werden, dass KI-generierte Deepfakes und daher auch Manipulationen zu-
nehmend schwer erkennbar sind. Die Herstellung von Transparenz und
damit auch die Deepfake-Detektion werden infolge dieser Entwicklung zu
Instrumenten der Demokratiesicherung.

Trotz der nachvollziehbaren Beftirchtungen und Sorgen, insbesondere
mit Blick auf demokratische Meinungsbildungsprozesse, die KI in der
Gesellschaft hervorrufen, sollten aber auch demokratisierende Potentiale
von KI-Anwendungen nicht iberschen werden:

“Properly designed Al-based accountability tools could probably be-
come the most effective strategy to rebalance the newly structured
governance playing field, regain citizens’ ownership of democratic
decision-making and ensure a community of knowledge and commit-
ment.“73

Wie Eyal Benvenisti es formuliert, besteht die eigentliche Herausforderung
nicht darin, KI als Phinomen unserer Zeit willkommen zu heiflen oder
abzulehnen. Vielmehr geht es darum, Kl-basierte Anwendungen aktiv
mitzugestalten. Dabei gilt es, einerseits das technische Potential von KI-
gestutzten Programmen zu optimieren, andererseits aus einer rechtsstaat-
lichen Perspektive heraus zu reflektieren, welche Auswirkungen solche
KI-basierten Anwendungen auf die Grund- und Menschenrechte sowie
auf demokratische Entscheidungsprozesse haben kénnen. Das interdiszi-
plinare FAKE-ID-Projekt verfolgt das Ziel, zur Umsetzung dieses technisch-
rechtlich-ethischen Balanceaktes beizutragen.

Grundsitzlich erscheint es moglich, durch KI verursachten Risiken mit
ebenfalls Kl-basierten Losungen zu begegnen. Insbesondere in Anbetracht
der enormen Geschwindigkeit, mit der riskante KI-Anwendungen ent-
wickelt werden, erscheint es dringend notwendig, KI-basierte Schutzwerk-
zeuge zu konzipieren. Gleichzeitig gilt es, auch bei der Erforschung und
Entwicklung grundrechts- und demokratieschiitzender KI-Anwendungen
die den KI-Tools inhirenten Risiken und Unsicherheiten zu reflektieren
und zu minimieren.
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