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Die zentrale Frage des Symposiums bezieht sich auf einen mdglichen
Bedarf an einem Strafrecht gegen schwerwiegende systematische Daten-
schutzverletzungen durch Staat und Wirtschaft. Schon bei der Betrachtung
der Adjektive ,,schwerwiegende® und ,systematische“ bei Datenschutzver-
letzungen entstehen weitere Fragen, die sich zurzeit schwierig beantworten
lassen. Im Folgenden werden diese Fragen einzeln erldutert und mégliche
Antworten skizziert, die dennoch nicht als Endlésungen betrachtet werden
sollten. Im Gegenteil sollten sie als Grundlage fiir weitere Diskussionen
dienen.

Die erste Frage, die sich stellt, ist, wann eine ,systematische Uberwa-
chung® anfingt. Das Thema des Symposiums ist um die ,Uberwachung®
durch den Staat und Unternehmen artikuliert. Mit der Benutzung des Be-
griffs ,,Uberwachung“ kénnte man jedoch schnell tendieren, sich auf staatli-
che Akteure zu fokussieren, da diese in den meisten Féllen in Verbindung
gebracht werden. Solcher voreilige Fokus konnte jedoch geféhrlich sein, da
,Uberwachung im Sinne von ,Beobachtungen® sich nicht nur auf staatli-
che Akteure beschrianken. Betrachtet man dabei besonders die ,,Systematik®
der Uberwachung als eine methodische Vorgehensweise statt durch ein
politisches System, werden nicht nur z.B. kriminelle Aktivitdten und deren
Titer als Ziel dieser Uberwachung, sondern auch jeder Biirger*in. Diese
flichendeckende Uberwachung fingt zum Beispiel bei unseren tiglichen
(wenn nicht minutenweisen) Interaktionen mit herkommlichen Geriten
wie Handys, Tablets oder Computern an. Dabei kann unser Verhalten
tiberwacht werden: Welche Webseiten wir besuchen, wann, wie lange und
in welcher Reihenfolge, welche Klicks wir betitigen, wie wir unsere Maus
bewegen. Diese flichendeckende und damit systematische Uberwachung
hort jedoch nicht auf, wenn wir etwa unsere Laptops zu klappen oder
unsere Handys zur Seite legen. Daten iiber uns werden stétig durch neue
intelligente Geréte wie smarte Uhren, smarte Lautsprecher oder vernetzte
Gerite, die zur Realisierung der Vision von Smart Homes und zukiinftigen
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Smart Cities beitragen, gesammelt. Damit kénnen mdogliche Schlussfolge-
rungen ohne unsere Kenntnisse gezogen werden. Zum Beispiel konnen
Stimmungen und Emotionen sowie sozio-wirtschaftlicher Status durch die
Analyse von Sprachbefehlen an smarten Lautsprechern erkannt werden.!
Basierend auf Sensordaten, die durch Handys und smart Uhren, getragen
von Fahrradfahrer*innen, gesammelt werden, konnten wir in einer unserer
jlingsten Arbeiten zeigen,? dass die Art des Fahrrads, der Gang, die Hohe
des Sattels sowie die Art des Geldndes erkannt werden kénnen. Diese ge-
sammelten sensor-basierten Informationen betreffen nicht nur die Haupt-
nutzer*innen, das heiflt die Personen, die das Gerit angeschaftt und haupt-
sichlich nutzen, sondern auch deren Umfeld inklusive Drittpersonen, die
z.B. zum Besuch sind. Ohne den Einsatz dedizierter Schutzmechanismen
ist eine ,,systematische Uberwachung® im Sinne der Beobachtung deswegen
schon Teil unseres Alltags.

In diesem Kontext stellt sich die weitere Frage, in welchen Fillen solcher
Uberwachung es sich um eine ,,schwerwiegende“ Verletzung der Privatheit
handelt. Diese Frage zu beantworten ist wegen verschiedener Faktoren
besonders schwierig. Einerseits ist es bekannt, dass menschliche Privat-
heitseinstellungen individuell und komplex abzubilden sind (auch fiir die
Individuen selbst). Die Personen miissen oft Verletzungen ihrer Privatheit
gegen andere mogliche Vorteile wie Komfort durch Personalisierung, phy-
sische Sicherheit durch Uberwachung gesundheitlicher Werte mittels z.B.
smart Uhren, oder weitere Einbindung in deren sozialen Kreisen durch So-
fortnachrichtendienste abwigen. Thre Entscheidungen sind dabei bekann-
terweise abhiangig von dem Kontext,* das heifit, z.B. wer sammelt die Daten
fiir welchen Zweck und in welchem Umfang, sowie der Hintergriinde der
Person selbst (Gender, Alter, Kultur, Vorerfahrungen, technische Kenntnis-
se usw.). Durch diese Individualitit und Komplexitét erscheint es schwie-
rig, eine gemeinsame Antwort fiir eine Gesellschaft zu skizzieren. Auf3er-
dem decken die verschiedenen existierenden Definitionen der Privatheit
verschiedenen Dimension, die iiber die informationelle Selbstbestimmung
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hinaus gehen. Beispielsweise spielen soziale sowie physische Privatheit eine
Rolle. Ein Vergleich dieser verschiedenen Facetten im Sinne einer Priorisie-
rung ist dennoch nach bestem Wissen und Gewissen nicht bekannt und
gestaltet sich auch zukiinftig als schwierig. Auch ein Blick in die techni-
scheren Fécher bietet keine richtige Hilfestellung. Bei den Untersuchungen
moglicher Angriffe auf die Anonymitét der Betroffenen, der Entdeckung
neuer Schlussfolgerungen iiber sie oder der Evaluierung der Performanz
neuer Schutzmechanismen werden keine einheitlichen Metriken eingesetzt.
Ein direkter Vergleich wird dann genauso problematisch. Deshalb erscheint
es auch hier zurzeit schwierig, basierend auf diesen Beobachtungen eine
giiltige Quantifizierung der schwerwiegenden Grade vorzunehmen. Ein
Ansatzpunkt, der schon in der Datenschutzgrundverordnung beinhaltet
ist, bezieht sich auf die Natur der gesammelten Daten. Dennoch kénnen
in dem Kontext einer systematischen Uberwachung weitere Kriterien eine
Rolle spielen wie (1) die Anzahl der betroffenen Personen, (2) ob und
wie die Opfer ausgewéhlt wurden sind im Sinne einer moglichen Diskri-
minierung und (3) die Moglichkeit, mit den gesammelten Daten weitere
Informationen abzuleiten oder vorherzusehen. Eine Abschitzung Letzteres,
ohne zu wissen, ob weitere Daten mitgesammelt wurden oder zur Verfii-
gung stehen, ist besonders herausfordernd. Aufierdem konnen Daten, die
vielleicht heute als harmlos erscheinen, spater moglicherweise durch tech-
nologische oder methodische Entwicklungen gravierende Informationen
iiber die Bevolkerung ableiten lassen. In anderen Worten: wie kann diese
zeitliche Komponente sinnvoll beriicksichtigt werden?

Auch wenn fiir die obengenannten Fragen noch keine definitiven Ant-
worten in diesem Rahmen gefunden wurden, sollte dennoch handeln wer-
den. Die Einfithrung der DSGVO hat zwar zu einer theoretischen Verstér-
kung der individuellen Rechte gefiihrt. Dennoch erscheint oft schon eine
sogenannte ,,Privatheitsmiidigkeit” in der Praxis, die wir in unseren Benut-
zerstudien sowie Interaktionen mit einem breiteren Publikum beobachten
kénnen. Dabei kann sich der Schutz der eigenen Privatsphére als eine
sinnlose und aussichtslose Aufgabe anfiihlen. Diese Wahrnehmung sollte
jedoch nicht kritisiert werden, da sie mit vielen Losungen konfrontiert wer-
den, die nicht dediziert fiir die Nutzer*innen konzipiert worden sind, aber
um trotzdem so viel Daten wie méglich zu sammeln. In der Praxis wird
dennoch wenig getan, damit sich die Lage dndert, trotz einer Steigerung
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der Bufigelder.* Ausnahmen sind z.B. die Aktion der CNIL wegen den
Dark Patterns von Facebook und Google in Frankreich.> Eine Wirkung ist
dennoch heutzutage noch nicht sichtbar. Mehr eigene Verantwortung an
die Bevolkerung zu iibertragen, besonders ohne nutzer-orientierte Losun-
gen zu implementieren und zu fordern, scheint ausweglos. Wie am Anfang
dieses Beitrags schon erwihnt, konnen Entscheidungen mit Bezug auf die
Privatheit komplex fiir die Benutzer*innen sein. Um diese Komplexitit zu
reduzieren, wird der Einsatz von Assistenten in der Forschung zurzeit ver-
folgt. Dabei werden verschiedene Ansitze untersucht, die auf Ahnlichkeiten
mit anderem Benutzer*innen, Crowdsourcing, Expertenmeinungen oder
basierend auf eigenen Daten setzen. Zum Beispiel haben wir in unserem
DFG Projekt ,Personalisierung von Datenschutzeinstellungen basierend
auf der dynamischen Analyse von Inhalten und zwischenmenschlichen
Beziehungen“® untersucht, ob es maglich ist, basierend auf schon vorhan-
denen Daten auf den Geraten der Nutzer*innen, zu helfen, das Teilen von
moglichen sensitiven Informationen mit ihren sozialen Kreisen besser zu
kontrollieren, um Privatheitsverletzungen zu verhindern. Bei der Entwick-
lung solcher Losungen muss dennoch sichergestellt werden, dass diese kei-
ne zusitzliche Gefahrdungen fiir die Privatheit der Nutzer*innen einfiihrt.
In der Tat ist deren Ziel, sich von der Uberwachung zu entziehen und
nicht zur weiteren Uberwachung fiihren. Dariiber hinaus adoptieren oft die
durchgefithrten Studien mit Biirger*innen, die entwickelten technischen
Losungen fiir sie, sowie die zurzeit verfiigbare Gesetzgebung eine individu-
elle Perspektive ohne eine gemeinsame und gesellschaftliche Betrachtung.”
Durch den resultierenden Individualismus lauert dennoch die Gefahr, dass
die gemeinsame Erosion unserer Privatheit weiter voranschreitet. Wenn die
einzelnen Nutzer*innen sich selbst nicht gegeniiber Wirtschaft und Staat
schiitzen kénnen und Wirtschaft und Staat wenig Interesse daran haben,
wer sonst sollte dann die Verantwortung iibernehmen?

4 S. den Beitrag von Dominik Brodowski, in diesem Band, S. 70 ff.

5 S. www.cnil.fr/en/cookies-cnil-fines-google-total-150-million-euros-and-facebook-60
-million-euros-non-compliance.

6 S. https://gepris.dfg.de/gepris/projekt/317687129.

7 S. den Beitrag von Sebastian Golla in diesem Band.
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