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Llnguistic and documentation theoretical researchj
€s aim at developing a lexicon that contains a maxi-
;n UM amount of verbal and an optimum amount of
ncycbpaedic information. The study discusses the
stoito:v ing questions concerning a lexicon that con-
tUru €S a component of a text theory: (a) the struc-
theee(l)fthe lexicon in general, (b) the structure of
ture efmentary units of the lexjgon, (c) the struc-
ion of the definitions in the lexicon, (d) the rela-
2on5 among the units of the lexicon, and (¢) the
Ployment of the Jexicon in text processing. )
em-Ce in the formal and content structuré of th;s
Xicon the varjous requirements of its applications
C::Ve. also been taken into consideration, this lexi-
san 18 capable of fulfilling all functions t}}at a the-
UTus must fulfil and thus it can be considered as
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* Introduction

tr};z qlrecﬁon taken by the study of the thesaurus-struc-f

the ;n the theory of documentation and by the StUdi 0

i es;lcon"S"UCtUre in linguistics in recent years ma es
€arch abl.e that a closer cooperation between the re-t.

exc aers In these two fields (or at least a more effec lvea-

tion ane of information) be established. Such a COOPEr

fielq ould surely prove to be advantageous for bothh

€ present paper, in which some aspects of the
exicon structure will be analysed more closely,

N t0 be a contribution to this cooperation.
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) Fll‘]e an_al}'sis I start from the following conslder.atlons.t
0 ifferent aspects of text processing (the differen
S of text interpretation, and the different‘forms
utm Omation storage and retrieval) inpose dszetr;le;t
is tonot Mutually exclusive demands On the?y ;
Pos Underlje textprocessing; thus, it 1s theoretica ;/“
err?lble to conceive of one single theory f ulfilling
jngir.]ds‘ of textprocessing.
eCessljt?CS (and those related branches O o
i 1ily involved in linguistic research ase. 8- =
°rent logics) are capable of reaching a stage W er
act eory Meeting the requirements indicated in a) can
Ually pe developed.
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c) In textprocessing as well as in a theory fulfilling the
demands of textprocessing the basically important
component is what can be called thesaurus or lexicon.

Being a linguist and regarding the ‘multipurpose the-
saurus’ referred to in the title of this paper as one of
the components of a fext theory also aiming at fulfilling
the claims of different applications I shall turn first to
some problems of application and then to some aspects
of the construction of a text theory.

1. Textprocessing and a theory of text

1.1 By the term ‘textprocessing’ 1 wish to indicate all
operations which can be performed on a text. The two
main classes of textprocessing are text interpretation
and information storage and retrieval.

The term ‘text interpretation’ will be used as a term re-
ferring to a complex of operations. The interpretation
of a text means performing the following operations: the
grammatical description (assignment of the possible in-
tensional-semantic representations of the text), and the
extensional-semantic description (assignment of the pos-
sible extensional-semantic representations to all inten-
sional-semantic representations of the text). There is, in
addition, a third (subsidiary) operation: the commenting
description (explanation and/or evaluation of the single
extensional-semantic representations from some view-
point). Since here theoretical operations are concerned,
a basic requirement is that the descriptions be explicit
and as comprehensive as possible. It is easy to see even
without any detailed analysis that both the depth of the
intensional-semantic description and the appropriate
performability of the extensionalization depend to a
great extent on the lexicon/thesaurus component of the
theory by means of which the interpretation is carried

out.

By the term ‘information storage and retrieval’ 1 refer to
a complex of operations to which, among others, the
following operations belong: indexing, abstracting, ex-
tracting, condensing, establishment of data banks, ela-
boration of question-answer-systems. If we wish to auto-
mate these (in the first line intensional-semantic) opera-
tions, all operations which are involved in the automatic
text analysis and synthesis must be ranked with here, too.
It is obvious that effective completion of these opera-
tions depends to a great extent on the structure of the

thesaurus/lexicon.

1.2 It is not absolutely necessary for a theory describing
the structure of the units of a given language to make
allowance for the extralinguistic applicability of the
theory; however, the above enumerated textprocessing
operations obviously require an applicable theory. Since
it is theoretically not impossible to develop a theory
which meets both the linguistics-internal and the applica-
tion requirements at the same time, it is expedient to
aim at developing such a theory. The present progress in
linguistics, the formal syntactic, semantic, pragmatic and
text-theoretical research, offers favourable conditions

for it.

If we use the term ‘theory of text’ to indicate a theory
which aims at analysing and describing all aspects of
texts, a theory which is capable of performing those
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intensional and extensional-semantic operations which
have been referred to in connection with the interpreta-
tion of texts and the information storage and retrieval
can be called a partial theory of text.

The so-called ‘text structure world-structure theory’ (ab-
breviated: ‘“TeSWeST” after the original German term) is
conceived to be such a partial theory of text.

The TeSWeST is an empirically motivated logic-oriented
theory. To characterize its components briefly, it is ex-
pedient to start from the semiotic triangle (form-inten-
sion-extension). Since it is obvious that the theory never
operates with the intensions and extensions themselves,
but with their representations, the semiotic triangle must
be assigned a triangle containing the representations
(F-- R; -- Rg) By way of this assignment we obtain a
double-triangle (cf. Figure 1).

Linguistic

expression intension

._.' R,‘:
L —

|

F L l
£0rm P extehsim}
\\“‘\~ . l

\‘\ '..‘.l

4

-~
-

R
e
Figure 1

If we aim at the explicit representation of the intensions
(and this aim is not only natural but also necessary), the
R;-s mean in all cases an approximation fixed in the given
theory with respect to the intensions. This approxima-
tion is sufficient or insufficient, depending on the depth
of the given R;-s and/or the relevance of the elements of
which the given R;-s are built up. (Of relevance can, of
course, only be spoken with reference to an aim).

The TeSWeST consists of two main components: The
first one, the so-called text grammar component is con-
cerned with the relation F--R;, while the second one,
the so-called extensional-semantic (or world-semantic)
componert is concerned with the relation R;--R,.

(One can, of course, also consider a relation F--R,,
which plays an especially important role in learning a
language and in the various psycholinguistic investiga-
tions; this relation, however, will not be dealt with here.)

The interpretation of the R, and the R; of a text within
the TeSWeST can briefly be given as follows:

An R, is always the descirption of a world-complex, na-
mely of that particular world-complex which can be
assigned to a given intensional representation asan ex-
tensional interpretation (as a model). The description of

this world-complex has to contain the following elements:
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a) the list of the objects existing in the different sub-
worlds of the world-complex, .

b) the list of the facts/events/ . .. which are true/valié -
in the different subworlds of the world-compleX

¢) the diagram of the temporal and/or logical conne:
tions of these facts/events/ .. .,
and finally

d) the diagram of the accessibility relations among s
different subworlds.

(These lists can, of course, only comprise those objects

and facts/events/ . .., which have also been represent®
in the intensional representation.)

I began this short characterization deliberately with th?
Re, because, as a matter of fact, this is the most impor
tant unit from the point of view of almost all applic®”
tions of a text theory. Literary theoreticians, jurists: e
theologians, and documentation theoreticians ar¢ (mo
precisely: they even must be), interested, first of all "
what kind of extensional interpretation can be assign® )
to the text analysed by them, and an R, is the represeg
tation of such an interpretation. (From the point of ‘.“_
of the applications this is, of course, only a minimal 1"

terpretation that can or must be commented in severd
respects.)

On the basis of the above brief characterization of the
structure of an R, one can easily imagine what an Rf
should contain. Since the task of the R;-s is to permit
the construction of R.-s, an R; is the description of
ordered complex of facts/events . .. manifested in @
given text. This description must contain the following
elements: |
a) the description of the objects manifested in the text

b) the descriptions of the facts/events/ ...manifeSted
in the text,

and finally o 5

c) the description of the temporal and/or logical relatio
of these facts/events/ .. ..

The descriptions a) and b) are implicit or explicit. TH®

implicit or explicit character depends on how the 1ex1"

con of the TeSWeST is used when constructing the Ri

Since the “R;” is the mediator between the “form””
(written or spoken verbal expressions) and the “Re

(the denotata that can be assigned to the written Of
spoken verbal signs), and the set-up of the R;-s depends’
in the last analysis, on the representation of the intef” .
sion of the words, it goes without saying that the lexico

thesaurus component plays the main role also within
TeSWeST.

So far the terms ‘lexicon’ and ‘thesaurus’ have been usef
as equivalent terms. The reason why [ used them in tha

fashion is that in the theory of documentation the com
ponent in question is preferably indicated by the ter™ "
‘thesaurus’, whereas the corresponding term in linguist

is ‘lexicon’; the denotatum of both these terms can ho"
ever, already be considered as being practically the san®
In the following, for simplicity’s sake, I will alway$ spe?

of ‘lexicon’.
2. On the structure of the lexicon

In connection with the structure of the lexicon the fol-
lowing question should be analysed briefly:

Intern. Classificat. 1 (1974) No. 2 Petdfi — Multi-Purpose Thesa™”
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L the structure of the lexicon in general

- the structure of the elementary units of the lexicon
4 tt}}:: Strugture of the definitions in the lexicon

! relations among the units of the lexicon.

2. :
1 The structure of the lexicon in general

tl; f;folexwon of. a natpral language conta.ins the represen-
Wordns of the intensions that can be assigned to the
wopge TOre precisely: to the single readings of the
1ds, of the language, that is, it does not contain words
Ut theoretical constructs,

g:; t.W'O main sectors of the lexicon are the sector of the
Initions and that of the relations.

The Sector of the definitions is based on the hypothesis
i;: Wlt,hi“ the set of the representations of the ipten-
e S1Lis possible to separate a proper subset wlnch can
pres: Clar?d to be the set of the elementary semantic re-
Pro "lations (ESeR). This means, in other wor‘ds, that a
ionper Subset can be found the elements of wluch func-
gramas undefined (atomic) units in the lexicon (in the
ic un{Ttlar) of the given language; by means of these atom-
e 1S €ach unit belonging to the complementary set,
So-called lexical representations (LeR), can be defined.

seefinition in the Jexicon is an LeR (definiendum) and an
lerédzfiniens) connected by the definition sign =p, )

ity s € symbol “D” is always on that side of the equa

y 8N where the definiens stands).

Di:;esymbm “SeR” s the abbreviation of “‘semantic re-

e Nation”. An SeR is either an ESeR, or a set of
Which-z’ or such a set consisting of SeR-s and ESeR—st
Aset Coan. be traced back in a finite number of steps to
ey geolelyloftSeRas
“"ietssf)cftor of relations contains all rglations amon%1 the .

Tom the sector of definitions which cannot be derive
€ definitions.

Remal'ks:

N

T .
al?evizwo Sectors of the lexicon that were dealt.wnh ‘
contain the so-called primary lexicon units. With-
Mering into details of this question it should be
1ned that ejther a distinct sector of the lexicon or
Contac'ompoﬂent of the transformation compqnent must
N the list of the so-called ‘secondary lexicon units.

Ment
g

e te 3 0 0
rm. Primary lexicon unit’ refers to those lexicon

Unit

s 4 i

tationw ich can occur in an intensional-semantic represen

hang " LRe term ‘secondary lexicon units’, on the other
lexical units)

Whic;refer.S to those units (morphemes and lex
in fh Ar¢ introduced by means of transformation rules
€ase of the synthesis, and are eliminated by INVerse

tran
sfi e )
OMations jn the case of the analysis.

he Joy |
t eeclgl)::f'o.n -entry of these units must be at'>le‘ to ?Pemrfg’_
Spectiyq 'tions of their introduction and ehml'rlatl;)ﬂ.,
Mtpo.. Y288 well as the instructions concerning thelr
Uction and elimination, respectively-

23 )
1 The Structure of the elementary units of the lexicon
le ele

Sem Mentary upits of the lexicon are the elementary

tatiOnSl(f:Lr:Ig)resentations (ESeR) and the lexical represen-

Ing
1)
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Both the ESeR-s and the LeR-s are interpreted and re-
presented as predicate functions. These predicate func-
tions have a well-defined internal structure. (In forming
this structure the following investigations play a major
part: manysorted logical investigations, investigations
concerning the various classification systems, and valence-
and case-grammatical investigations.)

To display the internal structure of the predicate fuctions
let us examine an example:

The most simple predicate function that can be assigned
to one of the readings of the verb zell (x tells y to z) is:

(1) tells (x, y, )

However, the choice of this simple notation entails that,
on the one hand, restrictions concerning the intensional-
semantic well-formedness will not be represented and, on
the other hand, the functions that “x”, “y” and “z” ful-
fill in this predicate function cannot be represented in an
explicit way.

A more complex and explicit way of notation can be
achieved by making use of a many-sorted logical repre-
sentation. Such a representation is e. g.

() tells (x'i, x%, x°K)

where, say, x> and x*k indicate living creatures satisfy-
ing certain conditions, and x% indicates an object satisfy-
ing certain conditions. (This means that x*i is, a matter
of fact, an abbreviation: it indicates an x to which the
predicates fs;1 (x), f5;2 (x), ... fs;n (x) can be related;
fs,1, fs025 - - fs,-n characterize together the set from which
x must be chosen in order that the predicate gained from
the predicate function ‘ells (x, y, z) be well-formed. - - xSi
and x°k can be interpreted similarly. (A predicate can be
gained from a predicate function by providing the vari-
ables occurring in it with values.)

This representation, however, does not indicate the func-
tion fulfilled by x*i, x%, and x*k. (The knowledge of the
function performed by an element in some predicate
function amounts to the knowledge of whether the ele-
ment in question is an ‘agent’, an ‘experiencer’, a ‘patient’,
etc. in the ‘action’ indicated by the predicate function.)
However, even this function can be expressed with the

aid of an even more complex many-sorted logical nota-

tion.
We can operate for example with the following represen-

tation:
(3) tells (xSL,xSM,xSN).

Since the number of the different functions is presum-
ably finite, we can designate them with a;,a,,...a,. In
this case the above notation can be interpreted by saying
that “x>L’" indicates an element with the sort-specifica-
tion “s;”” performing the function “ap, ” (e. g. a living
creature satisfying certain conditions, having the function
‘agent’); the other two symbols of the representation are
to be interpreted similarly.

However, valence- and case-grammatical investigations
seem to prove that the functions and the object-classes
are in some respect independent from one another, and

presumably any object from any object-class can perform
any function. From this it follows that the specification

71
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of the function and the specification of the class of ele-
ments can be treated as characteristics that are dependent

on but separable from one another. The above notation
can be modified as follows:

4

With this notation the arguments-parts “ay, : X*”, etc. are
to be handled as single argument-symbols, and the for-
mula (4) is to be interpreted as follows: xi; tells x* to
x*k. The fact that in (4) it is xi that tells something is
known because we know that x% fulfills the function a,
(this function is usually called “agent-function”); the fact
that it is x% that is told is known because we know that
x% performs the function a, (this function can be called
“patient” or “object” function) and, finally, the fact that
it is x* to whom x% is told through x% is known because

we know that x® performs the function a, (this function
can be called “experiencer”).

their definitions, and in this case the symbols “a;" ar
to be considered as abbreviations which stand for the
respective function-definitions.

d) The sort-specification can generally be carried out bot
in the case of the atomic and in that of the complex
units by means of multi-hierarchical classification-
systems. The sort-specification can be marked by 2
complex symbol or by a non-specified variable plus
the hierarchy-specific predicates related to it. Let S
assume for example that we have two classification
hierarchies at our disposal (cf. Figure 2). In this cas
a certain predicate function can be noted either in
way.

5) f(a;:x22:321)

(declaring the convention that the first number-super
script refers to the system “A”, and the second number’
superscript to the system “B’’); or in the way

S3 S S
tells (ap: X% 21X, a,:x%)

It appears from this interpretation, too, that the func-

tions are not identical with the grammatical subject, ob- (6) £(2i:%) & Azz (x) & Byt (x) '
ject, etc. where both “a;” and the other symbols are abbreviatio™
/AO\ /Eb\\
/A\/l /p& : R :
Aq Ao By A5y Ang Bor Boo Bzq  Bys
Aopy Aopo Bo11 Boiz  Bzpq Bypp Bzos

Figure 2

Remarks:

(on the basis of a defined redundancy-convention): “aj
refers to the definitions of an argument-function (if the
markers of the functions are not to be considered as ?k
mentary semantic representations), and the specificatlo
related to “x” in (5) and (6) indicate that with respect

to “x” the predicates Ag (x), A5 (x), Az2(x), Bo(X)> B3
B3, (x) and By;(x) are valid.

I cannot enter here into a detailed discussion of the que-
stions concerning the structure of the elementary units

of the lexicon, so [ must content myself with some re-
marks only:

a) In the above analysis I have dealt only with one type
of the elementary units, [ have demonstrated the
structure of the representation of a verb. The first

2.3 The structure of the definitions in the lexicon
step of setting up a lexicon is to define the types of

the elementary units. The precondition of this is to
have such a grammar at our disposal which is capable of
defining a canonical form for the representation of a
so-called extended simple sentence. Only on the basis
of this canonical form is it possible to define the pos-
sible functor-argument-relations as the theoretical
basis for the distinction of the types.

b) With respect to the single types it is necessary to spe-

©)
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cify the possible (obligatory and optional) argument-
functions and those atomic or complex units which
can fulfill these functions. (Also the specification of
the possible complex units presupposes the grammar
mentioned in a) as a basic condition.)

The markers of the argument-functions can be con-
sidered as elementary or non-elementary semantic
representations. If they are considered as non-element-
ary semantic representations it is necessary to give

When treating the structure of the definitions in the lz
con, the formal and the content structure of these de
tions must be treated separately.

Let us consider first of all a definition (Cf. Figure 3
and “p” are symbols which stand for predicates belon!
ing to different categories; the symbol “a” stands for !
function ‘agent’, ““e” for ‘experiencer’, “h” for ‘haber!
“0” for ‘object’, “s” for the ‘unspecified source’, ‘18
‘local goal’” and “T” for the ‘global temporal function

the common language description in the column on t

right hand side is meant to demonstrate how a definit
is to be read.)

I want to emphasize that this definition is only to X’
plify the structure of definitions; it does not lay clain
any respect to completeness and definitiveness.

Concerning the formal structure of the definitions th
following can be said:

Intern. Classificat. 1 (1974) No. 2 Petofi — Multi-Purpose Thes?
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pO bOOk 0: 1 x2 =D

OBJECT22 0:;x2

1p collection-of 0:1X2 $:2X2

2p PURPOSE-OF h:;x2 0P oP

sp read 0:,x2 anxl
OBJECTI o xl

4P have e:lxl 0:4)(2
OBJECTI 0:,xl

sp adult 0:,xl

1p° sheet 012 X2

¢p  print lg:2x2 an,xl1 0:3x2

2p° text 0:3%2

3p° ability-of-reading 0:4X2

6pT takes-place 0:6P T:PAST

F iure 3

] TextSeR. Its

A definjens ; .
finiens is, as regards its form, a specia _
s not contain

S .
apricxlr{a]{)chamcter lies in the fact that it does I
€ co er of elements in a explicit form, which ou_ghjc to

that vf,lt ained by a real TextSeR. The reason for this is
Conye lth respect to the definientes general re‘:dun.da_ncy-
e erlltlons can be formulated which are valid within
I8 that ole I‘?XiCOn. (One of the redundancy-cqnvent}ons t
€xpl; -the. and”-symbol connecting the predicates is 1O
A Plicitly indicated.)
definiens consists globally of the following parts:

a

) tl;ef.n%ain sector of the definiens (in Figure 3 the first
taj 1mens‘l’ﬂrt reaching to the first broken _llr}e) con-
“Olg the ‘sort-predicate(s)’ (in Figure 3 this is
di JE,C T22 0:,x27) and the ‘primary defining pre-
“(gzllatf S (in Figure 3 they are ;P 2p a1d sP)

] ECT22” refers to a classification sys‘t‘em”(cf.d
“xg;’re 4, where also the interpretation of “xI1” an
» the so-called ‘global sort-variables’, can be

iff something, /=;x2/ is a book, then

something, is an OBJECT22

something, is a collection of a certain num-
ber /=qu/ of something, /=2 x2/

something, has the purpose that

somebody, reads something;

somebody, is an OBJECTI
somebody, has somethings

somebody, is an OBJECT1

somebody, is adult

something, is a sheet
somebody, prints somethings on something,

somethings is a text

something, is the ability-of-reading

¢ p takes place in the past

reaching to the second broken line; the predicates are
arranged here according to the order of the first ar-
gument-variables (cf. the subscripts on their left hand
side));
¢) the sector of the information which cannot be derived
automatically from the redundancy-conventions (in
Figure 3 itise pM). :
On the basis of the formal structure of the definientes
two classes of definitions can be distinguished: the class
of the open definitions and that of the closed definitions.
A definition is formally open if one of the predicates of
the definiens contains in one of the argument-places a so-
called ‘con-textual parameter’. Such open definitions are
e. g. the definitions of most of the adjectives (and, con-
sequently, all definitions in which these adjectives occur).
For example, if something is said to be “big”, this means
that it is qualified as big on the basis of either an indi-
vidual measure Or a socially agreed convention. The
knowledge of this measure or convention is a condition

OUnd
b) the Se():t , , 0 the argu of the extenéio?alisatlilon.llf addeﬁnition is formally not
or of the i ti elating to g it is formally closed.
Ments (in Figur: gnfgznsl:cfnndrpart ogf the definiens, open then 118 4
COUNTABLE
/\
ANIMATE ABSTRACT
+
o + -
HUMAN
2N
~MO =X anlalnl
OBJECT1 OBJECT2] opJECT22  OBJECI23 OBJECT 24
o — %2
X
Int 73
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The most important aspects of the content structure of
the definitions are the aspect of the technical language

specificity of the definitions and the aspect of the depth
of the definitions.

The technical language specificity of the definitions is
for several reasons a complex question. To solve the
content-questions in connection with the lexicon it is
necessary to clarify first of all the relation of the various
technical languages to one another and the relation of

all technical languages to ordinary language. The clarifica-
tion of these relations is closely correlated with the que-
stions of the classification of the sciences and humanities
and with the questions of the linguistic text typology.
Only after these questions have been clarified is it pos-
sible to discuss the technical language specificity of the
definitions at all. (I only wanted to indicate these prob-

lems here, a detailed analysis should follow on another
occasion.)

The depth of the definientes can be defined on the basis
of various criteria. Two of the possible criteria should be
mentioned here:

a) The definientes should be so deep (should contain so
many defining predicates) as to guarantee that a de-
finiens defines only one definiendum within the given

lexicon. This criterion specifies a necessary and suffi-
cient formal condition.

b) The definientes should be so deep as to permit the
derivation of all semantic implications from a com-
plex structure set up of definientes (from the inten-
sional semantic representation of a sentence or a text)
which meet a given expectation. Such expectations
can be determined in the case of ordinary language on
the basis of the verbal and factual knowledge of the
average speaker/listener, and in the case of a technical
language on the basis of the respective sciences or hu-

manities. This criterion specifies a necessary and suf-
ficient content condition.

[t is obvious that while a) can be fulfilled in a generally
acceptable way, several problems arise in connection b).

It is, however, also obvious that the fulfillment of b) is

much more important with respect to the different appli-
cations than the fulfillment of a).

Remark:

From among the various questions concerning the defini-
tions the following should still be mentioned: the ques-
tion of the ‘flexible depth” which concerns both the for-
mal and the content aspect of the definientes. By a
secondary structuring of the definientes one can make

it possible for definiens-segments of different depths to
be assigned to a definiendum. This is a lexicon-specificity
which is useful for all kinds of text processing.

2.4 Relations among lexicon units

It is obvious that the definientes permit the immediate
derivation of several relations among elementary lexicon
units: thus the sort-predicates (especially in the case of
multi-hierarchical sort-specification) permit the deriva-
tion of various hyperonym — hyponym (broader term —
narrower term) relations, the defining predicates permit
the derivation of the definitory relations (inclusive of the
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different field-relations). However, in the course 88 texsto
processing it is necessary to quickly recognize/ apply
relations which either cannot be derived at all or not
immediately from one of the definitions.

The relations which cannot be derived from definitl.ons
at all include those between the elementary semantic i
units (ESeR). Two types of them should be mention®
here: the explicative and the hierarchical relations

a) The explicative (or to use another term: convertiblht.w
relations are, as a matter of fact, pseudo-definitor)/'rela
tions. Since the ESeR-s are constructs the functors ©
which are marked by “words”, which usually have sev-
eral meanings, it must be ensured that the ESeR-s ar°
desambiguated in the lexicon. This can be achieved by
assigning to the ESeR-s, an explication (pseudo-d fml
tion) likewise consisting of ESeR-s. These explication’
are pseudo-definitions, because the circularity carmC.)t
eliminated from them. The reason why the explicati’®
relations are also called convertibility relations is that
these pseudo-definitions permit the ESeR-s to bé sub’,_
stituted for by their explications (by the pseudo-defir’
entes), i. e. the definientes can be converted, whereby

the paraphrasing capacity of the lexicon (the grammer
increases.

b) The hierarchical relations are the so-called eleme“@ry
classificatory relations, upon which the sort-SpecifiCatlo
applied in the lexicon is based. They can generally £
represented in the form of different tree-structures:

Among those relations which cannot immediately be
derived from definitions one can rank the synonynt> i
antonymy and converse relations. They must be giver
the sector of relations in the form of lists.

Remark:

A special question concerning the relations is the quesl-a.
tion of the so-called broadly interpreted antonymy '

tions, i. . the question of the relation of a definiens a
its negated form. Since the structure of a definiens I8 ’
complex structure, it is necessary to specify unamblgu’)
ously which element (elements) of the definiens i (ar®
to be negated if the definiendum is negated. These ar®

. ' '+ int0
relational pieces of information which must be built i
the definientes themselves.

3. Some remarks concerning structural relations
among lexica

Though in this study the main emphasis has been 00 ol
analysis of the internal structure of the lexicon, SOM® st
aspects of the structural relations among lexica alsO g
be briefly touched upon. Concerning these relations 2
distinction must be made between the relations of the s
sublanguage-lexica of a natural language and the relatio”
of the lexica of different natural languages.

3.1 The main question concerning the sublanguage-lexl((ia
is how the single sublanguage-lexica must be construct®
In order that a lexicon-complex resulting from twO o
more sublanguage-lexica fulfills the same requirements
as the single lexica (axiomatic and circularity-free € |
struction, etc.). This question can generally be formul?
as follows: is it possible to construct the single subla; ¢
guage-lexica in such a way that they can be considere

. 3
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ﬁ?rtﬁf."f one single general lexicon? A satisfying solution

tion lsfquesnoﬂ presupposes of necessity the clarifica-

of t Ol such already mentioned questions as the relation
echf;f hnical languages to one another, the relation of

] lcal_la"g“ages and ordinary language, the depth of
¢ definiens that can be altered according to the given

Parameters, etc.

;l;]hg b‘_‘Si‘C QL_lestions concerning a general lexicon consist
ec’d_mg in which sublexicon which elements are to

sUb‘ion_S‘dered as ESeR-s, in which other sublexicon (or

ine‘(;xwa) the single sublexicon-specific ESeR-s are de-.

. an which are the real ESeR-s of the genqral lexi-
e.Rat is not necessary that all sublexicon-specific

cong; =s be ESeR-s in the general lexicon if the latter is
Sidered as one single lexicon.)

fignsT he main question concerning the structural rela-
ther i?{n ong lexica of natural languages is to decide whe-
ivin s possible to postulate a universal ESeR-set_. N
nsw & a definitive answer to this question (if a definitive
®T can be given at all) and building a universal ESeR-
%nigrely cannot be done at once. One must initially be
suc(:e;,lé “.“th so-called restricted universals, 1. e. if one
eds in finding universals with respect to a language-

m;
11y or some class of languages.

EEZRE SeR-s are within a language ‘per definitionem

fact tl;s - Their postulation as ESeR-s is justified by the

efine; t the elements of the complementary set can be

theore -by their help in the way required by the given

: tical framework. ESeR-sets can surely be chosen
many. different ways, and the choices can have differ-

Ver Motivations, The bringing about of a restricted uni-
) .ESeR—Set depends obviously on whether one suc-
oig m .ﬁ“{ﬁng a universal motivation which directs the

or ofe Within the single languages of a language-family
SOme class of languages.

ﬁlmort Temark concerning bilingual lexica: It i.s obvious
be o aXiomatically constructed bilingual lexicon Yvould
€ to mirror the relations among the lexical units of
a lexj: lang,“ages much more explicitly than the bllmtgu-
Proces : Available so far. — From the viewpoint of tex
tiop « - 1NB it is very important to investigate the ques-
ether it js possible to elaborate, within a clas
t0 which the ESeR-set is common such an glgo-
deﬁﬂie:i ®Would make it possible to arrive from a given "
Signegstof a given lexicon at a definiendum thg‘tlecilan
le"‘Con_ 0 this definiens by means of another gl

i s of
?)(l()a

4‘ Th
€ lexicon in text processing

the " having giscussed some aspects of the structure of

Icon, let us now consider the role in text proces”

Plicj inatn axiomatically built up lexicon containing €x-
€nsional-semantic representations.

€] .

Sin L‘;’:con outlined in point 2 is applied in

the g ectci’;monent of the TeSWeST. (Tthfr:l t1
e — and this is a very importa

thea{% stfv the applications — not only a component 0 N

Catj o €ST but also one of its linguisti.c-mter'nal a&}?

tensiOn;:? that the structure of the definientes 1S an 0

Ma] o, cMANtic text representation meeting the
Auirements of the TeSWeST.)

text proces-
exicon is at
fact with

Ine
rn. -
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se Thesaurus

From among the application-aspects of the discussed
lexicon-structure I deem it necessary to point out the
following:

a) The main sector of the definientes (cf. 2.3 (a)) is ca-
pable of fulfilling all functions which a documenta-
tion thesaurus must fulfill. (This sector on the one
hand, presupposes the existence of different kinds of
classificatory systems and, on the other hand, it fur-
thers their development.)

b) Since the structure of the definientes is compatible
with the structure of the intensional-semantic repre-
sentation of a text, this lexicon (together with the
TeSWeST) is a suitable means for bringing about data
banks. (Cf. the short description of the sector of the
arguments (2.3 (b)) and the structure of the R;-s

(1.2).)

c) From b) it follows that this lexicon (together with
the TeSWeST) is a suitable means for elaborating
question-answer-systems.

d) Owing to the explicit and formal structure of the de-
finientes and the flexible depth, this lexicon is a suit-
able means for automatic text analysis and synthesis.

e) From b), ¢) and d) it follows that this lexicon (to-
gether with the TeSWeST) is suitable for both the
theoretical and the empirical investigation of all ques-
tions relating to the “machine intelligence’-research.

f) From the aspects treated in point 3 the following can
be concluded:

(f1) an axiomatically constructed lexicon is a suit-
able means for analysing the relation between
technical language and ordinary language in an
explicit way, and thereby it contributes to the
investigation of the structure and the classifica-
tion of the sciences and the humanities;

(f2) an axiomatically constructed bilingual lexicon
can be a suitable means for machine translations.

Considering these points, I think that it is justified to
speak of a convergence of lexicon and thesaurus research
and that it is also justified to regard a text theoretical
lexicon as a multi-purpose thesaurus.

5. Concluding remarks

In the Introduction I pointed out the advantages and the
necessity of closer cooperation between linguists and
documentation theoreticians, a point I want to empha-
size again in conclusion.

In recent years linguistic literature has increased im-
mensely (due to a great extent to the intensified inter-
relationships of linguistic and logical research), so that
keeping track of it or even merely overseeing it is becom-
ingincreasingly difficult. The same seems to be true of the
literature dealing with the questions of text processing,
too. Thus, the solution of a complex task can only be
expected from teamwork.

The questions related to the lexicon are the most urgent
ones in both these fields of research, and their solution
will depend on efficient teamwork between linguists and

documentation theoreticians.
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The Glamour and the Misery of
the Thesaurus Approach

Treatise IV on Information Retrieval Theor\'l

Fugmann, R.: The Glamour and the Misery of the
Thesaurus Approach.

In: Intern. Classificat. 1 (1974) No. 2, p. 76—86

If any important natural-language term which 2
documentalist encounters in storing literature and
in phrasing enquiries is admitted as an addition to
a thesaurus, then the thesaurus will soon exceed
the limits of its operancy and will increasingly fail
to serve the purpose of an efficient device for reli-
able terminological control in the input and retrie-
val stage. This continous decline can effectively be
counteracted by conceptual analysis of candidate
terms and by resynthesis of the terms of their con”
ceptual constituents. This suggests a balanced com-
bination of the thesaurus and the analyticO-Synt_he'
tic classification approach, particularly in large 1n°
formation retrieval systems. The representation ©
certain, predominantly syntactical relations, hoW"
ever, exceeds the capabilities of both approaches-
These relations can be managed by two different
devices described, namely by a clearly defined S?t
of relation indicators and by an optionally addi-
tional graphical representation of extended concept
Lrelations. (Author)

1. Introduction

Any mechanized literature search aims at retrieving do-
cuments from a file that are relevant to the special to.plc
of the inquirer. In order to enable the search mechanis™
to perform this task the inquirer will have to defin¢ the =
special goal of his literature search. In such a search !
quest it must be laid down in advance, i. e. without gny
previous knowledge about relevant documents contaift®
in the file, which particular features should be possess® n
by the desired documents and are to be considered as;:
indication of their relevance to the special topic ©! -
inquirer (cf. 1, postulate of definability, p. 134)- Lo
is at least true of a test search directed to a samp!®
of the entire file, on the basis of which the requés
can be modified and then directed to the entire lleé
In particular, it must be laid down in advance in

. aal
; . L tjon?
I Extended version of a paper presented at the Third Inter oas

Conference on Classification Research, Bombay, January
g“;t l“se“tlse? Ref. 1;Second treatise: Ref, 3; Third treatis®”
er.
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