MENSCH UND TECHNIK

Bei diesem Beitrag handelt es sich um einen wissenschaftlich
begutachteten und freigegebenen Fachaufsatz (,,reviewed paper”).
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Effiziente und flexible Mensch-Roboter-Interaktion fiir die Logistik der Zukunft

Interaktionsfahiger mobiler
Roboter in der Logistik

J. Berger, S. Lu, C. Pest

ZUSAMMENFASSUNG Interaktive mobile Roboter
bieten Potenzial, Effizienz und Ergonomie in der Logistik zu
steigern. Dieser Beitrag beschreibt die Entwicklung, Implemen-
tierung und Evaluation eines Interaktionssystems, das auf
die Anforderungen eines Logistikumfelds abgestimmt ist.
Basierend auf einer modularen Architektur kombiniert das
Robotersystem Interaktionstechnologien mit robuster Aufga-
benverwaltung. Eine Evaluation im Anwendungsfall der Mal3-
artikellagerung zeigt die Vorteile intuitiver Mensch-Roboter-
Interaktion und Optimierungspotenziale, insbesondere in
Sprachsteuerung und Téatigkeitsdetektion.
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1 Einleitung und Motivation

In modernen Logistikumgebungen, wird weiterhin der Grof3-
teil der Arbeiten durch das Personal durchgefiihrt, wie der An-
wendungsfall zeigt. Um die Mitarbeitenden zu entlasten, kénnen
mobile Roboter eingesetzt werden [1]. In diesem Kontext werden
mobile Roboter als eine Kombination aus einem fahrerlosen
Transportsystem (FTS) und einem kollaborativen Roboter defi-
niert [2]. Mobile Roboter sind in der Lage, Transport- und Hand-
habungsaufgaben zu iibernehmen. Sie koénnen sich autonom im
Raum bewegen, Objekte erkennen und deren Position erfassen.

Jedoch zeigt sich, dass die reine Automatisierung in der Logis-
tik nicht ausreicht, wenn keine Interaktionsfihigkeiten vorhanden
sind [3, 4]. Die menschliche Fachkraft bleibt unverzichtbar, vor
allem bei komplexen oder variierenden Aufgaben, die Flexibilitat
und schnelle Anpassung erfordern. Eine Zusammenarbeit
zwischen Menschen und Robotern bietet entscheidende Vorteile:
Sie steigert die Effizienz, entlastet die Mitarbeitenden und schafft
eine hohere Flexibilitat im Arbeitsablauf [5].

Ein mobiler Roboter, der mit Menschen interagieren kann,
hebt diese Vorteile auf eine neue Stufe, indem er spezifisch auf
die Bediirfnisse und die Arbeitsprozesse der Mitarbeitenden ein-
geht. Als Teil des Forschungsprojekts ,FORobotics* [6] wurde ein
interaktionsfihiger mobiler Roboter entwickelt. Dieser Roboter
kann beispielsweise durch eine einfache Geste gestoppt werden,
ermoglicht das Abfragen des Akkustands und erlaubt es den Mit-
arbeitenden, dem Roboter Aufgaben wie ,Hole mir 3 Schrauben®
zu erteilen. Diese Funktionen fordern eine intuitive und effektive
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Interactive mobile robot in logistics -
Efficient and flexible human-robot
interaction with a view to the logistics
of the future

ABSTRACT Interactive mobile robots allow for enhancing
efficiency and ergonomics in logistics. This paper presents the
development, implementation, and evaluation of an interacti-
on system tailored to the requirements of a logistics environ-
ment. Based on a modular architecture, the robotic system
combines interaction technologies with robust task manage-
ment. An evaluation in the use case of storing customized
items highlights the advantages of intuitive human-robot
interaction and identifies potential for optimization, particular-
ly in speech control and activity detection.

Mensch-Roboter-Interaktion, welche die Akzeptanz und Effizienz
in der kollaborativen Arbeit erhoht.

Der Ansatz des interaktionsfihigen Roboters wurde im Projekt
»MeMoRob“ zugrunde gelegt und mithilfe von Methoden einer
nutzerzentrierten Entwicklung angepasst und erweitert. Um die
Interaktion zwischen Menschen und Robotern im logistischen
Umfeld effektiv zu gestalten, miissen sowohl die Bediirfnisse der
Mitarbeitenden als auch die Anpassungsfihigkeit des Systems
beriicksichtigt werden. Dies stellt sicher, dass der Roboter flexibel
auf die spezifischen Anforderungen der Logistik reagieren kann
und eine optimale Unterstiitzung bietet.

Im Beitrag wird anhand eines praktischen Anwendungsfalls in
der Logistik gezeigt, wie ein solcher interaktionsfihiger mobiler
Roboter entwickelt wird.

2 Anforderungen und Problemstellung
2.1 Analyse der Umgebung und der Arbeitsaufgabe

Die Firma Juzo stellt medizinische textile Hilfsmittel her. Die
Tatigkeiten im Logistikzentrum sind hauptsichlich manueller Art,
abgesehen von einer Maschine zum Falten von Kartons. Die
Haupttatigkeiten sind Logistikprozesse wie Einlagerung und
Kommissionierung. Im Beitrag wird der Schwerpunkt auf die
Einlagerung gelegt, insbesondere von Mafartikeln, die grofiten-
teils in Kunststoffbeuteln mit Druckverschluss verpackt sind
(Bild 1). Die Beutel haben unterschiedliche Gewichte und sollen
in Regale (Bild 2) eingelagert werden.
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Bild 1. Beutel fiir MaRartikel. Foto: Fraunhofer IGCV

Der Prozessablauf fiir die manuelle Einlagerung von MaR-
artikeln im Logistikzentrum gestaltet sich wie folgt:
1. Ankunft der Kiste auf dem Férderband
2. Abholung einer oder mehrerer Kisten mit einem Rollbrett
3. Bewegung zu Mafregallager
4. Einlagerung jeweils eines Mafartikels in freien Lagerplatz
durch Scannen des Barcodes auf Beutel und Scannen des
Lagerplatzes
5.Bewegung zu Forderband zur Ablage der Kiste
Diese Aufgaben soll der mobile Roboter iibernehmen. Er soll die
Kiste selbststindig von der Abholposition abholen, zum Lager-
bereich navigieren, den Barcode des Artikels sowie den Lagerplatz
scannen und die Kiste nach der Einlagerung zuriickbringen. Die
im Logistikzentrum titigen Fachkrifte bewegen sich im gleichen
Bereich wie der Roboter.

2.2 Beschreibung der Anforderungen

Um die Anforderungen an das Gesamtsystem zu identifizieren,
wurden neben der Prozessanalyse Interviews mit Lagerfach-
kriften durchgefithrt, um einerseits ihre Gedanken zum Einsatz
des Roboters und andererseits Anforderungen an die
Interaktionssysteme ableiten zu kénnen. Das genaue Vorgehen fiir
die Interviews ist in Berger et al. [1] zusammengefasst.

Die Tabelle beschreibt ausgewihlte Anforderungen an das
Interaktionssystem, mit dem die Fachkrifte im Lager den Roboter

steuern, mit ihm kommunizieren und Probleme beheben konnen.
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Bild 2. Regal fiir MaRartikel. Foto: Fraunhofer IGCV

Durch Beachtung dieser Anforderungen soll sichergestellt werden,
dass das System benutzerfreundlich, effizient und robust ist.

Das Interaktionssystem soll ein Tablet enthalten, mit dem die
Mitarbeitenden intuitiv Auftrige eingeben, pausieren oder fort-
setzen konnen. Zudem soll es den Status des Roboters und des
aktuellen Auftrags anzeigen. Die Anforderungen an den Informa-
tionsaustausch beschreiben, dass relevante Informationen, wie der
Batteriestatus oder die verbleibende Dauer bis zum Ende eines
Auftrags, abgefragt und durch das Interaktionssystem ausgegeben
werden konnen.

Ein wichtiges Element eines mobilen Robotersystems ist die
Auftragsverwaltung. Das Interaktionssystem soll es ermoglichen,
Auftrige aufzunehmen, zu pausieren oder abzubrechen. Ein Auf-
trag kann etwa die ,Einlagerung von MafRartikeln“ oder ,Fahren
zur Ladestation umfassen. Solche Auftrige bestehen aus mehre-
ren spezifischen Aufgaben, wie etwa ,Fahren“ und ,Handhaben®
Uber eine Sprachsteuerung kann der Roboter direkt angespro-
chen werden, was die Bedienung vereinfacht. Bei Problemen
unterstiitzen Fehlermeldungen und Anleitungen zur Fehlerbehe-
bung die Fachkrifte, und es besteht die Moglichkeit, Hilfe anzu-
fordern. Die Umgebungserkennung erlaubt es dem System, auf
die Bewegungen und Gesten von Personen zu reagieren, mit dem
Ziel, die Interaktion sicher zu gestalten. Dartiber hinaus kann das
System flexibel fir neue Aufgaben konfiguriert werden, sodass
seine Einsatzmdoglichkeiten an sich dndernde Anforderungen an-
gepasst werden konnen.
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Tabelle. Anforderungen an das Interaktionssystem.

Ein Bedienungsgerét, das die aktuellen Informationen zum Auftrag oder Stand des Roboters anzeigt.

Tablet Das Tablet soll intuitiv bedient werden kénnen.
Uber das Tablet sollen Auftrage eingegeben werden kénnen.
Auftrag Neuen Auftrag eingeben

Auftrag pausieren

Wiederaufnahme der pausierten Aufgabe

Abbrechen des Auftrags
Roboter soll Lager verlassen

Informationsaustausch

Informationsabfrage: z.B. Dauer bis zur Fertigstellung des Auftrags, Batteriestatus

Informationsausgabe: Antwort auf Informationsabfragen

Ansprache Roboter mit Schliisselwort ansprechen
Sprachsteuerung per Button aktivieren
Fehlermanagement und Warnung Fehlermeldung
Anleitung zur Fehlerbehebung
Hilfe anfordern

Umgebungserkennung

Flexibilitat

3 Interaktionsfahigkeiten
des mobilen Roboters
3.1 Konzeption des Interaktionsmoduls

Basierend auf den erarbeiteten Anforderungen wurde das
Konzept des Interaktionsmoduls erstellt, um eine benutzerfreund-
liche und effiziente Interaktion zwischen den Mitarbeitenden und
dem Roboter im Lager zu gewihrleisten.

Eingabe

Erkennung der Tatigkeiten und Geste von Personen

Leicht konfigurierbar und anpassbar fiir neue Aufgaben

3.1.1 Beschreibung der erforderlichen Komponenten

Das Interaktionsmodul besteht aus verschiedenen Komponen-
ten, die in Ein- und Ausgabegerite unterteilt sind, wie im Bild 3
dargestellt.

Zu den Eingabegeriten gehoren Tablet, Tiefenbildkamera und
Mikrofon. Diese Gerite erlauben die Interaktion durch Eingaben,
zum Beispiel das Einsprechen von Befehlen oder die Erfassung

Ausgabe

Tablet

Tiefenbildkamera

Mikrofon

Interaktionsmodul

LED

Smart Device

Beamer

Lautsprecher

Bild 3. Interaktionsmodul mit seinen Komponenten (Tablet und Smart Device drahtlos, andere festmontiert). Grafik: Fraunhofer IGCV
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Bild 4. Modularer Aufbau des Interaktionsmoduls. Grafik: Fraunhofer IGCV

der Umgebung durch die Kamera. Die Ausgabegerite umfassen
LED-Leuchten, Smart Device, Beamer und Lautsprecher. Mithilfe
der Ausgabegerite werden visuelle oder akustische Riickmeldun-
gen gegeben. Das Tablet dient sowohl als Eingabe- als auch als
Ausgabegerit, da es nicht nur Befehle entgegennimmt, sondern
auch Informationen anzeigt. Wie zu erkennen, gibt es mehrere
Ausgabegerite, die die gleichen Informationen anzeigen kdnnen.
Dies dient dazu, dass in unterschiedlichen Situationen verschiede-
ne Ausgabemoglichkeiten zur Verfiigung gestellt werden konnen.

3.1.2 Zuordnung der Funktionen in der Anforderung
zu den Interaktionskomponenten

Fiir die Konzeption des Moduls wurde zunichst betrachtet,
welche Funktionen erfiillt werden miissen und daraus abgeleitet,
welche Interaktionstechnologien eingesetzt werden kénnen. Zur
Anzeige von Informationen, wie etwa Fehlermeldungen, kann ein
Tablet verwendet werden sowie mit einem Beamer Informationen
auf den Boden projiziert werden. Uber die Sprachtechnologie
konnen sowohl Ein- als auch Ausgaben gemacht werden. Aus den
bisherigen Projekten ging hervor, dass der Einsatz von Gesten
nur fiir bestimmte Zwecke, zum Beispiel das Anzeigen des
»Stopp-Signals” sinnvoll verwendbar ist [6].

Abgeleitet aus den Anforderungen, wurden neben den genann-
ten Systemen auch die LED-Leuchte und das Smart Device einge-
setzt. Eine LED-Leuchte am Roboter soll einfach iiber den Zu-
stand des Roboters aufkliren, was von den zukiinftigen Nutzern
in den Interviews als wichtig angesehen wurde. So soll eine LED-
Leuchte am Roboter etwa angelehnt sein an die Betriebsleuchte
einer Anlage und beispielsweise im Fehlerfall ,Rot“ leuchten. Das
Smart Device dient dazu, den Roboterdienst - eine speziell
geschulte Person — bei der Uberwachung des Roboters zu unter-
stiitzen, indem es Echtzeitinformationen iiber den Zustand des
Roboters und Fehlermeldungen bereitstellt. Dank der WLAN-
fahigen Smartwatch kann sich der Roboterdienst flexibel vom
Roboter entfernen, andere Aufgaben iibernehmen und dennoch
Benachrichtigungen empfangen. So bleibt der Roboterdienst stets
informiert, kann Meldungen direkt auf der Smartwatch einsehen
und bei Bedarf zum Roboter zuriickkehren. Diese Flexibilitit
erhoht die Effizienz und verbessert die Benutzerfreundlichkeit
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Smart Device

des Systems. Eine Tiefenbildkamera wird fiir die Gesten- und
Tatigkeitserkennung eingesetzt.

3.2 Umsetzung der Funktionen

Flexibilitit als Anforderung lidsst sich durch Modularitit und
den Einsatz eines Konfigurators optimal umsetzen. Ein modular
aufgebautes System erlaubt es, einzelne Komponenten unabhingig
zu entwickeln, zu aktualisieren oder zu ersetzen, was Anpassun-
gen an veridnderte Anforderungen erleichtert, ohne die gesamte
Struktur zu beeintrichtigen. Ein Konfigurator erginzt dies, indem
er eine benutzerfreundliche Gestaltung und Anpassung des
Systems an spezifische Bediirfnisse ermdglicht, ohne tiefgehende
technische Eingriffe.

Im Folgenden wird zunichst die Implementierung der
Gesamtstruktur beschrieben; danach werden die einzelnen Modu-
le vorgestellt, gefolgt von einer Darstellung des Konfigurators.

3.2.1 Gesamtstruktur des Interaktionssystems

Ein modularer Aufbau (Bild 4) des Interaktionsmoduls wurde
entwickelt, um die Interaktion mit dem mobilen Roboter zu
ermoglichen.

Dazu wurden verschiedene Module erstellt, die iiber MQTT-
Nachrichten miteinander verbunden sind. MQTT steht fiir
»Message Queuing Telemetry Transport” und ist ein leichtgewich-
tiges Kommunikationsprotokoll, das speziell fiir den Einsatz in
loT-Anwendungen entwickelt wurde. Mit MQTT kénnen Module
Nachrichten veroffentlichen (publish) und Nachrichten abonnie-
ren (subscribe). Wenn ein Modul eine Nachricht veréffentlicht,
konnen andere Module, welche diese Nachricht abonniert haben,
diese empfangen und entsprechend darauf reagieren. Dies ermog-
licht eine flexible und skalierbare Architektur fir die Verbindung
verschiedener Module.

3.2.2 TaskController
Der TaskController lduft im Hintergrund. Er besteht aus drei
Untermodulen, nimlich dem TaskPlanner, dem TaskStatus und

dem TaskScheduler. Der TaskPlanner ist dafiir verantwortlich,
Aufgaben zu planen und zu koordinieren. Er verwaltet die
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Aufgabenliste, organisiert die Reihenfolgen der Unteraufgaben
und stellt sicher, dass sie entsprechend den vorgegebenen Krite-
rien und Priorititen ausgefiihrt werden.

Der TaskScheduler steuert sowohl das FTS als auch den Robo-
ter. Er synchronisiert die Bewegungen und Aktivitidten der mobi-
len Roboter, plant ihre Einsdtze nach definierten Abfolgen von
dem TaskPlanner und koordiniert ihre Aufgaben. So ermoglicht
er eine transparente Uberwachung und Nachverfolgung des Auf-
gabenstatus fiir eine effiziente Interaktion durch verschiedene
Module.

Der TaskController ist mit dem RobotController und dem
AGVController verbunden. Dank der Modularitit des TaskCon-
trollers ist es moglich, verschiedene Arten von mobilen Robotern
anzuschlieffen. Diese Flexibilitit ermoglicht es, die Interaktion
mit den mobilen Robotern entsprechend zu konfigurieren. So
kann der TaskController nahtlos mit unterschiedlichen Roboter-
typen zusammenarbeiten und ihre Bewegungen, Aktionen und
Aufgabensteuerung effizient koordinieren.

3.2.3 VoiceAssistant

Das Modul VoiceAssistant ermdglicht die Spracheingabe und
Sprachausgabe. Dabei kann der Benutzer Befehle erteilen, um
bestimmte Aktionen durchzufithren oder Informationen iiber den
Status des Robotersystems abzufragen. Das Modul umfasst eine
Hotword-Erkennung, die auf ein bestimmtes Aktivierungswort
reagiert, um das System in den Zuhérmodus zu versetzen. Zudem
ist eine Natural Language Understanding(NLU)-Komponente
integriert, welche die Bedeutung der gesprochenen Befehle analy-
siert und interpretiert. Fiir eine flexible Hotword-Erkennung
wurde die regelmiflig aufgezeichnete Sprache hinsichtlich der
ungefahren Linge des Hotwords iiberpriift. Anschlieffend wurde
das Hotword mithilfe des Levenshtein-Mafles zeichenweise mit
den erkannten Wortern verglichen.

Fiir die Implementierung der NLU-Komponente wird ,Rasa“
verwendet, ein Open-Source-Framework fiir die Entwicklung von
Conversational-Al-Systemen. Die extrahierten Absichten durch
die NLU-Komponente werden an den TaskController weiterge-
leitet, um entsprechende Antworten oder Aktionen auszulGsen.

3.2.4 WebApp

Das Modul ,WebApp“ ist eine Webanwendung, die speziell fiir
Tablets entwickelt wurde. Diese Webanwendung ermoglicht die
Verwaltung von Auftrigen und Fehlern, die Konfiguration neuer
Anwendungsfille und die Erstellung von Anleitungen zur Fehler-
behebung. Es bietet die Moglichkeit, Aufgabenbeschreibungen im
JSON-Format zu laden und anzuzeigen. Jede Aufgabe kann aus
mehreren Unteraufgaben bestehen, wobei die Anwendung den
Bearbeitungsstand der einzelnen Unteraufgaben visualisiert
(Bild 5). Auferdem konnen Benutzer Unteraufgaben flexibel
pausieren oder abbrechen. Durch die flexible Struktur kann das
Modul auch neue konfigurierte Aufgaben anzeigen. Die Weban-
wendung wird mit Flask umgesetzt .

3.2.5 Beamer, LED-Leuchten und Smart Device
Der Beamer projiziert den aktuellen Status und die Antworten

auf Fragen auf den Boden. Dafiir wurde eine C#-Desktop-Anwen-
dung erstellt. Der Beamer abonniert Nachrichten via MQTT von
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MEe MM O T  selecttaskCurrent task

Auftrag: Einlagerung Ware aus Kiste in MaBregal

Aktuelle Aufgabe: fafgen zum
Forderer MaBware

Geschatzte Restzeit
1 Min

£\ 2 Kiste auf Roboter aufladen 10 Min

A 3 Fahren zum MaBregal 10 Min
Pausieren K 4 Roboter lagert ein 10 Min
A 5 Fahren zum Forderer MaBware 10 Min

% 6 Kiste auf Tisch schieben 1 Min

Fahre zum Aufladen  Lagere eine neue Kiste ein

Hilfe  Roboter-Dienst rufen Fehlerlog  Einstellung

Bild 5. Beispiel WebApp-Ansicht. Grafik: Fraunhofer IGCV

anderen Modulen und zeigt sie an. Zur Ansteuerung der LED-
Leuchten wird ein Rasperry-Pi verwendet, der iiber die GPIO-
Pins eine direkte Steuerung iiber MQTT-Nachrichten erméglicht.
Die Smartwatch-Anwendung wird mithilfe eines Samsung Galaxy
umgesetzt, wobei der Fokus auf der Fehlermeldung liegt. Die
Kommunikation erfolgt iiber die bereits erwihnten MQTT-Nach-
richten, die in HTTP-Requests umgewandelt und an die Smart-
watch gesendet werden. Die Ubertragung erfolgt itber WLAN.
Nach dem Empfang der Nachrichten werden diese auf der Smart-
watch angezeigt.

3.2.6 Erkennung der Tatigkeiten und Gesten von Personen

Die Titigkeitserkennung dient dazu, die Interaktion des Robo-
ters mit den Mitarbeitenden effizienter zu gestalten, indem der
Roboter auf die Bewegungen und Handlungen der Mitarbeiten-
den reagieren kann. Dies konnte in zukiinftigen Szenarien zur
Vermeidung von Konflikten zwischen menschlichen und roboti-
schen Tatigkeiten genutzt werden. Zur Erkennung von Titigkei-
ten und Gesten von Personen wurde der RGB (Rot-Griin-Blau)-
Stream einer Tiefenkamera genutzt, da vortrainierte Modelle und
umfangreiche Datensitze fiir RGB-Daten verfiigbar sind.

Angelehnt an Niemann et al. [7] wurden fiinf Titigkeiten
definiert, die erkannt werden sollen: 1) Stehen, 2) Gehen, 3)
Gehen mit Wagen, 4) Handhabung (Objekt) und 5) Unbekannt.
Diese Erkennung basiert auf dem LARa-Datensatz [7].

Zusitzlich wurde ein eigener Datensatz erstellt, um die Uber-
tragbarkeit auf den spezifischen Einsatzbereich zu iberpriifen.
Zur Implementierung wurden vortrainierte Open-Source-Modelle
von OpenMMIlab und PyTorchVideo eingesetzt. Zum einen das
Modell ,VideoMAEv2“ [8], das auf Vision Transformern (ViT)
[9] basiert und zum anderen das X3D-Modell [10], das auf Con-
volutional Neural Networks (CNNS) setzt, um Effizienz und
Genauigkeit zu vergleichen. Das Modell ,VideoMAEv2-base® er-
zielte im Einsatzbereich die hochste Genauigkeit von 84 %, wih-
rend die X3D-Modelle zwar schneller, jedoch weniger genau wa-
ren. Zur Gestenerkennung wurde das Jester-Dataset [11] mit dem
X3D-XS-Modell verwendet, um die ,Stopp“-Geste zu erkennen.
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Bild 6. Prozessablauf zur Konfiguration neuer Aufgaben im Interaktions-
system. Grafik: Fraunhofer IGCV

3.2.7 Konfigurator des Interaktionssystems

Wie in den Anforderungen beschrieben, soll das Interaktions-
system so gestaltet sein, dass es sich leicht fiir neue Aufgaben
konfigurieren lasst. Dazu wurde ein Prozessablauf definiert, der
in Bild 6 dargestellt ist.

Auf der rechten Seite jedes Schritts befindet sich das Ergebnis
des jeweiligen Schritts, das in Form einer JSON-Datei gespeichert
wird. Diese JSON-Dateien dienen zur strukturierten Dokumenta-
tion und Speicherung der Konfiguration. Sie werden in nachfol-
genden Prozessen bei der Validierung von Eingabedaten und bei
der Erginzung und Aktualisierung bestehender Konfigurationen
eingesetzt. Der Ablauf wird in einer WebApp als Schritt-fiir-
Schritt-Anwendung umgesetzt. So kann der Benutzer das Interak-
tionssystem intuitiv und benutzerfreundlich konfigurieren, indem
er die einzelnen Schritte nacheinander durchlduft und die erfor-
derlichen Einstellungen vornimmt.

Das Diagramm beginnt mit der Definition der Anwendungs-
fille. In diesem Schritt werden die spezifischen Anforderungen
und Szenarien festgelegt, die das Interaktionssystem unterstiitzen
soll. Anschliefend folgt die Beschreibung des Anwendungsfalls, in
der die detaillierten Prozesse und Abliufe ausgearbeitet werden.
Ein Anwendungsfall kann beispielsweise sein, dass ein Roboter in
einer Lagerumgebung eingesetzt wird und Kisten transportiert.
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Danach erfolgt die Sammlung von Produkten und Orten, die im
System beriicksichtigt werden miissen. Orte fiir einen Anwen-
dungsfall konnten zum Beispiel das Férderband als Abholort und
die Montagestation als Zielort sein.

Im nichsten Schritt erfolgt die Definition der Auftrige. Dabei
werden konkrete Aufgaben und Ziele festgelegt, die das Interakti-
onssystem ausfithren soll, basierend auf den zuvor definierten
Produkten und Orten. Diese Auftrige spezifizieren, welche Pro-
dukte von welchem Ausgangsort zu welchem Zielort transportiert
oder verarbeitet werden sollen. Beispiele sind der Transport eines
Motors vom Lager zum Montagetisch oder das Bewegen einer
Kiste von der Abholposition beim Foérderband zum Mafiregal.
Danach werden die Produkte und Orte den jeweiligen Auftrigen
zugeordnet und die Informationen in einer strukturierten Daten-
form gespeichert, um die Konfiguration klar und nachvollziehbar
zu dokumentieren. Das Ergebnis wird zusitzlich in der Benutzer-
oberfliche angezeigt, um dem Benutzer eine transparente und
iiberpriifbare Ubersicht der konfigurierten Auftrige und deren
Parameter zu bieten.

Im darauffolgenden Schritt wird das Kommunikationsmedium
ausgewdhlt, wie beispielsweise ein Tablet, Sprache, Beamer oder
Gestenerkennung. Die Auswahl des Mediums hingt vom Robo-
tersystem ab, da unterschiedliche Systeme unterschiedliche Kom-
munikationsanforderungen haben konnen. Anschliefend werden
die Medien jeweils der Eingabe und Ausgabe zugeordnet. Die Zu-
ordnung der Medien erfolgt zunichst fiir grundlegende Befehle
wie Starten, Pausieren, Weitermachen oder Abbrechen eines Auf-
trags. Zusitzlich kénnen die Medien anhand der spezifischen An-
forderung eines Auftrags angepasst werden. Beispielsweise kann
der neue Auftrag ,Hole Kiste von Férderband“ dem Medium
Sprache zugeordnet werden, sodass der Auftrag iiber die Sprach-
steuerung eingegeben werden kann.

4 Evaluation

Das entwickelte System wurde im Logistikzentrum von Juzo
eingesetzt und evaluiert. Wihrend der Evaluation iibernahm der
Roboter die Aufgabe der Einlagerung, wobei Mitarbeitende die
Moglichkeit hatten, mit dem Roboter zu interagieren. Ziel der
Evaluation war es, die Interaktionsfihigkeit und Benutzerfreund-
lichkeit des Roboters zu bewerten.

Die Evaluation erfolgte in zwei Phasen: Zunichst testeten
Ingenieure die Funktionalitit des Systems, um sicherzustellen,
dass die technischen Anforderungen erfiillt werden. Anschliefend
wurde ein Usability-Test mit vier Lagerfachkriften durchgefiihrt,
um die Benutzerfreundlichkeit und Akzeptanz der Mensch-Robo-
ter-Interaktion im praktischen Einsatz zu bewerten.

Die Evaluation der Funktionalitit bestitigt, dass die Gesamt-
struktur des Systems, basierend auf einer modularen Architektur
und der Kommunikation iiber MQTT, robust und effektiv ist. Die
Verwendung von MQTT als leichtgewichtiges Protokoll erlaubte
eine zuverlissige und latenzarme Kommunikation zwischen den
Modulen. Der TaskController konnte Aufgaben effizient planen
und ausfithren. Der Beamer erfiillte seine Funktion, indem er
Statusinformationen und Antworten wie vorgesehen projizierte.
Zusitzlich zeigten LED-Leuchten Statusinformationen an, etwa
ob sich der Roboter in Bewegung oder im Fehlerzustand befindet.
Im Fehlerfall wurde dies ebenfalls iiber das Smart Device ange-
zeigt. Die WebApp ermoglichte es den Nutzenden, Auftrige wie
die Einlagerung von Maflartikel oder das Fahren zur Ladestation
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direkt zu starten. Auch das Pausieren und Fortsetzen von Teilauf-
gaben war moglich. Zusitzlich konnte tiber die WebApp eine
neue Aufgabe fiir das Interaktionssystem konfiguriert werden.

die WebApp verfolgen. Eine Person konnte die Aufgabe erfolg-
reich abschlieflen, eine weitere hatte geringfiigige Probleme,
die aber mithilfe von Hinweisen gelst werden konnten. Zwei
Auflerdem konnten Statusinformationen und Fehlermeldungen
iiber die Smart Watch angezeigt werden.

Zur Evaluation der Titigkeitserkennung wurden die Modelle
,X3D“ und ,VideoMAE“ auf dem LARa-Datensatz fine-tuned und
anschliefend auf einem eigenen erstellten Datensatz evaluiert.
Der Datensatz umfasste 148 Videos pro Titigkeit. Das Modell
,VideoMAEv2-base“ erzielte dabei eine grofite Genauigkeit von
84 %. Dabei war die Erkennung der Tatigkeit ,Stehen am unge-

Personen konnten die Aufgabe nicht l6sen. Die Benutzerfiih-
rung der WebApp war fiir einige Teilnehmende nicht intuitiv
genug. Auf der ersten Seite der WebApp standen vier Optionen
zur Verfiigung: ,Tutorial Konfigurator®, ,Interaktionskonfigura-
tor®, ,Tutorial®, ,Durchfiihrung von Aufgaben® Es stellte sich
heraus, dass nicht alle erkannten, dass ,Durchfithrung von
Aufgaben” der richtige Einstiegspunkt war, was zu Verwirrung
fithrte. Eine klarere Beschriftung, visuelle Hervorhebung
nausten, besonders in der Abgrenzung zur Titigkeit ,Gehen mit oder ein kurzer Hinweis konnten helfen, die Navigation zu
Wagen® Dies liegt vermutlich an #hnlichen visuellen Merkmalen, verbessern.
insbesondere wenn der Wagen nur minimal bewegt wird oder die 2. Roboter pausieren und weitermachen iiber das Tablet:
Bewegungen kaum sichtbar sind. Eine Person konnte die Aufgabe erfolgreich losen, eine weitere
Die Evaluation hat gezeigt, dass die Anwendung grofler, vor-
trainierter Modelle im robotischen Kontext eine effiziente Losung
darstellt. Sie ermoglicht auch bei kleinen Datensitzen eine hohe

Genauigkeit, da die Modelle bereits allgemeine Merkmale aus

stief} auf geringfiigige Probleme, welche jedoch mit Hinweisen
behoben werden konnten. Zwei Personen waren nicht in der
Lage, die Aufgaben zu bewiltigen. Das Hauptproblem war dhn-
lich wie bei der ersten Aufgabe: Die Teilnehmenden konnten
die Seite zur Ubersicht aller Teilaufgaben nicht erreichen und
hatten Schwierigkeiten, die richtige Navigation zu finden. Um
dies zu verbessern, sollte die Navigation eindeutiger gestaltet
und der Zugriff auf die Ubersichtsseite klarer hervorgehoben

groflen Trainingsdatensitzen erlernt haben und diese effektiv auf
spezifische Anwendungsfille iibertragen konnen. Allerdings kann
eine falsche Erkennung von Tatigkeiten die Handlungsfihigkeit
des Roboters erheblich beeintrichtigen. Dies verdeutlicht die
Notwendigkeit, spezifischere Trainingsdaten zu erstellen, um die
Erkennungsgenauigkeit weiter zu verbessern. Bei der Erkennung 3. Roboter zum Laden schicken iiber die Sprachsteuerung:
der ,Stopp“-Geste waren die Ergebnisse nicht robust, da auch an- Keine der teilnehmenden Personen konnte die Aufgabe erfolg-
dere Bewegungen filschlicherweise als ,Stopp* erkannt wurden. reich 16sen. Zwar war allen Teilnehmenden bewusst, dass der
Bei der Evaluation der Funktionalitit des VoiceAssistants wur- Roboter mit einem ,Hotword“ wie ,Hallo Robo“ angesprochen
de festgestellt, dass die Erkennung des ,HotWords“ problematisch werden muss, aber einige Personen wussten nicht, dass das
war. Wenn das System aktiviert war, zeigte es eine deutlich besse- System zunichst aktiviert werden muss, bevor der Befehl
re Fahigkeit, die Benutzerintentionen zu erkennen. Die Haupt- yFahren zur Ladestation” eingegeben werden kann. Dieses
ursachen lagen vermutlich in Umgebungsgerduschen, Variationen Konzept, dhnlich wie bei den Sprachassistenten “Alexa“ oder
»Google Assistant” im privaten Umfeld, fiihrte bei einigen zu
Verwirrung, da sie davon ausgingen, dass das System direkt auf
das Hotword reagieren wiirde. Um die Nutzerfreundlichkeit zu
verbessern, sollte der Aktivierungsschritt klarer kommuniziert

werden.

in der Aussprache und der Sensitivitit der HotWord-Erkennung,
wodurch das System entweder nicht zuverldssig reagierte oder
falschlicherweise aktiviert wurde. Dies lisst vermuten, dass eine
Anpassung an unterschiedliche akustische Bedingungen sowie ein
KI-Modell speziell fir die HotWord-Erkennung erforderlich sind,
um die Zuverlassigkeit des VoiceAssistants zu verbessern.

Nach der Evaluation der Funktionalitat wurden Usability-Tests
durchgefiihrt. Zu Beginn der Evaluation der Benutzerfreundlich-

werden. Zusitzlich war einigen Personen nicht klar, wo das
Mikrofon installiert ist, weshalb Befehle nicht in der Nihe des
Mikrofons gesprochen wurden, was die Erkennung weiter
erschwerte. Es sollte klar kommuniziert werden, dass das
System erst aktiviert werden muss und dass Sprachbefehle in
der Nihe des Mikrofons eingesprochen werden sollten, unter-
stiitzt durch visuelle Hinweise oder eine kurze Anleitung zur
Nutzung.

4. Fehlerfall ,Hindernis im Weg“ beheben:
Ziel dieser Aufgabe war es, die Reaktion der Teilnehmenden
und die Unterstiitzung des Systems im Fehlerfall zu testen,
wenn ein Hindernis im Weg steht. Dabei wurde den Personen
ein Tutorial als Schritt-fiir-Schritt-Anleitung auf dem Tablet
angezeigt. Drei Personen konnten die Aufgabe erfolgreich
16sen, wihrend eine Person auf Schwierigkeiten stief}, die nur
mit zusitzlicher Unterstiitzung tiberwunden werden konnten.
Obwohl ein Tutorial tiber die WebApp auf dem Tablet verfiig-
bar war, konnten die meisten Teilnehmenden die Aufgabe ohne
dessen Nutzung erfolgreich abschlieffen. Dies liegt vermutlich
daran, dass die Vorgehensweise bereits im Einfithrungstutorial

keit erhielten die Mitarbeitenden eine kurze Einfithrung in Form
eines fiinfminiitigen Video-Tutorials. Dieses stellte die grund-
legenden Funktionen des Roboters sowie die verschiedenen
Bedienmoglichkeiten vor, darunter das Tablet, die Projektion und
die Sprachsteuerung. Ziel des Tutorials war es, Berithrungsingste
gegeniiber dem Roboter abzubauen und die wichtigsten Bedien-
optionen kompakt zu erkliren. Zudem wurden essenzielle Sicher-
heitsaspekte wie die Notausfunktion und deren Verwendung
detailliert erldutert, um eine sichere Interaktion mit dem System
zu gewihrleisten.

Jeder Proband erhielt vier Aufgaben, die mit dem Interaktions-
system durchgefiithrt werden sollten. Dabei wurden die Leistung
des Systems sowie das Verhalten der Probanden wihrend der
Aufgabenerfiillung beobachtet und dokumentiert. Die Aufgaben-
stellungen sowie die jeweiligen Ergebnisse werden im Folgenden
detailliert dargestellt und diskutiert.

1. Starten das Auftrags ,Einlagerung Mafartikel“: erklirt wurde. Dies deutet darauf hin, dass eine ausfiihrliche

Ziel dieser Aufgabe war es, den Prozess der Auftragsinitialisie-
rung tiber die WebApp zu testen. Die Probanden mussten die
Einlagerung eines Maflartikels starten und den Fortschritt tiber
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Erklarung aller relevanten Aufgaben und Funktionen vor dem
eigentlichen Einsatz hilfreich ist, um Unsicherheiten zu mini-
mieren und die Erfolgsquote weiter zu erhdhen.
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Allgemein empfanden alle Teilnehmenden die Bedienung des
Roboters nach einer kurzen Eingewohnungszeit als einfach und
intuitiv.

Besonders positiv wurden die Projektion und die visuellen
Hinweise auf dem Boden sowie am Roboter selbst bewertet, da
sie effektiv dabei halfen, Probleme zu erkennen und den Work-
flow zu unterstiitzen. Die Sprachsteuerung wurde grundsitzlich
als niitzlich angesehen, allerdings zeigten sich hier Schwichen in
der Zuverlissigkeit, die zu Frustrationen bei den Nutzenden fiihr-
ten. Zudem wurde angemerkt, dass das Design des Tablets opti-
mierungsbediirftig ist, um die Benutzerfreundlichkeit zu erh6hen.

Verbessert werden konnte es etwa durch die Erginzung zu-
sitzlicher Informationen fiir Buttons, einer optimierten Grofle
der Buttons, klareren Beschriftungen sowie visuellen Hervorhe-
bungen. Eine ausfiihrliche Einfiihrung oder Schulung vor der
Nutzung konnte die Bedienung weiter erleichtern und zu einer
hoheren Zufriedenheit beitragen.

5 Zusammenfassung und Ausblick

Der vorliegende Beitrag zeigt die Entwicklung und Evaluation
eines interaktionsfihigen mobilen Roboters fiir die Logistik. Ziel
war es, logistische Prozesse wie die Einlagerung von Mafartikeln
zu automatisieren und durch eine intuitive Mensch-Roboter-
Interaktion die Effizienz und Akzeptanz des Systems zu steigern.

Ausgehend von einer umfassenden Anforderungsanalyse wur-
den Interaktionsmodule konzipiert und in einem modularen Sys-
tem umgesetzt. Das Herzstiick bildet der TaskController, der die
Planung und Ausfithrung von Aufgaben koordiniert. Erginzt wird
dies durch verschiedene Eingabe- und Ausgabemodule, wie eine
WebApp, Sprachsteuerung, Beamer und LED-Anzeigen, die eine
flexible und benutzerfreundliche Interaktion ermoglichen. Spezi-
fische Technologien, wie die Gestenerkennung und die Nutzung
vortrainierter Modelle fiir Titigkeitsanalysen, wurden erfolgreich
integriert, um die Interaktionsfihigkeit weiter zu optimieren.

Die Evaluation des Systems im Logistikzentrum der Firma
Juzo zeigte eine hohe Funktionalitit der entwickelten Module.
Die Nutzer bewerteten besonders die visuellen Hinweise des Ro-
boters positiv, wihrend die Sprachsteuerung aufgrund von Erken-
nungsproblemen als verbesserungswiirdig angesehen wurde. Die
Tatigkeitserkennung zeigte eine grundlegende Funktionalitdt, wies
jedoch in spezifischen Szenarien, wie der Unterscheidung dhnli-
cher Titigkeiten, Optimierungsbedarf auf. Die Benutzerfreund-
lichkeit wurde in Usability-Tests evaluiert, wobei klarere Naviga-
tionsstrukturen und prizisere Anleitungen als Verbesserungspo-
tenzial identifiziert wurden.

Die Ergebnisse zeigen, dass noch Optimierungspotenzial bei
den Interaktionsfihigkeiten sowie der Flexibilitat des Systems be-
steht, der interaktive mobile Roboter dann jedoch eine wertvolle
Ergdnzung in der Logistik darstellen kann.
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