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1 Introduction

Human-machine interactions are often exclusively described as tool use and
not as social interactions. However, this contradicts experiences we can make
in interactions with artificial agents, especially when social robotics come into
play. Without a doubt, humans have the ability to bond emotionally not only
with living beings but also with inanimate artificial agents. Consequently, we
treat artificial agents as if they were social agents (cf. Carpenter 2016; Darling
2016). However, behaving socially in front of artificial agents might not yet
fully justify qualifying them as social agents and attributing social agency to
them.

This tension provides a motivation to question the widespread restrictive
conception of sociality, in particular of social agency, which excludes inani-
mate objects as potential participants in social interactions. According to this
view, it seems widely accepted that being alive constitutes a minimal condi-
tion (necessary but not sufficient) to be considered a social agent. Following
this line of thinking, it is argued that artificial agents cannot qualify as par-
ticipants in social interactions because they lack the essential properties of
living beings. Particularly in the debates about joint actions in the field of
philosophy of mind, it becomes obvious that definitions of socio-cognitive
abilities that lay a foundation for the attribution of social agency exclude ar-
tificial agents from the outset.’

1 lam not questioning that humans can behave socially toward all sorts of entities. How-
ever, | think that this should be separated from the question of whether it is justified
to attribute socio-cognitive abilities to these entities. At this point, it should be noted
thatin other fields of research the notion of 'social interaction’ seems to be understood
more broadly, namely in the sense that everything is understood as social interaction
that follows a specific pattern of human behavior. Thus, all interactions in which we
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In fact, one can observe that notions describing agency, the ability to act
jointly, or mindreading are restrictive even in a more radical sense (cf. David-
son 1980; Bratman 2014; Fodor 1992). They characterize such abilities as if they
were unique to sophisticated human beings only. One factor contributing to
restrictive conceptions might be that philosophy’s main objective is to cre-
ate sharp, clear-cut notions, resulting in a general tendency to focus on ideal
cases with rather demanding conditions.

Therefore, it is not surprising that some sophisticated terminology of phi-
losophy already reaches its limits when it comes to socio-cognitive abilities of
other living agents, such as children or non-human animals (cf. Brownell 2011;
Heyes 2014, 2015; Pacherie 2013; Perler 2005; Premack/Woodruff 1978; Vesper
et al. 2010; Warneken et al. 2006). In contrast, developmental psychology and
animal cognition demonstrate gradual appearances and multiple realizations
of socio-cognitive abilities, but these cannot be captured by the aforemen-
tioned sophisticated terminology.

Proposals responding to these shortcomings introduce terms such as sim-
ple forms, proto-cases, or quasi-states to extend the restrictive conceptual
framework to a wider range of cases. For example, Perler and Wild talk of
non-human animals as having simple thoughts — “simple ‘Geisthaber” (2005:
70) — to describe the thinking abilities of non-human animals.

So-called minimal approaches follow a comparable strategy, and I aim to
show that their strategy offers a promising starting point for characterizing
the abilities of artificial agents that cannot be captured by the sophisticated
terminology. By challenging overly demanding conditions of certain philo-
sophical notions, minimal approaches can cover a broader range of socio-
cognitive abilities. Examples are notions such as minimal mindreading, mini-
mal sense of commitment, and shared intentions lite (cf. Butterfill/Apperly 2013;
Michael et al. 2016; Pacherie 2013).

Also in the debates of moral philosophy, there are more and more posi-
tions that question all too demanding conditions regarding (moral) agency.
Especially with respect to the evaluation of interactions with potentially so-
cial robots, arguments are made for an extension of the conceptual framework
(Wallach/Allen 2009). This becomes particularly evident concerning concepts
that describe assumed unique human capabilities such as autonomy. Thus,

behave socially towards entities count as social interactions. This also means that arti-
ficial systems can trigger social behavior, regardless of whether a social agency can be
attributed to them.

- am 14.02.2026, 11:35:08.



https://doi.org/10.14361/9783839462652-004
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-sa/4.0/

From Tool Use to Social Interactions

in debates about moral agency in general, a more fine-grained differentia-
tion in terms of autonomy is proposed (Darwall 2006: 265). Instead of neces-
sarily presupposing full-fledged autonomy, several degrees of autonomy are
conceptualized. Furthermore, the necessity of other demanding conditions is
questioned. For example, Floridi and Sanders (2004) claim that consciousness,
intentionality, mental states, and intelligence are not necessary for character-
izing moral agency of artificial agents. According to them, it is sufficient to
require negative autonomy (absence of external force and control), interactiv-
ity, and adaptability (see also, Wallach/Allen 2009; Misselhorn 2018).

Reflecting on the increasingly important role artificial agents play in our
social life, controversial positions have been developed when assessing the
status of artificial agents. Aside from an instrumentalist view, which is based
on a demanding understanding of agency and claims that artificial agents
can, in principle, only be considered as tools (cf. Johnson 2006), one can now
find positions arguing that artificial agents can be considered as social agents
(cf. Darling 2016; Hakli/Seibt 2017). Assuming that the impact of human-ma-
chine interactions on our social life will increase and that such interactions, to
most appearances, will significantly differ from other tool use cases, this pa-
per aims to elaborate under which circumstances we are justified to consider
artificial agents as social agents instead of mere tools.

Arguing for the claim that one should broaden the conceptual framework
of social agency if one is to arrive at adequate characterizations of all varieties
of social interactions, I use the debate about joint actions in philosophy of
mind as an example to explore the extent to which one can ascribe a minimal
form of agency to artificial agents that do not meet the demanding conditions
of full-fledged agency. The suggested conceptual framework allows for fine-
grained distinctions between mere behavior and action (Strasser 2006: 172).
Since agency alone is not sufficient to qualify as a social agent in joint actions,
I also investigate how to conceptualize the necessary socio-cognitive abilities
of artificial agents in order to ascribe social agency to them.

The decision to deal with joint actions should not be understood as an
equation of joint actions and social interactions. Joint actions are only one
form of many forms of social interactions. They are perhaps one of the most
demanding forms of social interaction, and this seems to me to be a particu-
lar challenge. My concern is to show precisely for sophisticated social interac-
tions to what extent one can argue that artificial agents can also be qualified
as possible participants here. Moreover, the debate about joint actions pro-
vides a template for rethinking anthropocentric assumptions. In this context,
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Christian List (2021) points out an interesting parallel regarding group action
and artificial agents. According to him, both phenomena can be understood
as interactions with non-human, goal-directed agents (collective agency/ar-
tificial agency) that can change the social world. And this can be taken as a
reason to reconsider some of our anthropocentric moral assumptions.

Although both conceptual issues and psychological factors contribute to
a theoretical foundation on which we can argue for the potential sociality
of artificial agents, this paper focuses on the conceptual issues. That is, I am
less concerned with psychological factors that contribute to the subjective im-
pression that certain interactions with artificial agents are social interactions
than I am with elaborating minimal necessary conditions that must be met by
artificial systems to be considered proper participants in social interactions.
Therefore, I am primarily addressing the conditions that artificial agents must
satisfy so that we are justified in ascribing social agency to them. This may
help provide a fully comprehensive basis for an analysis of all factors that
contribute to transforming human-machine interactions from the mere use
of tools into social interactions.

Questioning that all human-machine interactions can be reduced to mere
tool use, I point to social phenomena in which artificial agents are not merely
involved but play an active role and show that established notions from the
philosophy of mind do not provide an adequate conceptual framework for
such phenomena (section 2). To conceptualize these phenomena, one must
rethink restrictive conceptions of sociality. Thereby, questioning whether bi-
ological constraints inhibit a necessity will be of primary importance (section
3). Understanding joint actions as one interesting and challenging case of a
social interaction, I suggest a conceptualization of a non-human-centered
version of acting jointly that will specify the conditions artificial agents must
meet in order to enter the space of social interaction (section 4). Finally, I
point to research findings that indicate to what extent proposed conditions
are already met by actual artificial agents (section 5).

2 Varieties of human-machine interactions -
the discovery of terra incognita

Humans have entertained manifold types of tool use from the Stone Age to
the present day, and tools have changed over time. In general, tool use is un-
derstood as the instrumental use of objects to achieve certain goals. For ex-
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ample, using a hammer to drive in a nail is a prototypical case. However, not
only inanimate objects can be used as tools, but also humans or other living
beings can be used as tools. Being a social agent does not prevent you from
being used as a tool. Animate and non-animate entities can be used as tools.
However, to be considered an active participant in a social interaction, one
must qualify as a social agent, whereby I do not presuppose that all social
agents must be animate entities. In our time, there are increased actions in-
volving various types of new technological devices, such as the Internet, cell
phones, social networks, and last but not least, chatbots and social robots. In
fact, artificial intelligence is shaping many of these new technological devices.

The question I am concerned with is whether all these devices should be
considered mere tools. Obviously, tools differ concerning their complexity;
we can easily distinguish simple tools such as a hammer from more complex
tools such as statistical software or social robots. However, in view of technical
devices that display some learning abilities, the differences become greater.
Normally, tool use implies to some extent that the user is in control of the
tool. However, there are tools that are only to a very small extent under our
control; such tools show some degree of autonomy or are even able to adapt
and learn. This is reflected, for example, in the distinction between so-called
in-the-loop systems, on-the-loop systems, and out-of-the-loop systems (cf. Levering-
haus 2016: 3; Loh 2019: 33). The former are subjects to human control, whereas
out-of-the-loop systems describe machines in which humans even do not have
an intervention option. In-between, there are on-the-loop systems, which have
some autonomy, but the human still can intervene. On-the-loop systems can
decide and act autonomously, but the final decision remains with the human
and thus, it is argued, the responsibility. With respect to the different grades
of autonomy, some tools already have agent-like properties. This means that
there are interesting differences on the table that require finer conceptual dif-
ferentiation and may raise the question of whether some tools can not only
qualify as agents but also as social agents.

The reasons why describing human-machine interactions as mere tool use
contradicts the experiences we make with artificial agents are manifold. Apart
from the hypothesis that artificial agents may indeed qualify as a new type of
social agents, which is this paper’s focus, psychological factors also contribute
to the impression that certain human-machine interactions are social inter-
actions. For example, interactions with social robots are perceived as social
and not as tool use because these products are specifically designed to trigger
the human tendency to anthropomorphize (in the sense of a tendency to-
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wards behaving socially). Treating entities socially, we behave as if they were
social agents. This can be illustrated by our relation to certain artificial toy
pets. Darling (2016) reports from a group of participants that were given a
cute robotic dinosaur called Pleo to interact with. In the end, they were asked
to tie up, strike, and kill their Pleo. However, due to the human tendency to
sociality - in that case, an animomorphization — participants refused to hurt
their robot. The human ability to emotionally connect not only with living
creatures but also with inanimate artificial agents plays an important role in
many domains, even in the military sphere, as Carpenter (2016) reported. Un-
doubtedly, we often interact with artificial agents as if they were social agents
and not just tools.

At this point, some positions argue that artificial agents (or actually their
creators) simply trick humans into attributing properties to artificial agents
falsely and thus conclude that all human-machine interactions are, in the end,
just tool use, no matter how social such interactions appear (Bryson 2010). To
this end, it might be mentioned that anthropomorphism, including animo-
morphism, is traditionally seen as a bias, a category mistake in psychology
(cf. Damiano/Dumouchel 2018; Loh 2019). However, admitting that there are
cases of being tricked does not exclude the possibility of genuine social inter-
actions with artificial agents. Given that some human-machine interactions,
especially those with social robots, are significantly different from those that
constitute mere tool use (e.g., by involving only simple tools, such as laptops
or toasters), I argue that it is reasonable to address these differences by re-ex-
amining the conditions artificial agents must fulfill in order to display socio-
cognitive abilities and, thus, be considered as a new type of social agent.

Of course, observing a person who spends most of her time with a care
robot, one can describe many of the involved interactions as tool use. The
person uses the robot as an assistant (tool) that gives support and takes care
of activities the person is not able to do. Nevertheless, it is at least conceiv-
able that the person may also communicate with such a robot and satisfy
social needs. Regarding those interactions, the question arises whether the
care robot takes on the role of a social agent here. It is not necessary to go so
far and claim that a care robot could replace a human caregiver. However, it
seems reasonable to assume that some of those interactions have the poten-
tial to lead to experiences which are strikingly similar to those we make with
human counterparts, and this might be due to abilities the robot actually has.

These considerations suggest that not all interactions with social robots
should be reduced to instrumental, ordinary tool use. When talking about

- am 14.02.2026, 11:35:08.



https://doi.org/10.14361/9783839462652-004
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by-sa/4.0/

From Tool Use to Social Interactions

tool use, one usually assumes that tools are rather passive. That is, we do not
assume that our tools are capable of acting autonomously, nor do we expect
them to adapt to our behavior or even learn new behaviors and respond to
social cues. At least in the last decades, we would have been quite irritated if
hammers or bicycles would suddenly smile or say something back. Whereas
social bots are explicitly developed to be companions that adapt, learn, and
communicate. Some of them are able to process and display social cues.

Moreover, the assumption that certain human-machine interactions are
in some ways similar to human-human interactions has already found its way
into empirical research. Here, it is assumed that the way humans behave in
interactions with artificial agents bears at least some resemblance to the way
they behave in interactions between humans because people make socialness
attributions (cf. Hortensius et al. 2018). Consequently, experimental proto-
cols with artificial agents are used to gain insightful information about hu-
mans’ social cognitive mechanisms (cf. Wykowska et al. 2016). If there were no
similarities at all, such experiments could not provide any information about
human-human interactions.

Although psychological factors help characterize specific features of hu-
man-machine interactions, it is important not to rely exclusively on first-per-
son attributions when arguing for potential social human-machine interac-
tions. Humans are prone to treat tools or toys as substitutes for social agents
in everyday interactions. A subjective feeling is not yet sufficient to justify at-
tributing socio-cognitive abilities. For a justified attribution, I argue, it must be
shown that artificial agents contribute to the interactions utilizing socio-cognitive abil-
ities. By fulfilling minimal necessary conditions, artificial agents can prove as
active participants contributing to social interactions.

If both parties actively shape certain human-machine interactions, the
observed interaction can no longer be described as mere tool use. This leads
to the question of specifying conditions for artificial agents’ socio-cognitive
abilities and thereby expanding the current conceptual framework of sociality.
Overall, we are not only dealing with a conceptual question concerning the
conditions that artificial agents must fulfill but also with an epistemological
question, namely when we are entitled to conclude that these conditions are
met.

Of course, one could still decide to expand the conceptual framework of
tool use (e.g., by introducing social tools) instead of revising the conceptual
framework regarding social agency. I suspect, however, that the notion of tool
use would turn out to be inadequate to capture precisely social aspects of
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such interactions, such as the reciprocal exchange of social information. Assuming
that certain interactions with artificial agents are somehow located in a terra
incognita, where the terminology from philosophy of mind cannot conceptual-
ize them, I will argue below that these phenomena have enough similarities®
with social interactions between humans. Thus it seems reasonable to opt for
re-examining the conceptual framework of social agency. My proposal for the
conceptual clarification of the minimal necessary conditions in conjunction
with an investigation of epistemological questions aims to provide arguments
for claiming that artificial agents can qualify as active participants, respec-
tively, as social agents, in social interactions under certain circumstances.

3 Overcoming restrictive conceptions of sociality

Nevertheless, extending the conception of sociality is a challenging endeavor
because it contradicts both our common sense and current philosophical
ideas of sociality we can find in philosophy of mind. So far, many conceptions
of sociality are limited to living beings. Although the demarcation between
the living and the non-living is not always that obvious, up to now, it seems
to be widespread that being alive is taken as a necessary but not sufficient
condition for social agency. However, assuming that certain interactions with
artificial agents should be considered social interactions and not tool use, it
seems reasonable to rethink the conditions for social agency.

Turning to philosophy of mind, there are typically thought to be two key
elements of social interaction partners: the capacity for genuine agency and
certain social abilities. However, on very demanding conceptions, such as
those elaborated by Davidson (1980; 2001), neither artificial systems, nor cer-
tain disabled persons, nor infants, nor non-human animals fulfill either of
the requirements. According to Davidson, the capacity for agency, thought,
language, and interpretation are interrelated, and only linguistically sophis-
ticated creatures can be genuine agents, and hence genuine social agents.
According to this view, socio-cognitive abilities are characterized as if they
were only present in sophisticated adult humans. At this point, it may be de-
batable how often even human adults actually encounter such ideal cases in
everyday life. In addition, one can question the consistently anthropocentric

2 Such similarities are not only grounded in our subjective experiences but also in abil-
ities we are justified ascribing to the artificial agent.
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character of those concepts. In fact, research indicates that this demanding
conception is too demanding. There are multiple realizations of socio-cogni-
tive abilities in various types of agents, such as infants and non-human ani-
mals (cf. Brownell 2011; Heyes 2014, 2015; Pacherie 2013; Perler 2005; Premack/
Woodruff 1978; Warneken et al. 2006). And different capacities come online at
different stages of development (Perner 1991; Tomasello 2008). This evidence
supports the common-sense notion that infants are social beings with whom
one can interact socially (Vesper et al. 2010), and it might likewise become
part of our common sense to consider certain artificial systems as social in-
teraction partners.

What makes me optimistic regarding arguing for an extension of the re-
strictive conceptual framework in the philosophy of mind is the fact that at-
titudes toward the status of social agents have proven mutable throughout
human history. Here one can point out that, at least as far as the status of
women, children, other ethnic groups, and some non-human animals is con-
cerned, an extension of the class of social agents has already arrived in our
common sense. This shows that formerly excluded subjects can be considered
proper social agents due to social changes.

If we consider the status of slaves, we can even describe a case in which
living beings are deprived of their status as social agents and are instead con-
sidered as tools without rights>. That this should be changed is beyond ques-
tion. But it vividly illustrates that even the minimal requirement of being alive
is not sufficient to maintain social agent status. This is also illustrated by the
widespread assumption that one cannot have social interactions with all kinds
of non-human animals, e.g., interactions with mosquitoes.

Although it may sound radical to a Western audience, I argue that even
non-living beings can be considered social agents. In this context, it is worth
mentioning that outside of Western cultural conceptions, e.g., in Shintoism
and Animism, there are already conceptions that characterize objects as ani-
mate that are considered inanimate from a Western perspective (see Jensen/
Blok 2013).

3 For example, Aristotle described slaves as “animate tools” in “Politics” (1, 1253b15-
55b40).
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3.1 Towards a broader conception of sociality

Starting from the assertion that the current terminology in philosophy of
mind cannot adequately describe certain human-machine interactions, one
has to expand the conceptual framework to capture multiple realizations of
social agency.

So far, most objections concerning the classification of artificial agents
as social agents are based on arguments claiming that non-living entities
lack essential abilities which are necessary for social agency (Nida-Riimelin
2022). In this context, for example, the lack of full-fledged intentionality, free
will, and emotional states is cited as a reason for excluding artificial agents
(Davidson 1980). In the debates about moral agency, the lack of phenomenal
consciousness and, in particular, the lack of the ability to suffer is often taken
as a reason why artificial agents cannot be moral objects, respectively moral
subjects.

However, following the strategy of above mentioned minimal approaches,
one can question the necessity of some conditions by demonstrating that mul-
tiple realizations of socio-cognitive abilities are conceivable and part of every-
day life. For instance, one feature of social interactions that can be elaborated
on is that the individuals involved are able to attribute mental states to each
other. This ability of mindreading enables them to anticipate, to some extent,
the behavior of their interaction partners; if they were not able to do so, social
interactions would become immensely difficult, if not impossible. Similar to
Davidson's notion of action, one finds very presuppositional notions of min-
dreading that exclude many types of agents from the outset (Fodor 1992). In
response to the restrictive attribution of full-fledged mindreading, Butterfill
and Apperly (2013) developed the notion of minimal mindreading by questioning
the necessity of overly demanding cognitive resources. Thus, they can char-
acterize automated mindreading in adults as well as abilities of children and
other animals (cf. Strasser 2012). Since minimal mindreading does not require
conscious reasoning, this notion is also suitable, as I will argue, to character-
ize potential abilities of artificial agents.

3.2 Joint action

Since there are manifold social interactions that I cannot consider in-depth, I
decided to focus here on a specific subclass, namely joint actions. One might
object that acting jointly is one of the most presuppositional form of a social
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interaction and that it would be more obvious to start with not-so-demanding
forms of social interactions. However, I think that if one can show that it is
arguable that artificial systems even can qualify as possible partners in joint
actions, then the claim that artificial agents can qualify as social agents is on
safer ground.

Joint actions are social interactions in which (at least) two agents coop-
erate and do things together to reach a common goal. According to Brat-
man, having a shared intention is taken as the essential condition of joint
actions among human adults (Bratman 2014: 152). However, the fulfillment of
the conditions for having shared intention proves to be demanding. Just hav-
ing an intention is not enough. In addition, one has to be able to entertain
a specific belief state that enables a relation of interdependence and mutual
responsiveness between one’s own intentions and the others. In short, act-
ing jointly, you need shared goals. All this, it is assumed, requires the ability
to have common knowledge, mastery of mental concepts, and sophisticated
mentalization skills. Following Bratman, disabled persons, children, and non-
human animals are excluded because they lack sophisticated mental concepts
and capacities for explicit commitments. However, this conflicts with both
our common sense and empirical data (cf. Brownell 2011). Children are un-
derstood as socially interacting beings even though they do not fulfill the de-
manding conditions of a standard notion of joint action (cf. Vesper et al. 2010).
For example, playing hide and seek with children is experienced as a proper
joint action. Furthermore, research indicates that not only children but also
non-human animals successfully engage in joint actions without fulfilling the
demanding conditions of Bratman's notion (cf. Warneken et al. 2006). Asking
whether artificial agents might be able to participate in a joint action is just
one step further.

The strategy of minimal approaches to capture a broader range of socio-
cognitive abilities by proposing minimal versions of established notions is,
in my view, a promising starting point to overcome restrictive conceptions
of sociality. By assuming multiple realizations, I can offer an extension of
the restrictive notions in play and present a way how one can also capture
socio-cognitive phenomena with respect to artificial agents. If one can es-
tablish the idea of multiple realizations, one can question the absoluteness
of the demanding conditions put forward. In the best case, I can thus show
on what basis a further discussion of these nevertheless strikingly restrictive
theoretical approaches continues to make sense. Instead of assuming full-
fledged joint actions in which all participants satisfy the same demanding
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conditions, one can then show that not all the conditions we require in the
human case, such as having emotions, turn out to be necessary for artificial
agents as well. On the basis of multiple realizations, one can work out a set
of minimal necessary conditions that satisfy the requirements we impose on
artificial agents in social interactions.

4 A minimal notion of joint action

To develop a minimal notion of joint action, I start with a rough working
definition: Every agent acting jointly must be able to act and coordinate. The
supposed necessity of particular involved requirements regarding coordina-
tion will be investigated step by step.

41 Asymmetric actions

Joint actions involving children or non-human animals already hint at the
possibility of multiple realizations in which those conditions can be ful-
filled. Due to multiple realizations, the distribution of abilities can vary
among the participants. This is what I call asymmetric joint actions. For
example, mother-child interactions illustrate that the distribution between
participants is not necessarily equal.

Assuming that there are also multiple realizations regarding artificial
agents, it is only one step further to suppose that besides joint actions with
mixed groups consisting of human adults and children, there may as well be
joint actions with humans and artificial agents. Describing human-machine
interactions as asymmetric joint actions, there is no need to suppose the
very same sets of conditions for artificial agents. Returning to my rough
definition of joint action, saying that every agent acting jointly must be able
to act and coordinate, the conditions of a minimal joint action will presuppose
multiple realizations of acting and coordinating, respectively minimal agency
and minimal coordination. Focusing on asymmetric joint actions, the devel-
oped notion clarifies which conditions should be imposed on the different
participants of such joint actions. A task for future research would be to in-
vestigate whether joint actions can also occur between two or more artificial
agents, i.e., whether there can be social interactions in which no humans are
involved.
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4.2  Ability to act

Without a doubrt, if you are not able to act, you cannot act jointly. According
to philosophy of mind, one of the important features of actions is that they
are “intentional under some description” (Davidson 1980: essay 3). However,
due to a strong sense of intentionality, this implies various further abilities,
such as being equipped with consciousness, generating goals, and making
free choices. Full-fledged agency, as, for instance, described by Davidson, in-
cludes highly demanding conditions. Besides intentionality, consciousness,
the ability to generate goals, and the ability to make free choices, it is also
required that acting agents have propositional attitudes and a mastery of lan-
guage. According to such demanding conditions, non-living beings, non-hu-
man animals, people with disabilities, and children cannot act. All that they
are capable of is producing more or less complex behavior. Criticism concern-
ing the exclusion of children and non-human animals has already been raised.
What has to be shown now is that this critique can also concern the exclusion
of non-living artificial agents.

Assuming that the abilities of artificial agents in certain human-machine
interactions are neither adequately described by mere behavior nor by full-
fledged agency, I argue that one should make a finer-grained differentiation
concerning the classes of events, such as behavior and action. With a notion of
a minimal action, one can capture phenomena in-between mere behavior and
full-fledged actions (cf. Strasser 2006). On the basis of a minimal notion, one
can then argue in a similar way as Wallach and Allen (2009) do with respect to
moral agency, that agency should be understood as a gradual concept. Min-
imal and full-fledged agency could then characterize the extreme cases of a
continuum. In line with the rationale of other minimal approaches, the no-
tion of a minimal action can question the necessity regarding some conditions
that exclude artificial agents from the outset. Assuming that agency can be
reached by interpreting proposed conditions in a weaker sense, the necessity
of a full-fledged realization of all requirements is questioned. For example,
one can question whether minimal agency necessarily requires that the gener-
ation of goals occurs in the acting entity. Alternatively, a goal can be generated
in another system and then transferred to the minimal acting system. If the
minimal acting system can recognize and represent goals as goals, it can still
act goal-directed. Likewise, being conscious can turn out to be not a neces-
sary condition. This is not to deny that consciousness plays an important role
in human cases. But given that there are multiple realizations, consciousness
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could be a specific property of living beings (a biological constraint) that lacks
necessity with respect to artificial agents.

Roughly speaking, minimal agency requires that artificial agents are able
to perceive, represent, and process the relevant information (including goals,
context, etc.) and must have effectors to perform an action. Of course, the de-
velopment of such a notion requires more specifications, clarifying the extent
to which perception, representation, and processing include abilities to adapt
and learn (cf. Strasser 2006, 2015). For the sake of argument, let us assume
that one can presuppose minimal agency with respect to artificial agents. It
may be important to clarify that this minimal notion requires conditions that
the minimal actor must actually fulfill, and should not be confused with at-
tribution practices of other actors, such as those described by Dennett’s (1987)
intentional stance.

Now, when describing asymmetric joint actions, one can specify two dif-
ferent realizations by referring to the minimal and full-fledged notions of
agency. Artificial agents can realize the ability to act in a more minimal way
that does not require conscious, mental, or emotional states. At the same
time, the more demanding conditions of a full-fledged agency can describe
the agency of the human counterpart.

4.3 Coordination

Just being able to act is not sufficient to qualify as a participant in a joint
action. In addition, the ability to coordinate is an essential prerequisite for
joint actions. This ability plays a crucial role for the social dimension of joint
actions. With reference to Bratman's notion of a joint action that requires
shared intentions, one can argue that the functional role of coordination is
to enable shared intentions. Only if agents work together in an organized
way, we can talk of joint actions. Investigating minimal necessary conditions
artificial agents have to fulfill to coordinate with human counterparts, I elab-
orate on three important aspects: reciprocal exchange of social information,
mindreading, and commitment.

4.3.1 Reciprocal exchanges of social information

Explorations of human social cognition highlight the importance of social sig-
nals (cf. Frith/Frith 2007). Working together in an organized way requires re-
ciprocal exchanges of social information. In human-human interactions, we
observe an exchange of a wealth of information transferred by language or
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other expressive behaviors. In addition to verbal agreements, also social cues
such as gestures and facial expressions are exchanged. Deficits in interpreting
non-verbal behavior can lead to deficits in social interactions (cf. Mundy et al.
1986; Bogart/Tickle-Degnen 2015). Since humans apply social cues in joint ac-
tions, it is a necessary requirement for artificial agents to interpret and send
social cues back to their human counterparts. Regarding tool use, there is no
need for a reciprocal exchange of social information. In contrast, processing
social cues seems to be a distinguishing feature of social interactions. Con-
sequently, the first requirement for coordination with human counterparts
concerns the ability to handle social cues. I aim to show that it is not nec-
essary that artificial agents actually have emotional and mental states. From
the perspective of establishing minimally necessary criteria, I argue that it
is sufficient for artificial agents to have the ability to express and interpret
social signals. Analogous to the ability to act, it can be argued here that there
are multiple realizations of how a condition can be satisfied. For example,
instead of requiring emotional or mental states, one could implement func-
tions that are realized by emotional or mental states in the human case. This
is in line with Wallach and Allen (2009), who speak of functional equivalence
in this context. The general ability to process and interpret social information
constitutes social competence, which seems to be an essential prerequisite for
any kind of social interaction.*

4.3.2 Mindreading

Another relevant aspect of coordination in joint actions consists in the fact
that participants normally are able to anticipate to some extent what the
other agent will do next. In the humanities and natural sciences, one aspect of
such anticipation abilities is discussed under the label mindreading or Theory
of Mind (cf. Fodor 1992; Fletcher/Carruthers 2013; Gopnik 2003, Nichols/ Stich
2003). Once again, there are notions that are tailored to human adults only.
However, research indicates that mindreading abilities are present in chil-
dren and non-human animals. This motivated Butterfill and Apperly (2013) to
develop the notion of minimal mindreading, which can account for a broader

4 At this point, one might get the impression that the development of minimal notions
does take place in the spirit of Dennett’s intentional stance (1987). However, | think
there is a difference between requiring conditions to be met by an entity in order to
be justified in attributing an ability to that entity and adopting an intentional stance
because it is practicable.
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range of mindreading. Questioning the necessity of overly demanding cog-
nitive resources, such as representing a full range of complex mental states
and a mastery of language, they elaborated minimal necessary conditions that
can explain success in mindreading tasks. For example, the full range of rep-
resentations of complex mental states is replaced by representations of less
complex mental states, specified as encounterings and registrations, and it
is argued that they are sufficient to anticipate the behavior of other agents
in an efficient, automatic, fast, and robust manner (Butterfill/Apperly 2013:
18). Most significantly, with regard to artificial agents, minimal mindreading
does not require conscious reasoning. Thus, the notion of minimal mindread-
ing can account for mindreading abilities, such as automatic mindreading in
human adults and mindreading abilities in children and non-human animals.
Therefore, the second requirement for coordination with human counterparts
concerns the ability to display minimal mindreading abilities.

4.3.3 Commitment

Besides processing social information and anticipating the behavior of the
counterpart, it is crucial for the success of human-human joint actions that
both agents can rely on the contribution of the other agent. This means both
parties are committed to sticking to the joint action in the ideal case. An-
other important function of commitments is that they make agents’ behavior
easier to predict (Michael/Pacherie 2015: 100). It is not surprising that some
notions of a (strict) commitment are tailored to human adults only (cf. Shpall
2014). Strict commitments are characterized as a triadic relation among two
agents and an action. Involved agents mutually have certain expectations and
motivations concerning this action.

To explore in what sense commitment is important for human-machine
interactions, the minimal approach by Michael et al. (2016) offers a good start-
ing point. Michael and colleagues argue that components of a strict commit-
ment can be dissociated. They suggest that a single occurrence of one com-
ponent can already be treated as a sufficient condition for a minimal sense of
commitment.

Following the idea that components of a commitment can be disassoci-
ated, one can describe a minimal sense of commitment on the human side with
respect to human-machine interactions. Regardless of whether the artificial
agent is committed, a human counterpart can have an expectation of what the
artificial agent should do and thereby assume that the artificial agent is com-
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mitted. Alternatively, the human can be motivated to contribute because she
implicitly assumes that the artificial agent is expecting this. By disassociating
expectations from corresponding motivations, the minimal sense of commitment
does not rely on the corresponding counterpart’s abilities.

Focusing on the side of the artificial agents, one might object that we
are not justified to ascribe motivations or expectations to artificial agents.
Therefore, analyzing the side of the artificial agents with respect to a mini-
mal sense of commitment is challenging. Avoiding the requirement of mental
and emotional states, such as expectation and motivation, I suggest allowing
functional corresponding states of expecting and feeling motivated (cp. func-
tional equivalence Wallach & Allen 2009: 68). Thereby, I follow the strategy of
questioning whether certain biological constraints are necessary. Formulat-
ing conditions of how a minimal sense of commitment can be realized in human-
machine interactions, the third requirement for artificial agents demands an
ability to interpret signs of being committed regarding the human counter-
part as well as the ability to react by signaling expectations and motivations
in order to contribute to the joint action.

In sum, to qualify as a proper participant in a joint action with a hu-
man counterpart, artificial agents have to fulfill conditions ensuring that we
can ascribe minimal agency and an active contribution to the coordination of
this joint action. Regarding coordination, the artificial agent has to be able
to join a reciprocal exchange of social information. Furthermore, artificial
agents should display minimal mindreading abilities as well as the ability to ex-
hibit and elicit a minimal sense of commitment.

5 Pieces of the puzzle found in Al

So far, the development of a notion of minimal joint actions has remained on
a theoretical, conceptual level. Approaching epistemological questions as to
whether we are justified in ascribing artificial agents the required abilities,
one has to evaluate actual abilities of artificial agents. The following examples
show that, though distributed over distinct systems, proposed conditions can
be fulfilled in principle. Consequently, it seems conceivable that even a single
artificial agent may fulfill all conditions to be a participant in a minimal joint
action in the near future. Nevertheless, one has to admit that the claim that
artificial agents could be proper participants in social interactions holds only
for limited situations at this point.
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Assuming that artificial agents can qualify for minimal agency (cf. Strasser
2006), the elaborated conditions for coordination, namely exchanging social
information, minimal mindreading, and a minimal sense of commitment, stand in
the center of this brief investigation. Since every form of communication is a
joint action, communication can serve as a prototypical case to investigate to
what extent artificial agents are able to contribute to a joint action. Analyzing
face-to-face communication as a joint action, mutual understanding can be
described as a shared goal of communicating agents. Both agents contribute
via language and expressive behaviors (such as facial expressions, gestures,
body postures, or prosody) to an exchange of information in order to reach
mutual understanding. Particularly, they can make their minds visible by ex-
pressing social cues.

5.1 Reciprocal exchange of social information

According to the minimal necessary conditions of the ability to act jointly,
both participants must be able to exchange social information. Describing
a reciprocal exchange of social information in human-machine interactions,
one can, for example, imagine that a human is saying ‘Hi’ to her artificial
counterpart and sends a social cue, such as a smile, and then the artificial
agent may smile back saying ‘Hi, nice to see you.’ To this end, the artificial
agent has to be able to detect and process both the linguistic expression and
the expressive behavior of the human.

For example, deep learning networks for emotion recognition can be used
to recognize emotional expressions (cf. Mossbridge/Monroe 2018). Further-
more, showing that artificial agents are able to process such information, they
have to be able to respond with appropriate answers, which are interpretable
by humans. Otherwise, artificial agents cannot participate in a reciprocal ex-
change of social information. The ability of artificial agents to express so-
cial cues might not yet be that differentiated. However, the human tendency
to anthropomorphize will help regarding interpreting artificial agents’ ges-
tures and emotional expressions. A nice example of how social information
is exchanged is the artificial agent Max - a virtual human developed by Ipke
Wachsmuth and his team (2008) — who can give rise to secondary emotions
such as frustration and relief. This is realized by a belief-desire-intention-
based cognitive module in which an emotion dynamics simulation system is
integrated (cf. Becker/Wachsmuth 2006; an overview of the research of emo-
tional expression can be found in Petta et al. 2011). Furthermore, there are also
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artificial agents that are able to interpret social cues such as gestures (Kang
et al. 2012). Artificial Retrieval of Information Assistants (ARIAs) that are able to
handle multimodal social interactions (Baur et al. 2015) demonstrate how lin-
guistic and expressive behavior can be brought together. They can maintain a
conversation with a human agent and, indeed, react adequately to verbal and
nonverbal behavior.

Technically speaking, artificial agents have appropriate detection systems,
reasoning mechanisms, and the ability to express social cues to participate in
a reciprocal exchange of information.

5.2 Minimal mindreading

With respect to acting jointly with a human counterpart, I claimed that rea-
soning mechanisms should entail minimal mindreading abilities. There is no
doubt that artificial agents possess abilities that can be understood as rea-
soning mechanisms. Concerning mindreading abilities, one can refer to the
work of Gray and Breazeal (2014). They presented an artificial agent that is
able to model mental states concerning the perspective of a human counter-
part. This agent is able to infer from its perception of the physical world to
what a human counterpart can see or cannot see. Moreover, it is able to con-
sider that the perspective of the counterpart will direct future actions of the
human. To illustrate the capabilities of this artificial agent, we can imagine a
situation where this artificial agent can see three entities (two objects and a
human), while the human can only see two entities (one object and the artifi-
cial agent) because the second entity is behind the human and therefore out
of sight. First, the artificial agent constructs a model of its world perspective,
then the human position and orientation in this model are used to convert
incoming sensor data into data that are relative to the human coordinate sys-
tem. Thereby, entities that are not visible to the human are filtered out, and
the model is transformed into a human-centric format. This model can then
be used to anticipate future human behavior. Even though such capabilities
are so far only valid in a limited range of situations, this artificial agent is
not only capable of modeling mental states with respect to the perspective
of a counterpart, but it is also able to use such perspectival aspects as a fac-
tor to anticipate human behavior. Therefore, one can describe this ability as a
multiple realization of mindreading — as minimal mindreading.

Another example demonstrating how artificial agents make use of their
detection and reasoning systems in order to anticipate future behavior of a
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counterpart can be found in the work of Cavallo and colleagues (2016). They
show that one can train a classification and regression tree model (CART) in
order to read intentions. Of course, this is again limited to a very specific
subclass of behavior, namely predicting which intention a specific movement
has. To make a long story short, neuroscientific research about the role of
implicitly processed information in movement kinematics suggests that hu-
mans are very good at predicting future actions. For example, it shows that
humans are able to predict at a quite early point of time whether an observed
agent is grasping a bottle with the intent to pour water into a glass or to
drink water from the bottle (Cavallo et al. 2016; Manera et al. 2011; Sartori et
al. 2011). Based on this research, Cavallo and colleagues trained and tested a
CART model, which was fed with kinematic information using various sen-
sors. The accuracy of this CART model in predicting the intentions of human
counterparts is already impressively high.

5.3 Minimal sense of commitment

Last but not least, I suggested that minimal joint actions require a minimal sense
of commitment. A critical issue concerns the question of whether both types of
agents — humans and machines — have to display a minimal sense of com-
mitment. Considering psychological factors, such as the human tendency to
anthropomorphize, it seems well possible that human agents establish a min-
imal sense of commitment towards artificial agents. Humans can be motivated
to stick to a joint action because they assume that their counterpart is ex-
pecting this. Moreover, they are also able to expect (project) that the artificial
counterpart is motivated by a sense of commitment.

With respect to a minimal sense of commitment at the side of the artifi-
cial agents, things get a little bit more complicated. Presuming that artificial
agents can learn to interpret signs of their human counterparts’ commitment,
they could react adequately by also signaling expectations and motivations to
contribute to the joint action without actually having expectations or motiva-
tions. To this end, one can refer to research projects that implement expres-
sive communication in order to enhance trust (Hamacher 2016).

What remains questionable is whether these functional equivalent forms
of a minimal sense of commitment can guarantee reciprocity all the way
through. However, if we take the claim that a minimal sense of commitment can
be disassociated seriously, it might be sufficient if the human counterpart
takes over the commitment task.
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6 Conclusion

Leaving aside the psychological fact that many human-machine interactions
appear as they were social interactions, I investigated the minimal conditions
which should be fulfilled by artificial systems to qualify as social agents us-
ing joint actions as a demanding example of a social interaction. According
to my view, the question as to whether artificial agents might be able to en-
ter the realm of social cognition by qualifying as social agents that are able to
act jointly with humans concerns both conceptual and epistemological issues.
Given that reciprocal exchanges of social cues mark a distinguishing feature
of social interactions, interactions in which artificial agents contribute to such
an exchange should not be reduced to mere tool use. Consequently, the con-
ceptual framework of tool use is not sufficient to account for such human-
machine interactions. However, especially in the debates about joint actions
in the philosophy of mind, there are no established concepts to capture so-
cio-cognitive phenomena of artificial agents. This is why I diagnosed a need
to review and expand the conceptual framework.

To this end, I delivered a sketch of how to develop a notion of minimal
joint action which is applicable to artificial agents. Claiming that agency and
coordination are essential for the ability to act jointly, this proposal ques-
tions whether socio-cognitive abilities are necessarily based on biological con-
straints. Instead of full-fledged agency with full-blown autonomy and con-
sciousness, it is argued that minimal agency is sufficient. With respect to co-
ordination, it is argued that if artificial agents are able to process social in-
formation, they can succeed in fulfilling conditions, such as reciprocal ex-
change of social information, mindreading, and maybe even commitment,
which all contribute to the ability of coordination. By outlining minimal nec-
essary conditions artificial agents have to fulfill in order to qualify as a new
type of social participants in joint actions, I argue that artificial agents can,
to a limited extent, establish reciprocal exchanges of social information and
thereby qualify as social agents. Pointing to some research achievements in
Al I demonstrated that the potential fulfillment of proposed conditions is not
out of reach. Where previous revolutions have dramatically changed our envi-
ronments, this one has the potential to change our understanding of sociality
substantially.
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