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atDer Artikel geht der Frage nach, ob und inwieweit Informations- 
und Recherchesysteme von der Technologie natürlichsprachlicher 
Frage-Antwortsysteme, so genannter Question Answering-Syste-
me, profitieren können. Nach einer allgemeinen Einführung in die 
Zielsetzung und die historische Entwicklung dieses Sonderzweigs 
der maschinellen Sprachverarbeitung werden dessen Abgren-
zung von herkömmlichen Retrieval- und Extraktionsverfahren 
erläutert und die besondere Struktur von Question Answering-
Systemen sowie einzelne Evaluierungsinitiativen aufgezeichnet. 
Zudem werden konkrete Anwendungsfelder im Bibliothekswe-
sen vorgestellt.

To what extent can information and research systems profit 
from the technology of natural language queries, or so-called 
question-answering systems? After a general introduction to 
the goals and the historical development of this special area 
of machine language processing, the author elucidates how it 
can be distinguished from traditional information retrieval and 
extraction procedures and elaborates on the particular structure 
of question answering systems (QA) as well as various evaluative 
endeavours. Furthermore, the author presents concrete areas of 
application in the library world.

Wie werden die Benutzerschnittstellen zukünftiger 
Auskunfts- und Retrievalsysteme aussehen? Werden 
wir weiterhin einzelne Suchbegriffe eingeben, in der 
Hoffnung, dass diese ausreichen, um die gewünsch-
te Information zu erhalten? Oder werden wir in der 
Lage sein, natürlichsprachliche Fragen zu formulie-
ren, die das System eindeutig versteht oder auf die es 
entsprechende Rückfragen stellt, und werden wir als 
Resultat dieser Anfrage eine einzige und richtige Ant-
wort zu erhalten? 
      Diese Fragen sind von großer Relevanz für die Welt 
der Bibliotheken und Archive, hält man sich vor Augen, 
dass die zunehmende Digitalisierung der Bibliotheken 
sowie die Digitalisierungsinitiativen führender Such-
maschinen längerfristig dazu führen werden, dass Re-
cherchen weniger auf das Aufsuchen relevanter Doku-
mente und deren Ranking beschränkt bleiben, sondern 
dass gleichsam auch die Suche nach den relevanten 
Informationsbestandteilen innerhalb der Dokumente 
Aufgabe des Recherche- und Retrievalprozesses sein 
wird. 
      Dies verlangt vom Benutzer, dass er sein Informati-
onsbedürfnis genauer spezifiziert, beispielsweise in ei-
ner oder mehreren vollständig ausformulierten natür-
lichsprachlichen Fragen. Gleichzeitig steigen die Anfor-
derungen an die maschinelle Verarbeitung der Benut-
zereingabe, den Retrievalvorgang und die Präsentation 
der Antwort, die idealerweise ein neues Aggregat aus 
unterschiedlichen Textfragmenten darstellt. Stellt 
man der Suchmaschine Ask (www.ask.com) die  Frage 
»Where was Rousseau born?« (siehe Abbildung  1) 

erhält man nicht nur die Antwort »Jean-Jacques 
Rousseau was born in Geneva, Switzerland.«, sondern 
gleichfalls ein Bild Rousseaus und Hinweise auf wei-
terführende Informationsquellen.
      Question Answering, ein Sonderzweig der maschi-
nellen Sprachverarbeitung, der gelegentlich auch als 
Answer Mining bezeichnet wird, beschäftigt sich mit 
dieser Aufgabe und weitet die Suche nach dem rele-
vanten Informationsträger durch eine Suche im Infor-
mationsträger aus. Es geht folglich um die Erstellung 
offener Frage-Antwortsysteme, die in der Lage sind, 
Fragen jeglicher Art mit genau einer präzisen und 
ausreichend kurzen Antwort zu beantworten, die aus 
einer unübersichtlich großen, elektronischen Daten-
sammlung extrahiert wird.
      »You ought to be able to type in ›Why is the sky 
blue?‹, and get an answer – not just a bunch of  people 
who want to sell you blue paint.« (Bender 2004). Mit 
diesen Worten wies niemand anderes als Bill Gates 
seinen Entwicklern den Weg und postulierte im glei-
chen Atemzug die Lösung dieser Aufgabe als eine der 
großen Grenzen, die die Informatik noch zu über-
schreiten hat. Dabei sind bei genauerem Hinsehen 
nicht allein die allgemeine Informatik, sondern viel-
mehr ihr verwandte oder beigeordnete Disziplinen 
wie etwa die Computerlinguistik oder die Künstliche 
Intelligenz (KI) an der Beschreitung dieses Wegs be-
teiligt. Gleichzeitig messen auch die Marktführer der 
Suchmaschinentechnologie dem Bereich des Question 
Answering immer größere Bedeutung bei, zumal das 
Benutzerinteresse an Online-Enzyklopädien, die eine 
Hauptquelle bei der Beantwortung natürlichsprach-
licher Fragen sind, immer weiter zunimmt. Da es sich 
hierbei auch um einen Bereich der Wissensvermitt-
lung handelt, der traditionell den Bibliotheken vorbe-
halten war, soll zunächst vorgestellt werden, welches 
Potenzial diese Technologie darstellt und in welchen 
Bereichen der Informationsvermittlung reelle Einsatz-
möglichkeiten bestehen. 

Abb. 1: Where was Rousseau born? 
(Quelle: Ask.com 24.10.2006)

offene Frage-Antwort-
Systeme
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E i n s a t z m ö g l i c h k e i t e n
     Suchmaschinen

Aufgrund der großen Nähe des Question Answering 
zum Information Retrieval stellen Suchmaschinen das 
Hauptanwendungsfeld dar. Sowohl die Marktführer 
als auch Newcomer wie etwa Ask entwickeln seit be-
trächtlicher Zeit eine ganze Reihe von Algorithmen für 
den Bereich des Question Answering. 
      Der Marktführer Google bietet zudem unter 
www.google.com/answers einen kostenpflichtigen 
Informationsdienst an, bei dem Benutzer sehr spezi-
fische Fragen stellen können. Die Antworten werden 
jedoch nicht durch Maschinen, sondern durch Infor-
mationsspezialisten gefunden. Einen ähnlichen und 
zudem kostenfreien Dienst bietet das Internetportal 
Yahoo! unter der URL http://ask.yahoo.com. Die Tat-
sache, dass beide Dienste offenbar regen Zuspruch 
finden, liefert Kritikern des Question Answering, die 
davon ausgehen, dass eine sorgfältige Auswahl von 
Suchbegriffen natürlichsprachliche Anfragen obsolet 
macht, wohl den stärksten Gegenbeweis. Eine kurze 
Lektüre der aktuell eingereichten Fragen zeigt, dass 
es sehr wohl Informationsbedürfnisse gibt, die sich 
natürlichsprachlich besser ausdrücken lassen als mit 
einigen wenigen Suchbegriffen. Noch interessanter 
wäre es, aktuelle Systeme zum Question Answering 
anhand dieser Fragen zu testen.
      Im Frühjahr 2005 integrierte Google gleichzeitig 
ein Question Answering-Tool zur Beantwortung fak-
tischer Fragen (Betz 2005). Faktische Fragen erwar-
ten, wie die Bezeichnung unschwer erkennen lässt, 
als  Antworten einfache Fakten, d. h. die Maschine ist 
nicht genötigt, schwierige Kontextinformation abzu-
leiten. Diese Fragen sind kurz und beginnen in der Re-
gel mit einem klassischen Fragewort, beispielsweise 
»Wer ist der Präsident der USA?«, »Wann ist der fran-
zösische Nationalfeiertag?«, »An welchem Fluss liegt 
Genf?« und dergleichen. Die Fragen können auch in ru-
dimentärer Form, also nicht unbedingt fehlerfrei ein-
gegeben werden; findet die Suchmaschine eine Ant-
wort, wird diese vor den herkömmlichen Such ergeb-
nissen ausgegeben. Dabei handelt es sich häufig um 
das Textschnipsel, das die Suchmaschine aus Wikipe-
dia oder einer anderen digitalen Enzyklopädie ent-
nommen hat. Ein statistischer Wert bildet die Grund-
lage für die  Auswahl der Antwort. 
      Die Suchmaschine Ask (früher: AskJeeves) stellt 
womöglich die ausgereifteste Version der Kombina-
tion aus Suchmaschine und Frage-Antwort-System 
dar, zumindest handelt es sich um den Suchdienst, 
der für sich reklamiert, sich am längstem auf dem Ge-
biet des Question Answering zu bewegen. Auch hier 
werden im Eingabefeld konkret ausformulierte Fra-

gen erwartet, wenngleich auch hier die herkömmliche 
Eingabe von Suchbegriffen nicht ohne Antwort bleibt. 
Findet das System eine Antwort, wird diese in einem 
gesonderten Ausgabefeld ausgegeben und durch Re-
trievalergebnisse, also die übliche Auflistung von Such-
ergebnissen, erweitert. Stellt man bei Ask.com etwa 
die Frage: »What is the capital of Bolivia?«, erhält man 
vor den üblichen Links, die auf die relevanten Doku-
mente verweisen, die Antwort: »The capital of Bolivia 
is La Paz (seat of government), Sucre (legal capital and 
seat of judiciary)«. 

     Chatbots
      Wie der Rückblick auf die Entstehungsgeschichte 
von Systemen zum Question Answering zeigen wird, 
bestand in den Anfangsjahren noch eine große  Nähe 
zwischen eher dialogorientierten Systemen (etwa das 
berühmte System ELIZA, Weizenbaum 1966) und eher 
wissensorientierten Systemen (etwa das weniger be-
kannte SHRDLU, Winograd 1977) und erstere entwi-
ckelten sich schnell zu dem, was heute im allgemei-
nen unter Chatbots verstanden wird. Die Aufgabe von 
Chatbots besteht hauptsächlich darin, allgemeine Fra-
gen zu beantworten, die man in etwa am Empfang 
oder im Servicecenter einer Bibliothek stellen würde. 
Im Bibliotheksbereich wird mittlerweile  eine ganze 
Reihe von Chatbots für die Kommunikation mit On-
line-Benutzern verwendet. Diese Anwendung ist da-
bei, sich als festes Produkt in der Kundenkommuni-
kation zu etablieren, und es wurde mittlerweile eine 
eigene Beschreibungssprache (AIML = Artificial Intel-
ligence Markup Language) für sie entwickelt. Eine re-
präsentative Auswahl englischsprachiger Bots findet 
sich unter der URL www.pandorabots.com/botmaster/
en/mostactive. 
      Wirft man allerdings einen Blick in die XML-Datei-
en, die den Chatbots zugrunde liegen, oder rekonst-
ruiert man deren Konzeption, wird man sehr schnell 
ernüchtert feststellen, dass die wenigsten dieser 
Chatbots über eine ausgereifte natürlichsprachliche 
Flexiblität verfügen und immer noch dem rein beha-
vioristischen Paradigma des stimulus-response ver-
pflichtet sind. Größtenteils bestehen diese Dateien 
aus einfachen Frage-Antwortmustern, deren Algo-
rithmen weder mit Tippfehlern noch mit einer gewis-
sen syntaktischen Varianz umgehen können. Die dar-
aus resultierenden starren Dialoge führen somit in der 
Regel sehr schnell zu frustrierten bis gereizten Benut-
zern (De Angeli et al. 2001). 
      An dieser Stelle könnte die Integration von Ques-
tion Answering-Technologie dazu führen, die formale 
und inhaltliche Beschränktheit von Chatbots aufzu-
brechen, um deren Wissen zu erweitern und sie in ih-

Informationsspezialisten

Textschnipsel
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rer Dialogfähigkeit flexibler und benutzerfreundlicher 
zu gestalten. 

     Digitale Bibliotheken
Wie wenige andere Begriffe ist die Digitalisierung von 
Bibliotheken zum Thema für Anbieter und Nutzer bi-
bliothekarischer Dienstleistungen geworden. Dabei 
sind sowohl informationsethische als auch rechtli-
che Argumente Treibstoff für die derzeitig geführte 
Diskussion, allerdings gerät die Interaktion im erwei-
terten Informationsangebot, insbesondere die Suche 
und Navigation, leicht in den Hintergrund. So führt 
eine kurze Evaluation der Beta-Version von Google 
Book Search und weiteren Evaluierungsinitiativen 
sehr schnell vor Augen, dass die bislang entwickel-
ten Benutzerschnittstellen für den Umgang mit digi-
talisierten Bibliotheken weder effektiv noch effizient 
sind (Schneider 2006). Gerade hier könnte eine intel-
ligente Fusion von einerseits bibliothekarischem Wis-
sen in Form der Metadaten (Kataloginformation, Taxo-
no mien) und andererseits von Suchmaschinen- und 
Chatbottechnologie auf unterschiedlichen Ebenen 
der Informationsvermittlung eine erhebliche Verbes-
serung darstellen. 
      Dies kann zuvorderst dazu dienen, allgemeine In-
formationen über Bibliotheksbestände zu vermitteln, 
etwa auf Fragen wie: »Ich suche das Buch zum Film 
›Das Parfum‹«, oder ganz allgemeine Fragen wie  etwa: 
»Gibt es das Gesamtwerk von Shakespeare auch zwei-
sprachig?«. Darüber hinaus gilt es, sich vor  Augen zu 
halten, dass viele zukünftige ›Besucher‹ digitaler Bi-
bliotheken immer weniger ein Interesse an digitaler 
Lektüre haben, sondern gezielt nach suchrelevanten 
Textpassagen oder multimedialer Information su-
chen. Dies kann häufig in Fragebündeln geschehen, 
etwa nach folgendem Muster: »Wann wurde der Hal-
leysche Komet entdeckt?«, »In welchem zeitlichen Ab-
stand passiert er die Erde?«, »Welche weiteren Kome-
ten kommen zyklisch an der Erde vorbei?« usw. 
      Gerade Experten, die häufig eine langjährige Er-
fahrung im Umgang mit Suchmaschinen gewonnen 
haben, mag diese Abkehr von wohldefinierten Ter-
men und deren Kombination ungewohnt erscheinen; 
gleichzeitig zeigt die alltägliche Praxis der Internetbe-
nutzer, dass mit einem oder zwei Suchbegriffen meis-
tens gefunden wird, was man sucht. Andererseits soll-
te man die Konditionierung, die durch die Suchmaschi-
nen vorgenommen wird, nicht unterschätzen und ge-
rade das anfangs besprochene große Engagement der 
Marktführer zeigt, dass das Potenzial dieser Technolo-
gie beträchtlich ist und sich nicht allein auf die in die-
sem Abschnitt beschriebenen Anwendungsbereiche 
beschränkt. Um diese Technologie genauer zu verste-

hen, sollen im Folgenden die Entstehungsgeschichte 
und der generelle Aufbau von Systemen zum Question 
Answering beschrieben werden.

E n t w i c k l u n g s g e s c h i c h t e  v o n  
Q u e s t i o n  A n s w e r i n g  S y s t e m e n
Die ersten Systeme sind nahezu so alt wie die Compu-
ter selbst und wurden in den 50er Jahren realisiert, um 
Datenbankanfragen durch natürlichsprachliche Anfra-
gen flexibler zu gestalten. Als erster Prototyp gilt The 
Conversational Machine, ein System, das Auskünfte 
über das aktuelle Wetter ermöglichte. Eine erste Eva-
luierung bestehender Systeme fand in den sechziger 
Jahren statt (Simmons 1965) und umfasste 15 Systeme, 
die jeweils unterschiedliche Ansätze aus dem Bereich 
der sich damals etablierenden Künstlichen Intelligenz 
verfolgten. Zu diesem Zweck wurden Texte elektro-
nisch indexiert und allgemeines Wissen in Attri-
but-Wert-Paaren (nach dem Muster: [Land: Schweiz]; 
[Hauptstadt: Bern]; [Nationalfeiertag: 1. August]) dar-
gestellt. Gleichzeitig wurde damit begonnen, natür-
lichsprachliche Sätze in ihrem Aufbau (Syntax) und 
ihrer Bedeutung (Semantik) zu erfassen. 
      Allen Systemen gemein war die Beschränkung auf 
eine einzelne Domäne, d. h. ein spezielles Wissensge-
biet. Innerhalb dieser Domäne wiesen die Systeme al-
lerdings bereits damals eine hohe Performanz auf, so 
konnte beispielsweise LUNAR (Woods 1977), ein Sys-
tem zur Beantwortung von Fragen zur geologischen 
Gesteinsanalyse der Apollo-Missionen, 90 % der Fra-
gen korrekt beantworten. Weitere Systeme wie SHRD-
LU, das sich mit Computeroperationen innerhalb der 
für die KI typischen Blockwelten beschäftigte, verfei-
nerten diesen Ansatz, wohingegen der Schwerpunkt 
von Dialogsystemen wie ELIZA im Führen und Auf-
rechterhalten von Konversationen bestand. Dieser 
Ansatz koppelte sich von herkömmlichen Question 
Answering-Systemen ab und wurde – wie bereits er-
wähnt – in Chatbots weiterverfolgt.
      Parallel dazu wurden in den 70er und 80er Jahren 
sog. Expertensysteme sowie erste Fragetaxono mien 
(Lehnert 1977) entwickelt. Der im Bereich der ma-
schinellen Sprachverarbeitung zu dieser Zeit vorherr-
schende hohe theoretische Anspruch und die damit 
einhergehende Fokussierung auf sprachliche Genau-
igkeit führten jedoch gleichzeitig zu einem Mangel an 
Robustheit und Flexibilität der realisierten Systeme. 
      Eine pragmatische Neuorientierung entstand erst 
im Rahmen der Evaluierungsinitiativen zum Infor-
mation Retrieval sowie der Informationsextraktion: 
der TREC (= Text REtrieval and Evaluation Conference, 
http://trec.nist.gov) und MUC (= Message Understan-
ding Conference, www-nlpir.nist.gov/related_projects/

Fusion von bibliothe-
karischem Wissen 
und Suchmaschinen-
technologie

Mangel an Robustheit 
und Flexibilität
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muc/), auf die im weiteren Verlauf des Artikels genau-
er eingegangen wird. Nur auf diesem Hintergrund sind 
der gegenwärtige Stand der Forschung sowie die gro-
ße Nähe des Question Answering zum Information 
Retrieval einerseits und zur Informationsextraktion 
andererseits zu verstehen. Hauptziel aller Anstren-
gung seit den 90er Jahren ist das Aufbrechen der Bin-
dung an spezielle Wissensgebiete (oder Domänen), 
man spricht von daher häufig auch von Open Domain 
Question Answering.
      Der allgemeine Verlauf der Entwicklung von Sys-
temen zum Question Answering zeigt, dass hier ähn-
lich zur allgemeinen Entwicklung der Informatik eine 
Hinwendung von festen Datenstrukturen, die in einer 
Datenbank abgelegt wurden, zu offenen und kaum 
strukturierten Datenkollektionen etwa in Nachrich-

tenkorpora oder dem Web stattfand. Einige Systeme 
haben sich auf die Wissensextraktion in semi-struktu-
rierten Datenkollektionen, beispielsweise in digitalen 
Enzyklopädien, spezialisiert. Diese besitzen den Vor-
teil, dass sie in der Regel eine mehr oder weniger fest 
vorgegebene Struktur in Form von mehr oder weni-
ger fest belegten Rubriken mit entsprechenden Über-
schriften besitzen, die Rückschluss auf die Inhalte und 
somit wertvolle Information für die Erschließung des 
Fließtexts, also der unstrukturierten Information, zu-
lässt. 

Q u e s t i o n  A n s w e r i n g  v s .  
I n f o r m a t i o n  R e t r i e v a l  &  
I n f o r m a t i o n  E x t r a c t i o n
Question Answering wird häufig auch mit den Begrif-
fen des ›short passage information retrieval‹ und der 
›open domain information extraction‹ charakterisiert, 
um sowohl eine Abgrenzung von diesen beiden Dis-
ziplinen zu erreichen als auch die große verwandt-
schaftliche Nähe dieser Gebiete zu unterstreichen. 
Diese Erweiterungen des herkömmlichen Retrieval- 
und Extraktionsbegriffs lassen sich folgendermaßen 
erklären:
      Das klassische Dokumentenretrieval (siehe Abbil-
dung 2) geht von einem Dokumentenkorpus aus, der 

– ausgehend von einigen frei zu wählenden bzw. mit-
einander verknüpften Suchbegriffen – nach relevan-
ten Dokumenten durchforstet wird. Als Resultat die-
ses Prozesses wird eine Liste dieser Dokumente, idea-
lerweise mit einem Verweis, wo diese zu finden sind, 
sowie einer Rangfolge, die die Relevanz aufzeigt, er-
wartet. Jede Suchmaschine folgt noch heute diesem 
Wechselspiel aus Suchbegriffen und Dokumentver-
weisen.
      Die erste Erweiterung zum herkömmlichen Re-
trieval besteht nun darin, dass – nach Eingabe einer 
vollständigen natürlichsprachlichen Frage – in den 
Texten selbst weiter gesucht wird und aus dem Fließ-
text ein einzelnes Textschnipsel isoliert wird, das mit 
hoher Wahrscheinlichkeit die Antwort auf die gestell-
te Frage enthält (siehe Abbildung 3). Dieser Vorgang 
wird häufig auch als ›passage retrieval‹, ›short answer 
extraction‹ oder ›answer mining‹ bezeichnet und ent-
spricht genau der Aufgabenstellung, die in den ersten 
Evaluierungen zum Question Answering gestellt wur-
de. Auch Suchmaschinen können diese Fragen bereits 
recht gut beantworten. Gibt man beispielsweise die 
Frage »When was Rousseau born?« in dieser Form bei 
Google ein, geben sowohl die Textpassagen, die auf 
die Dokumente verweisen oder die darin befindlichen 
Textpassagen die Antwort. Das Weiterklicken erübrigt 
sich somit streng genommen (siehe Abbildung 4).

Abb. 2: Klassisches Dokumentenretrieval

Abb. 3: Passage Retrieval

Abb. 4: When was Rousseau born? 
Quelle: Google.com 24.10.2006

Aufbrechen der Bindung an 
spezielle Wissensgebiete
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      Diese spezielle Erweiterung des Retrieval, das sog. 
passage retrieval, stellt gleichzeitig eine Verbindung 
zur Informationsextraktion dar.
      Bei der Informationsextraktion (siehe Abbildung 5) 
werden allerdings weder Suchbegriffe noch eine aus-
formulierte Frage erwartet, sondern vielmehr  eine 
komplexe Aufgabenstellung, für die vorher ein spezi-
elles ›Template‹, also eine Art formale Schablone, er-
wartet wird, welche die jeweilige Domäne der Aufga-
benstellung und die zu identifizierenden Textelemen-
te abbildet. Diese Templates bestehen in der Regel aus 
einer Reihe von Attribut- und Wertpaaren, die in einer 
›slot-and-filler‹ Architektur resultieren: entsprechend 
der vorgegebenen Aufgabe werden feste Einträge 
(slots) definiert, die nach Beendigung des Suchalgo-
rithmus durch korrespondierende Textbausteine auf-
zufüllen sind (filler). 
      Das Ziel der Informationsextraktion besteht dem-
nach darin, eine Textsammlung (in der Regel Nachrich-
tentexte) nach für die Aufgabenstellung relevanten Er-
eignissen zu durchsuchen und die dabei gefundenen 
Textschnipsel im Template als Bündel von Attribut-
Wertpaaren abzulegen. Abbildung 6 zeigt ein solches 
Template mit den zugehörigen slots (beispielsweise 
Datum, Ort, Ziel, Effekt) und den im Text aufgefunde-
nen Entsprechungen. Unschwer lässt sich erkennen, 
dass es sich bei der Suchmenge um Texte mit einem 
terroristischen Hintergund in Mittelamerika handelt. 
      Zur weiteren Illustration sei auf andere Aufgaben-
stellungen verwiesen, die im Rahmen der MUC-Initia-
tive an die Teilnehmer gestellt wurden. Diese hatten – 
auch aufgrund der Förderung durch die amerikanische 
Regierung – häufig einen politischen Hintergrund und 
betrafen neben dem o. g. Beispiel aus den Jahren 1991 
und 1992 (siehe Abbildung 6), Unternehmensfusionen 
(1993) oder Personalveränderungen auf der Manage-
mentebene großer Unternehmen (1995).
      Wie im passage retrieval stehen auch im Fall der 
Informationsextraktion Textpassagen im Zentrum des 
Interesses, allerdings sind es nun mehrere Bestand-
teile eines oder mehrerer Texte, die in einem überge-
ordneten Zusammenhang zueinander stehen. 
      Daraus ergeben sich auch spezielle Aufgabenstel-
lungen der Informationssuche, die im Zeitraum der 
MUC-Konferenzen gestellt wurden, beispielsweise 
zur Ko-Referenzresolution (also der Aufdeckung von 
Personalpronomen und weiteren Referenzen) und vor 
allen Dingen zur named entity recognition, also der 
Erkennung von Eigennamen. Hierbei wird der Begriff 
der Eigennamen jedoch sowohl sehr weit gefasst als 
auch sehr fein unterschieden. In diesen Bereichen wie 
auch in anderen Aufgaben aus der morphologischen 
und syntaktischen Informationsverarbeitung wurden 

respektable Ergebnisse erzielt und Erkenntnisse ge-
wonnen, die heutzutage zum soliden Fundament des 
Question Answering gehören. 
      Größere Probleme bereitet nach wie vor jedoch 
die semantische Ebene. Dieses Problem zeigt sich vor 
allen Dingen darin, dass für jede neue Aufgabenstel-
lung, d. h. jede neue Anwendungsdomäne nicht nur 
ein neues Template, sondern gleichfalls eine neue 
Wissensbasis erstellt werden muss. In diesen Zusam-
menhang passt auch die Tatsache, dass die MUC-Eva-
luationen 1997 nach siebenmaligem Stattfinden nicht 
fortgeführt wurden. Ausschlaggebend war einerseits 
der Umstand, dass die meisten Teilnehmer aufgrund 
der Erfahrungen vorangegangener Konferenzen die-
selben oder ähnliche Algorithmen für die jeweiligen 
Einzelmodule verwendeten und somit auch vergleich-
bare Resultate bezüglich der Performanz der einzel-
nen Systeme erreichten. Zum anderen wiesen sämt-
liche Systeme einen Reifegrad auf, der erkennen ließ, 
dass weit reichende Verbesserungen nicht unbedingt 
zu erwarten waren.
      Dennoch sind gerade die im Bereich der Informa-
tionsextraktion erreichten Ergebnisse als nicht gering 
einzuschätzen. Viele Experten gehen sogar davon aus, 

Abb. 5: (Closed-domain) information extraction

Abb. 6: Template für Terroranschläge (Quelle: Grishman 1997)

Textpassagen im Zentrum 
des Interesses
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dass die maschinelle Sprachverarbeitung in der Infor-
mationsextraktion erstmals einen pragmatischen An-
satz fand, der zu robusten und effizienten Systemen 
ohne theoretische Überfrachtung führte (Grishman 
2003).

Q u e s t i o n  A n s w e r i n g  S y s t e m e :  
A n s p r u c h  u n d  R e a l i s i e r u n g
Im Question Answering (siehe Abbildung 7) werden 
nunmehr die Such- und Extraktionsstrategien der 
beiden verwandten Teildisziplinen passage retrieval 
und open domain information extraction miteinan-
der verbunden und um entsprechende Algorithmen 
erweitert.
      Der größte Anspruch des Question Answering ist 
es, sowohl die Grenzen des Retrievals (in der Beschrän-
kung auf die Dokumente an sich) und der Informations-
extraktion (in der Beschränkung auf eine Domäne) 
aufzuheben beziehungsweise neu abzustecken. Die 
Umsetzung dieses Anspruchs in die Tat besteht nicht 
nur in einer Fusion und Weiterentwicklung der beste-
henden Algorithmen, sondern darüber hinaus in ei-
nem Rückgriff auf die Erkenntnisse der Künstlichen 
Intelligenz. Eine zunehmend größere Bedeutung ge-
winnen zudem die Verfahren aus dem Bereich des 
 Maschinellen Lernens. 
      Die Architektur eines Systems zum Question Ans-
wering (siehe Abbildung 8, vgl. Harabagiu/Moldovan 
2003, S. 567) ist in ihrem Kern eher einfach und mit 
vergleichsweise geringem Aufwand lässt sich ein ein-
faches System erstellen (Strötgen et al. 2005), auch 
wenn dessen Leistung nicht optimal ist. Elementar ist 
von daher die Verfeinerung der einzelnen Module zur 
Erhöhung der Performanz. In vielen Fällen bedarf die-
ser Prozess nicht nur der Entwicklung elaborierter Al-
gorithmen, sondern aufwändiger Handarbeit zur Ver-
arbeitung der unterschiedlichen Wissensbasen.
      Jedes System besteht prinzipiell aus drei Haupt-
bestandteilen: zunächst wird die eingegebene Frage 
 – in der Regel mit Hilfe einer entsprechenden Frage-
taxonomie – maschinell analysiert. Nachdem die Frage 
klassifiziert und der zu erwartende Antworttyp gene-
riert wurde, findet ein herkömmliches Retrieval statt; 
der vollständige Fragestring wird dazu in der Regel in 
mehrere Queries (Suchbegriffe) zerlegt. Häufig wer-
den an dieser Stelle verschiedene Algorithmen zur Ex-
pansion oder Reduktion der Queries unter Zugriff auf 
entsprechende Ressourcen verwendet. Anschließend 
werden die relevanten Dokumente, die mit höchster 
Wahrscheinlichkeit die Antwort oder Teile der Antwort 
enthalten, ausgewählt und an das Modul zum Passa-
genretrieval übergeben. Hier wird nunmehr aus einer 
oder mehreren Passagen der Antwortstring extrahiert 
bzw. zusammengesetzt.
      Insbesondere in den Modulen zur Frageverarbei-
tung sowie der Antwortextraktion finden sich die 
größten Abweichungen beziehungsweise Erweite-
rungen vom herkömmlichem Information Retrieval 
und der Informationsextraktion: die Antizipation  eines 

Abb. 7: Question Answering als Fusion von passage retrieval 
und open domain information extraction

Abb. 8: Architektur eines 
Question Answering-Systems
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Antworttyps sowie die Suche nach der richtigen Passa-
ge und die Auswahl der wahrscheinlichsten Antwort. 
Häufig wird erst hierbei wieder auf das im ersten Mo-
dul, der Frageverarbeitung, abgeleitete Wissen zurück-
gegriffen. So kann die Ableitung des Fragetyps genau-
eren Aufschluss über den Antworttyp geben; beispiels-
weise wird in »Wer«-Fragen in der Regel nach einer 
Person gesucht. Dieses Wissen hilft dabei, Antworten, 
die keinen Personennamen enthalten, als Antwort-
kandidaten auszuschließen. Ein weiteres Hilfsmittel 
sind unterschiedliche Heuristiken zur statistischen 
Gewichtung der Passagen, die zum Beispiel die An-
zahl, Dichte und Verteilung der Suchbegriffe berück-
sichtigen und in entsprechenden Formeln miteinander 
verrechnen. Von nicht zu unterschätzender Bedeutung 
sind in jedem Fall die unterschiedlichen Wissensres-
sourcen, die ins Gesamtsystem integriert werden: dies 
sind insbesondere elektronische Wörterbücher und di-
gitale Enzyklopädien.
      Einen profunden Überblick über den derzeitigen 
Anspruch und die Vorhaben des Question Answering 
geben Burger et   al. (2002) in ihrer Roadmap für die 
weitere Entwicklung dieser Technologie. Hier spie-
len neben der maschinellen Sprachverarbeitung, das 
heißt der elaborierten Verarbeitung von Fragen und 
der Extraktion einer Antwort aus heterogenen Daten-
quellen, weit reichendere Ansätze eine Rolle. Diese be-
schäftigen sich mit besonderen Problemen, etwa der 
Multilingualität und einer weit reichenden Kontext-
analyse. Des Weiteren werden die Fusion multipler 
und heterogener Datenquellen sowie multimedia-
les und benutzeradaptives Question Answering the-
matisiert. Anzumerken ist hierbei jedoch, dass diese 
Ansätze, je weiter sie sich vom Kerngebiet des Ques-
tion Answering entfernen, auch mit allgemeinen 
Neuerungstendenzen des Retrieval bzw. der Mensch-
Maschine-Interaktion im Allgemeinen konvergieren. 
 Einen weiteren Überblick über Entwicklungstenden-
zen gibt Maybury (2004).

E v a l u i e r u n g e n
Stellenwert und Entwicklungsstand des Question Ans-
wering lassen sich hauptsächlich an der Evaluierungs-
initiative des NIST (= National Institute for Standards 
and Technology), einer der amerikanischen Regierung 
untergeordneten Behörde, ablesen. Seit 1999 findet 
in jährlichem Abstand ein eigener Question Answer-
ing-Track im Rahmen der Text Retrieval and Evalua-
tion Conference (TREC) statt. Die sich daran anschlie-
ßenden Veröffentlichungen der Ergebnisse sowie die 
ausgewählten Darstellungen einzelner Systeme doku-
mentieren jährlich die Herausforderungen, Ergebnisse 
und Grenzen dieser Disziplin. 

      So wurden in den Anfangsjahren hauptsächlich 
die bereits vorgestellten faktischen Fragen nach dem 
Muster »Wer ist ____?« bzw. »Wo liegt ____? « usw. 
gestellt mit der Aufgabe, Textschnipsel, welche die je-
weilige Information beinhalten, als Antwort zu liefern. 
Dieser Fragetyp macht auch heute noch den Hauptbe-
standteil aller Fragen aus; erwartet wird mittlerweile 
eine genaue oder eben keine Antwort. Die Ergebnisse 
dieses Fragetyps werden durch Menschen evaluiert 
und dabei entweder als korrekt, ungenau oder falsch 
klassifiziert. Die Erfolgsrate des Systems berechnet 
sich aus dem Prozentsatz aller korrekten Antworten.
Dieser Fragetyp wurde durch so genannte Listen-Fra-
gen nach dem Muster »In welchen Ländern ____ ?«, 
»Finden sie n Beispiele für ____ ?« erweitert. Die Ant-
wort ist hierbei eine ungeordnete Liste von korrekten 
Begriffen, die mittels des im Information Retrieval ver-
wendeten F-Werts (bei einer Gleichgewichtung der 
Werte für Precision und Recall) evaluiert werden.
      Alle weiteren Fragen werden unter der Typbezeich-
nung »Other« zusammengefasst, sie spielen in den ak-
tuellen Evaluierungen jedoch quantitativ betrachtet 
eine untergeordnete Rolle.
      Die unterschiedlichen Ergebnisse werden dann zu 
einem gemeinsamen Wert fusioniert. Dabei variiert 
die Performanz stark zwischen den einzelnen Teilneh-
mern. Die allgemeine Erfolgsrate liegt beispielsweise 
im Fall der faktischen Fragen zwischen 60 und 20 %, 
allerdings liegen mehr als zwei Drittel der Teilnehmer 
unter 30 %. Genaueren Aufschluss geben die jeweili-
gen Veröffentlichungen der nach den Tracks abgehal-
tenen Konferenzen (http://trec.nist.gov/pubs.html).
      Gegenwärtig werden unterschiedliche Fragen zu 
einem Thema gruppiert. Wie das in Abbildung 9 wie-
dergegebene Beispiel verdeutlicht, referieren die Fra-
gen dabei unterschiedlich stark aufeinander. Einen 
umfassenden Überblick über sämtliche Fragen der 
einzelnen Evaluierungen gibt die Website der NIST 
unter der URL http://trec.nist.gov/data/qa/t2004_
qadata.html; ein allgemeiner Überblick über die Er-
gebnisse der jeweiligen Teilnehmer findet sich unter 
der URL http://trec.nist.gov/presentations/t2004.pre
sentations.html.
       Das in Abbildung 9 wiedergegebene Beispiel eines 
Fragesets, das sich aus einem zunächst unter ›target‹ 
angeführten Schwerpunkt ergibt, spiegelt zudem eine 
Weiterentwicklung des herkömmlichen QA-Ansatzes 
wider: Es geht nicht mehr darum, einzelne Fragen zu 
beantworten, sondern einen allgemeinen Recherche-
prozess abzuwickeln, wie er in unterschiedlichen An-
wendungen der Informationswirtschaft vorstellbar ist.
      Parallel zu den Evaluierungen der TREC existiert in 
Europa seit 2003 eine multilinguale Variante dieses 

Roadmap

Erfolgsrate zwischen 
60 % und 20 %

Herausforderungen, 
Ergebnisse und Grenzen
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Tracks innerhalb des Cross Lingual Evaluation Forum 
(CLEF), die jährlich um diverse Sprachen erweitert wird 
(http://clef-qa.itc.it/). Hierbei kommt dem Englischen, 
das sowohl als Quell- als auch als Zielsprache in den 
unterschiedlichen Sprachpaarungen fungiert, eine be-
sondere Rolle zu. Aufgrund des ungleich schwierigeren 
Hintergrunds der Multilingualität ist die Erfolgsquote 
der teilnehmenden Systeme um einiges geringer.
      Insgesamt betrachtet stellen beide Evaluierungs-
initiativen mit dem Charakter eines kollegialen Wett-
bewerbs einen ungemeinen Vorteil für das Gebiet des 
Question Answering dar: aufgrund der jährlich gestell-
ten Aufgaben und den von Jahr zu Jahr steigenden 
Schwierigkeitsgraden begrenzen sie die theoretische 
Forschung und lenken die Entwicklung in konkrete An-
wendungszusammenhänge. Der Nachteil mag darin 
bestehen, dass die einzelnen Teilnehmer durch Anti-
zipation der Aufgaben und Adaption an die jeweili-
ge ›Evaluierungstradition‹ ihre Systeme zu stark an 
die jeweiligen Tracks anpassen. Spontanevaluationen, 
bei denen die Fragen nicht eine geraume Zeit vorher 
den Teilnehmern zugesandt werden, sondern die vor 
Ort oder via Internet getestet werden, könnten hier 
eine allgemeinere bzw. kritischere Evaluation ermög-
lichen.

Fa z i t
Der Artikel widmete sich dem Gebiet des Question 
Answering, einer speziellen Form der Informations-
suche, die eine Erweiterung des herkömmlichen Re-
trievalbegriffs darstellt. Es ist festzustellen, dass vie-
le grundsätzliche Probleme dieser Technologie als ge-
löst gelten können, auch wenn von einer allgemeinen 
Marktreife nicht unbedingt zu sprechen ist. 
       Die Frage, ob Question Answering dauerhaft den 
herkömmlichen Retrievalansatz ablösen wird, so wie 
dies im Titel des Artikels angesprochen wird, kann von 
daher derzeit nicht eindeutig beantwortet werden. Die 
Performanz aktueller Systeme wird sich sicherlich noch 
verbessern lassen, nur wird hier ähnlich wie im Fall der 
Informationsextraktion in näherer Zeit eine obere Mar-
ge erreicht werden, die nur mit größten Anstrengun-
gen zu überwinden sein wird. Andererseits bietet die 
Informationswirtschaft allgemein ein großes Betäti-
gungsfeld für diese Technologie, auch in multimedi-
alen bzw. multimodalen Erweiterungen wie etwa im 
Bereich des Spoken Question Answering oder der Inte-
gration in Smart-Phones und mobile digitale Assisten-
ten, um Question Answering zu einem festen Modul in 
Auskunftssystemen jeder Art werden zu lassen.
      Zu klären bleibt darüber hinaus, welche Form der 
Eingabe Benutzer bevorzugen: ob sie weiterhin such-
maschinenkonform eine Handvoll Wörter eingeben 
möchten oder für tiefer gehende Recherchen natür-
lichsprachliche Fragen bevorzugen. Entsprechende 
Studien zur Rezeption natürlichsprachlicher Schnitt-
stellen vs. termorientierten Anfragen stehen nach 
Kenntnis des Verfassers noch aus. 
      Allerdings ist es äußerst wahrscheinlich, dass sich 
die im Titel geäußerte Frage in einigen Jahren nicht 
weiter oder nicht mehr in dieser Form stellen wird. Mit 
hoher Wahrscheinlichkeit werden die Ansätze und Er-
gebnisse des Question Answering – ähnlich wie der 
Bereich der automatischen Textzusammenfassungen – 
integrative Bestandteile der kommenden Generation 
von Suchmaschinen und Auskunftssystemen sein und, 
so bleibt zu hoffen, benutzerfreundliche digitale Bib-
lio theken gleichfalls von dieser Technologie Gebrauch 
machen. 
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