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Betroffenen im Moment sehr unterschiedlich gestaltete Mel-
deverfahren an, denen nur gemeinsam ist, dass alle eher von
einer Meldung abschrecken als sie zu vereinfachen. So wird
teilweise verlangt, Straftatbestande explizit zu benennen, was
Betroffene natiirlich iiberfordert. Und Meldungen nach den
eigenen Community-Standards werden auf den Netzwerken
bevorzugt vereinfacht angeboten. Das entspricht genau nicht
der Intention des NetzDG und kann leicht durch am Verbrau-
cherschutz orientierte Vorgaben prizisiert werden. Das gleiche
gilt fur die verpflichtenden halbjdhrlichen Transparenzberichte.
Diese sind im Moment wertlos, da nicht vergleichbar geschweige
denn gendersensibel aufgeschlisselt. Hier konnten Kriterien
festgelegt werden. Weiter fehlt im NetzDG ein sogenanntes
Put-Back-Verfahren, das einen Anspruch auf Wiederherstel-
lung zu Unrecht geloschter Posts gibt. Denn es hat sich gezeigt,
dass das NetzDG durchaus erfolgreich ,,missbraucht* wird,
um unerwiinschte Counter Speech gezielt 16schen zu lassen.
Schnell klargestellt werden konnen auch die praktischen Pro-
bleme bei der Zustellung. Hier haben die Netzwerke zwar alle
einen inldndischen Zustellungsbevollmichtigten nach NetzDG
benannt, die Vollmachten aber intern stark eingeschriankt, so
dass keine praktikable Zustellungserleichterung erreicht wurde.
Weiter fehlt ein individueller Auskunftsanspruch gegentiber den
Netzwerken. Verlangen konnte das NetzDG auch das aktive
Loschen von Kopien der Posts, um einer viralen Verbreitung
entgegenzuwirken.

Weitere Ideen zu zivilrechtlichen Instrumentarien, wie ein
digitales Gewaltschutzgesetz mit Verbandsklagerecht und der
Verzicht auf die Erhebung von Gerichtskosten bei dufSerungs-
rechtlichen Verfahren betreffend digitale Medien, liegen auf dem
Tisch, und sollten ergebnisorientiert geprift werden.!

Rasches Handeln empfiehlt sich vor allem auch deshalb, weil
ein Nichthandeln kaum zu rechtfertigen ist vor denjenigen, die
taglich aufs Neue und massenhaft durch Hate Speech in ihren
Rechten verletzt werden. Neben dufSerungsrechtlichen Thema-

tiken ist hier auch eine Art konzertierte Aktion im Wirtschafts-
recht denkbar, mit der Monopolstellungen mit zweifelhaften
Gatekeeper-Effekten bei Meinungsmedien'? begegnet werden
kann. Hier sollte die deutsche Rechtspolitik voranschreiten,
rechtspolitisch flexibel nachjustieren und gleichzeitig den Blick
auf Europa und auf internationale Anstrengungen richten. Die
Frage der Verantwortung fur mediale Inhalte im virtuellen
Raum ist kein nationales Problem'. Die Deutungshoheit iiber
Meinungsfreiheit globalen Monopolisten zu iiberlassen, kann
keine gute Zukunft fir die Demokratie bedeuten. Es gibt viele
verschiedene Ursachen fur die Verrohung der Diskurskultur im
Netz. Die organisierte technisch versierte anonyme strategische
Verbreitung hetzerischer sehr oft frauenfeindlicher und rassisti-
scher Inhalte ist die eine Seite. Die leichtfertig unter Klarnamen
geauflerte Hassrede privater Personen ohne entsprechendes
Unrechtsbewusstsein die andere. Hassrede ist ansteckend und
oft die Folge viraler Beeinflussung. Sie hat viele Gesichter und
es sind dafiir viele verantwortlich. Entsprechend vielfaltig mis-
sen die Instrumente sein, mit denen dem Phianomen rechtlich
begegnet wird.

11 Siehe ausfiihrlich Policy Paper des djb FN 9, zum Digitalen
Gewaltschutzgesetz auch Interview mit Buermeyer auf https://
background.tagesspiegel.de/digitalisierung/statt-klarnamen-
digitales-gewaltschutzgesetz und zu weiteren Vorschlagen
die Ergebnisse der Umfrage ,Hass im Netz“ des Instituts fir
Demokratie und Zivilgesellschaft auf https://www.idz-jena.de/
forschungsprojekte/hass-im-netz-der-schleichende-angriff-auf-
unsere-demokratie-2018/.

12 YouTube ist aktuell das Leitmedium bei 12-19-jahrigen Jugendlichen
laut der Studie ,JUGEND / YOUTUBE /KULTURELLE BILDUNG.
HORIZONT 2019 hrsgg. vom Rat fiir Kulturelle Bildung eV., Essen
2019, https://www.rat-kulturelle-bildung.de/fileadmin/user_
upload/pdf/Studie_YouTube_Webversion_final.pdf.

13 Zuletzt deutlich geworden im EUGH-Urteil v. 3.10.2019 Az: C-18/18
betreffend die 6sterreichische Politikerin Glawischnig-Piesczek mit
internationaler Auswirkung, siehe dazu auch Kettemann/Tiedecke
,Welche Regeln, welches Recht? auf Verfassungsblog https://
verfassungsblog.de/welche-regeln-welches-recht/.

DOI: 10.5771/1866-377X-2019-4-205

Eine Gefahr fiir die Meinungsfreiheit und Demokratie —
Diskussion zu Hate Speech und digitale Gewalt gegen Frauen
in der Hamburger Landesvertretung und Policy Paper

Das erste Urteil des Landgerichts Berlin im Fall Renate Kiinast
gegen Facebook hat Mitte September 2019 eine bundesweite
Diskussion iiber Hate Speech ausgelost: Wo liegen die Gren-
zen der Meinungsfreiheit und wo beginnt sanktionswiirdiges
Verhalten? Hat Hass im Netz eine Geschlechterdimension?
Wenn Frauen sich im Netz offentlich oder gar politisch aufSern,
riskieren sie sexistische Anmache, pornografische Pobeleien bis
hin zu Vergewaltigungsdrohungen. Steckt dahinter Methode?
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Unter dem Titel ,,Hate Speech und digitale Gewalt gegen
Frauen® diskutierten Renate Kiinast, MdB, Anna-Lena von
Hodenberg, Geschiftsfiihrerin HateAid und Rechtsanwiltin
Verena Haisch am 4. November 2019 bei einer Veranstaltung
der Vertretung der Freien und Hansestadt Hamburg beim Bund
in Kooperation mit dem Deutschen Juristinnenbund e.V. (djb).
Gerd Billen, Staatssekretir im Bundesjustizministerium fiihrte
mit einem Impulsvortrag in die Diskussion ein.
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Im Fokus des Abends stand die Frage, wie es zu einer
Entscheidung wie im Fall von Renate Kiinast gegen Facebook
kommen konnte. Welche rechtlichen Handlungsmoglichkeiten
gibt es und reicht das Mafinahmenpaket zur Bekimpfung
von Rechtsextremismus und Hasskriminalitat, das die Bun-
desregierung nach dem Anschlag in Halle/Saale beschlossen
hat, aus?

Staatsritin Almut Moller: ,Hamburg ist beim Kampf gegen
,Hate Speech® aktiv, denn hier besteht eine Gefahr fiir die Mei-
nungsfreiheit und die Demokratie. Der Hamburger Senat hat
dies schon seit langem erkannt und geeignete Maf$nahmen zur
Bekampfung initiiert und unterstiitzt. Neben Strafverfolgung
wollen wir aber auch die Nutzerinnen und Nutzer starken. Hier
muss es baldmoglichst eine Online-Beratungsstelle des Bundes
geben, die den Betroffenen Beratung und Unterstiitzung bei der
Rechtsdurchsetzung bietet. Eine entsprechende Initiative hat
Hamburg gerade eingebracht.

Die Prasidentin des djb Prof. Dr. Maria Wersig erklarte:
,Der Schutz vor Gewalt in allen Formen ist eine staatliche
Pflichtaufgabe. Bei Hassreden im Netz besteht ein Dreiklang
von Antifeminismus, Sexismus und Rassismus, der die politi-
sche Kultur in Deutschland bedroht und reale Folgen fur die
Betroffenen hat. Der djb setzt sich mit aktuellen rechtspolitischen
Forderungen fur einen wirksamen Schutz vor allen Formen von
Hass im Netz ein.

BM]V-Staatssekretir Gerd Billen betonte in seinem Impuls-
vortrag: ,,Sexistische Beleidigungen, Phantasien von sexueller
Gewalt, Vergewaltigungsdrohungen: Der Hass, der sich im
Netz Bahn bricht, zielt langst besonders auf Frauen. Hasskri-
minalitat ist unter keinen Umstanden hinnehmbar. Wir miissen
viel klarere Grenzen setzen: Daher hat die Bundesregierung ein
umfassendes MafSnahmenpaket gegen Rechtsextremismus und
Hasskriminalitit beschlossen. Wer im Netz hetzt und droht,
wird kiinftig harter und effektiver verfolgt. Plattformen werden
nicht mehr nur 16schen, sondern strafbare Posts dem Bundes-
kriminalamt melden mussen. Wichtig ist auch, dass Betroffene
von Angriffen im Netz nicht linger allein gelassen werden und
die notige Unterstiitzung erhalten, um sich zur Wehr zu setzen.
Initiativen wie HateAid unterstiitzen wir. Sie leisten hierzu einen
wertvollen Beitrag.“

In einem am selben Tag veroffentlichten Policy Paper zum
Thema fordert der djb von der Bundesregierung umfassenden
und unverziigliches Handeln.

Policy Paper: Mit Recht gegen Hate Speech — Bekdampfung
digitaler Gewalt gegen Frauen
m Prof. Dr. Maria Wersig
Prisidentin
m Claudia Zimmermann-Schwartz
Vorsitzende des Arbeitsstabs Digitales
m Dr. Leonie Steinl, LL.M. (Columbia)
Vorsitzende der Kommission Strafrecht
m Dr. Sina Vanessa Fontana
Vorsitzende der Kommission Verfassungsrecht, Offent-
liches Recht, Gleichstellung

206

216.73.218118, am 30.01.2026, 05:02:08. ©
g

A. Der Deutsche Juristinnenbund e.V. (djb) hdilt es fiir dringend
geboten, dem bisher vernachldssigten Aspekt der Geschlech-
terdimension von Hate Speech als digitaler Gewalt gegen
Frauen die notwendige Aufmerksamkeit zu widmen.

Im digitalen Raum sind Hate Speech und Cyber Mobbing in-

zwischen ein verbreitetes Mittel, um missliebige Meinungen und

Personen zu verdriangen. Als zum Teil gut organisierte digitale

Schlagertrupps nutzen Angreifer die Wirkmechanismen des Net-

zes, nach denen sich Auflerungen durch liken, kommentieren,

posten, retweeten usw. mit ungeheurer Schnelligkeit und tiber
nationale Grenzen hinweg verbreiten. Zudem fiihrt das Geschifts-
modell vor allem der grofsen Tech-Firmen dazu, dass Algorithmen
solchen Inhalten Vorrang einrdumen, die User*innen moglichst
lange auf den Plattformen halten. Beitrage und Kommentare,
die polarisieren, skandalisieren, Angst und Hass férdern, werden
durch Algorithmen bevorzugt. Durch diese Verzerrungen entstehen

Echokammern, in denen Hass und Diskriminierungen immer

wieder neu bestatigt werden, und die Nahrboden firr Gewalt sind.

Die Angriffe konnen als Shitstorm eine Wucht entfalten, die
von Betroffenen als traumatisch erlebt werden muss. Sie konnen
sich uiber Tage, Wochen oder Jahre erstrecken und auch nach
Umzug, Berufswechsel oder gar Annahme einer neuen Identitat
fortsetzen. Die gesundheitlichen Auswirkungen entsprechen den
Folgen schweren Mobbings: erhebliche seelische und psychische
Beschwerden, psychosomatische Erkrankungen, Angstzustinde,
Depressionen, Suizidgedanken. Nicht nur fir freiberuflich oder
selbstindig im Netz Tatige konnen auch die 6konomischen
Folgen erheblich sein, wenn Auszeiten, Berufs — oder gar Iden-
titatswechsel notwendig werden.

Spatestens seit dem Beschluss des Landgerichts Berlin (Az.:
27 AR 17/19) in Sachen Kiinast erfahrt die Frage, wo die Gren-
zen der Meinungsfreiheit liegen und wo sanktionswiirdiges
Verhalten beginnt, besondere Aufmerksamkeit. Es geht in dem
konkreten Fall nicht nur um geschmacklose, beleidigende und
aggressive, sondern massiv sexistische Kommentare (darunter
die Zuschreibung ,,Drecksfotze*). Sie betreffen nicht zufillig eine
Politikerin. Nach einer aktuellen Umfrage des ARD-Magazins

«l

»Report Miinchen“! waren 87 Prozent der befragten weiblichen
Bundestagsabgeordneten Opfer von Hassrede, einige nahezu
taglich; 57 Prozent der Befragten quer durch alle Parteien wurden
mit sexistischen Kommentaren konfrontiert.

Immer offensichtlicher wird, worauf Netzfeminist *innen schon
lange hinweisen: Hass im Netz hat eine Geschlechterdimension.
Wo Frauen sich im Netz offentlich oder gar politisch dufSern,
riskieren sie sexistische Anmache, pornografische Pobeleien, die
Androhung von Vergewaltigungen bis hin zu Morddrohungen.

Dies verletzt nicht nur die Personlichkeitsrechte von Frauen,
es verandert das gesamte Klima des Diskurses. Das Netz erweist
sich fiir Frauen als ein Raum, in dem sie beschimt und bedroht
werden, und aus dem sie verdriangt werden sollen. Tatsidch-
lich ziehen sich viele Frauen zuriick und verlieren damit die

1 https://www.br.de/fernsehen/das-erste/sendungen/
report-muenchen/presse/pressemeldung-politikerinnen-
bundestagsabgeordnete-hatespeech100.html.
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Moglichkeit, am digitalen 6ffentlichen Diskurs zu partizipieren
und ihn mitzugestalten.

B. Esist Aufgabe des Staates, Hate Speech mit allen verfiig-
baren rechtlichen Mitteln entgegen zu treten. Es geht um
Meinungsfreiheit, den Schutz vor Gewalt und die Grund-
festen unseres demokratischen Rechtsstaates.

Nahezu jede offentlich relevante Frage wird heute (auch) im
Netz verhandelt. Die Meinungsmacht traditioneller Medien ist
langst fragmentiert und gebrochen. Intermediire, also soziale
Netzwerke, Videoportale, Instantmessenger und Suchmaschinen,
beeinflussen entscheidend das Auffinden und die Verbreitung
von Informationen und MeinungsdufSerungen. Die Moglichkeit
zu virtueller Kommunikation und Aktion ist zur essentiellen
Voraussetzung fiir Meinungsfreiheit und demokratische Teil-
habe geworden. Dabei kommt den sozialen Netzwerken eine
ganz besondere Bedeutung zu, bieten sie doch jeder Person
ohne grofSe formale Zugangsschranken die Moglichkeit, sich
offentlich, auch politisch, zu duflern, mit Gleichgesinnten zu
vernetzen und politisch zu agieren.

Obwohl die global agierenden sozialen Netzwerke damit
faktisch zu neuen Gate Keepern der Informationsgesellschaft
geworden sind, verstehen sie sich selbst nicht als Informations-
anbieter im Sinne klassischer Medienunternehmen, sondern als
rein gewinnmaximierende Wirtschaftskonzerne. Sie iibernehmen
bewusst keine redaktionelle Verantwortung fiir die Inhalte auf
ihren Plattformen und unterliegen in der Europdischen Union
als Host-Provider keiner Medienregulierung nationaler Gesetz-
gebungen. So bleiben Posts, Kommentare, Chats und andere
Auferungen im Internet bis heute weitgehend ohne normative
Regulierung und konnten sich ungebremst zu den aktuellen
demokratiegefihrdenden Narrativen und Hassreden entwickeln.

Die beschriebenen Personlichkeitsrechtsverletzungen lassen
sich kaum noch durch die bisherigen Regulierungen bzw. von
der Rechtsprechung entwickelten Abwehranspriiche einhegen.
Faktisch zielen die nationalen Abwehranspriiche im digitalen
Zeitalter meist ins Leere. Die Rechtsdurchsetzung wird zudem
ausschlieflich der verletzten Person aufgebiirdet. Dies bedeutet
fiir sie gerade in der aktuellen Situation der Kenntnisnahme eine
Uberforderung: Denn der Schock iiber den diffamierenden, ver-
letzenden Angriff fihrt eher dazu, den Post zu loschen, statt ihn,
und zwar technisch korrekt, zu sichern. Die Verletzungen mussen
aber im Einzelnen mit Dokumentierung des Zeitpunktes der
Verletzungshandlung nachgewiesen werden. Zeitnahes Handeln
ist gefordert, gerade einstweiliger Rechtsschutz hat kurze Fristen
fur die Geltendmachung. Um fir die verschuldensabhiangigen
Anspriiche auf Schadensersatz bzw. Schmerzensgeld Identitaten
festzustellen, ist es haufig erforderlich, parallel ein Strafverfah-
ren einzuleiten. Aber auch durch die Strafverfolgungsbehorden
sind Identitdten oft nicht zweifelsfrei feststellbar. Der Unterlas-
sungs- und Beseitigungsanspruch, gerichtet direkt gegen soziale
Netzwerke, kommt meist zu spat fiir die Betroffenen. Zu schnell
verbreiten sich Falschmeldungen und Rufschadigungen im Netz.
Frauen sind dabei iiber die meist sexualisierten Auflerungen im
Netz weit verletzbarer als Minner.
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Verbreitete Reaktion insbesondere bei Frauen ist ein ,,sich
Zuriickziehen“ und ,,sich Beschrianken“. Wenn Frauen durch
Beleidigungen und Bedrohungen von einem virtuellen Mob
niedergebriillt und vertrieben werden, ohne dass dies rechtliche
Konsequenzen hat, wird ihre Meinungsfreiheit konterkariert.
Das Netz erweist sich fiir sie, aber auch fiir die Offentlich-
keit als rechtsfreier Raum. In diesem Fall versagt der Staat bei
seiner Aufgabe, den Schutz vor Gewalt, die Meinungsfreiheit
und die Moglichkeit zu demokratischer Partizipation zu ge-
wihrleisten. Eine solche Entwicklung bertihrt die Grundfesten
unseres demokratischen Rechtsstaates und fordert zu grofSen
Anstrengungen auf, geltendes Recht besser durchzusetzen und
vorhandene Liicken zu schliefen. In diesem Kontext schliefst
sich der djb ausdriicklich der Datenethikkommission an, die den
Gesetzgeber in ihrem Gutachten vom 23. Oktober 2019 (S. 207
ff) auffordert, eine ,,positive Medienordnung“ zu etablieren, die
vor den Gefahren monopolartiger Anbieter mit Gate-Keeper-
Funktion schutzt?.

C. Der djb sieht unterschiedliche Ansatzpunkte, mit recht-
lichen Mitteln Hate Speech wirkungsvoller als bisher zu
verhindern und zu sanktionieren.

Dabei geht es zum einen um die konsequentere Anwendung
geltenden Rechts und die Beseitigung von Vollzugsdefiziten; zum
anderen missen aber neue rechtliche Wege beschritten werden,
um das Rechtssystem den Herausforderungen des digitalen Wan-
dels anzupassen. Der djb sieht in den benannten Ansatzpunkten
notwendige erste Schritte, denen weitere folgen missen.

I. Aktuelle Diskussionen

1. Der Beschluss des Berliner Landgerichts

Die Entscheidung des Berliner Landgerichts in Sachen Kiinast
hat in der Offentlichkeit viel Widerspruch erfahren, zum Teil
war von einer Kapitulation des Rechtsstaats die Rede. In dem
offentlichen Diskurs findet sich auch die Auffassung, das Land-
gericht habe nach den bisherigen Vorgaben der Verfassungs-
rechtsprechung wenig Spielraum gehabt (Pfeifer, NJW aktuell
42/2019). Als Konsequenz wurde im politischen Raum verein-
zelt die Forderung nach einer moderneren Rechtsprechung des
Bundesverfassungsgerichts erhoben, denn die Gerichte seien
gezwungen, mit den ,,alten Karlsruher Formeln“ zu arbeiten,
obwohl sich neue Fragen stellten.’

Der djb teilt diesen Ansatz nicht. Er ist vielmehr der Auf-
fassung, dass das Landgericht Berlin in seinem Beschluss die
einschlagige Rechtsprechung des Bundesverfassungsgerichts
verkannt hat. Aus verfassungsrechtlicher Perspektive bedarf es
zum Schutz von Frauen vor Diffamierungen im Netz einer —
eigentlich selbstverstindlichen — konsequenten Anwendung der
vom Bundesverfassungsgericht aufgestellten Maf$stibe durch

2 https://www.bmi.bund.de/SharedDocs/downloads/
DE/publikationen/themen/it-digitalpolitik/gutachten-
datenethikkommission.pdf?__blob=publicationFile&v=3.

3 https://www.sueddeutsche.de/kultur/renate-kuenast-hate-
speech-bundesverfassungsgericht-1.4633159.
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die Fachgerichte. Sexismus muss hierbei als solcher erkannt
und entsprechend gewiirdigt werden.

Entgegen des Beschlusses des Landgerichts handelt es sich
nach den vom Bundesverfassungsgericht aufgestellten MafSsta-
ben bei den an Renate Kiinast gerichteten Auflerungen iiberwie-
gend um von der Meinungsfreiheit nicht geschiitzte Schmahkritik
und keineswegs um Kommentare mit Sachbezug.

Zwar nimmt das Bundesverfassungsgericht eine Schmahkritik
bei einer die Offentlichkeit wesentlich beriihrenden Frage nur
ausnahmsweise an (BVerfG 1 BvR - 2646/15). Die Grenze zur
Schmahkritik ist aber unabhingig von Anlass und Kontext der
Auflerung iiberschritten, wenn ihr diffamierender Gehalt so
erheblich ist, dass sie in jedem denkbaren Sachzusammenhang
als blofSe Herabsetzung des Betroffenen erscheint, so bei der
Verwendung besonders schwerwiegender Schimpfworter etwa
aus der Fikalsprache (BVerfG — 1 BvR 1318/07).

Auflerungen wie ,,Schlampe®, ,,Drecks Fotze“ oder ,,Stiick
Scheisse sind als solche besonders schwerwiegende Schimpfworter
aus der Fikalsprache und damit ganz unabhingig von dem Kontext
der Aulerung Schmihkritik. Diese leisten unter keinen Umstinden
einen Beitrag zur sachlichen Auseinandersetzung, sondern sind eine
reine Diffamierung der Person. Es handelt sich um Sexismus, nicht
um Sachkritik. Mithin sind diese Auflerungen nicht von der Mei-
nungsfreiheit geschiitzt, so dass nicht einmal eine Abwagung zwi-
schen Personlichkeitsrecht und Meinungsfreiheit stattzufinden hat.

Soweit das Landgericht auch solche Auflerungen zu priifen
hatte, tiber deren Sachbezug und damit um die Einbeziehung in
den Schutzbereich der Meinungsfreiheit sich (noch) streiten lasst,
ldsst das Landgericht jedoch eine ernsthafte Abwagung zwischen
dem Personlichkeitsrecht und der Meinungsfreiheit vermissen
und beriicksichtigt zu wenig Kontext und Inhalt der Auflerungen
(vgl. BVerfG — 1 BvR 1476/91, 1 BvR 1980/91, 1 BvR 102/92
u. 1 BvR 221/92). Statt eine solche Abwigung vorzunehmen,
geht das Landgericht vorschnell von einem Zuriicktreten des
Ehrschutzes aus und setzt sich damit in Widerspruch zur Recht-
sprechung des Bundesverfassungsgerichts.

Die Folgen dieses Beschlusses fir den Personlichkeitsschutz von
Frauen sind fatal, sie gehen weit tiber diesen Einzelfall hinaus. Durch
diese Entscheidung gewinnen Frauen den Eindruck, dass sie sich
grobste Diffamierungen gefallen lassen miissten, wenn und weil sie
offentlich ihre Meinung dufSern. Der damit verbundene Einschiich-
terungseffekt verdrangt Frauen aus dem offentlichen Diskurs und
ist geeignet, generell die Position von Frauen in der Gesellschaft
nachhaltig zu schwichen. Gleichzeitig werden diejenigen, die sich
derart rechtsverletzend gegentiber Frauen im Netz dufSern, geradezu
bestatigt und ermutigt, ihre angeblich von der Meinungsfreiheit
gedeckten sexualisierten Hassreden weiter zu verbreiten.

Der Beschluss befindet sich auch in auffalligem Kontrast zu
anderen Entscheidungen: So wurde u.a. eine aus der Intimsphare
geschopfte Beleidigung gegeniiber einer mannlichen Person im
Falle des von Jan Bohmermann gegen den tiirkischen Prasidenten
gerichteten Schmahgedichts als fraglos unzulissig angesehen,
obwohl hier auf der Interessenseite von Béhmermann neben
der Meinungsfreiheit auch die Kunstfreiheit zu berticksichtigen
war (Urteil des OLG Hamburg vom 15. Mai 2018 7U 34/17).
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2. Klarnamenpflicht

Der djb hilt eine allgemeine Klarnamenpflicht nicht fiir geeignet,
Hate Speech und den damit einhergehenden Rechtsverletzungen
wirkungsvoll entgegenzutreten. Die Umsetzung einer solchen
Pflicht liefSe sich kaum durchsetzen bzw. kontrollieren; denn be-
reits jetzt reklamieren einzelne Netzwerke in ihren Nutzungsbe-
dingungen eine solche Pflicht, ohne dass diese eingehalten wiirde.
Zudem verdeutlicht die vielfach leichtfertig unter Klarnamen
geduflerte Hassrede privater Personen, dass die Offenlegung
der personlichen Identitét nicht unbedingt hemmenden Einfluss
austibt. Der wichtigste Aspekt ist aber, dass fiir viele Personen,
gerade auch fur Frauen, die Anonymitit oft der einzige Schutz
ist, der ihnen vor (weiteren) Angriffen bleibt.

Der Gesetzgeber sollte die klare Unterscheidung zwischen
Medienunternehmen bzw. gewerblichen Telemedien, denen eine
Anbieterkennung fraglos obliegt, und der privaten Netzgemein-
de, die dieser mit guten Grunden nicht unterliegt, unbedingt
beibehalten. Wirkungsvoller diirfte es zum Beispiel sein, Coun-
terspeech im demokratischen Diskurs durch aktive MafSnahmen
zu stiitzen und fiir entsprechend forderungswiirdige Initiativen
Schutzaccounts, z.B. verankert bei der Antidiskriminierungsstelle
des Bundes, zur Verfiigung zu stellen.

Il. Weiterentwicklung des Netzwerkdurchsetzungsgesetzes
Prioritiren Handlungsbedarf sieht der djb bei der Weiterent-
wicklung des Netzwerkdurchsetzungsgesetzes. Dies wurde von
ihm bereits anlasslich der 6ffentlichen Anhérung im zustandigen
Ausschuss des Bundestages im Mai 2019 dargelegt.* Das seit
Oktober 2017 geltende NetzDG stellt einen grundsatzlich not-
wendigen und sinnvollen rechtlichen Ansatz dar; allerdings haben
sich bereits nach der kurzen Zeit seiner Anwendung Miangel und
Schwachstellen gezeigt, deren Beseitigung keinen Aufschub duldet.

1

Der djb fordert die Vereinheitlichung und Vereinfachung des
Meldeverfahrens. Die rechtlichen Vorgaben in § 3 Abs.1 NetzDG
zur Vorhaltung eines leicht erkennbaren, unmittelbar erreichbaren
und standig verfiigbaren Beschwerdeverfahrens werden von den
sozialen Netzwerken hochst unterschiedlich umgesetzt, teils so,
dass Betroffene von Meldungen abgeschreckt werden. Teilweise
wird verlangt, die einschlagigen Straftatbestinde zu benennen, was
suggeriert, es seien fur die Beschwerde juristische Vorkenntnisse
erforderlich; oder aber die angebotenen Moglichkeiten sind kaum
auffindbar. Hier kann und muss der Gesetzgeber durch eindeutige
gesetzliche Vorgabe eines einfachen, an Verbraucherschutzmaf3-
stiben orientierten Meldeverfahrens rasch Abhilfe schaffen.

2.

Die in § 2 NetzDG verankerte Pflicht der sozialen Netzwerke
zur regelmifSigen Erstellung von Transparenzberichten hat sich
in ihrer derzeitigen Ausgestaltung bereits jetzt als ungeniigend
erwiesen. Die bisher vorgelegten Berichte sind aufgrund fehlender
gesetzlicher Vorgaben uneinheitlich und unverstandlich. Dies hat

4 https://www.djb.de/verein/Kom-u-AS/ASDigi/pm19-18/.

djbz 4/2019

Erlaubnis untersagt,



https://www.djb.de/verein/Kom-u-AS/ASDigi/pm19-18/
https://doi.org/10.5771/1866-377X-2019-4-205
https://www.djb.de/verein/Kom-u-AS/ASDigi/pm19-18/

Eine Gefahr fiir die Meinungsfreiheit und Demokratie — Diskussion zu Hate Speech und digitale Gewalt gegen Frauen | Fokus

zur Folge, dass die Berichte nicht miteinander vergleichbar und
auch insofern wenig aussagekriftig sind. Der djb hilt gesetzge-
berische Vorgaben fiir unabdingbar, um zu einem Berichtswesen
zu gelangen, das eine realistische Analyse der Wirksambkeit des
Gesetzes ermoglicht. In diesem Kontext plddiert der djb auch
fiir eine geschlechtsspezifische Aufschliisselung der erhobenen
Daten.

3.

Seit Einfithrung des NetzDG haben sich Personen, deren Beitrage
von den Anbieter *innen sozialer Netzwerke geloscht oder deren
Profil gesperrt wurde, im Wege zivilrechtlicher Klagen gegen
diese Mafsnahmen gewandt und (im Wege des einstweiligen
Verfugungsverfahrens) Anspriiche gegen die Anbieter*innen
sozialer Netzwerke geltend gemacht, um diesen zu untersagen,
einzelne Beitrage zu loschen bzw. ganze Profile zu sperren.
Frauen werden nicht nur dadurch im 6ffentlichen Diskurs einge-
schrankt, dass sie mithilfe von Hate Speech angegriffen werden.
Gerade im feministischen Diskurs werden kritische Auflerungen
von Frauen ihrerseits als (vermeintlich) rechtswidrige Inhalte
gemeldet und geloscht. Fiir diesen Fall muss den Betroffenen
ein geregeltes Verfahren zur Verfugung stehen, um zu Unrecht
geloschte Inhalte oder zu Unrecht gesperrte Profile wieder 6f-
fentlich zuganglich zu machen. Entsprechend sollte im NetzDG
ein Put-Back-Verfahren verankert werden.

4.

Die Pflicht der sozialen Netzwerke zur Benennung einer inlandi-
schen zustellungsbevollmachtigten Person nach § 5 NetzDG ist
ein notwendiges Kernelement fur einen effektiven Rechtsschutz
der Betroffenen. Es wird in der Praxis aber unterschiedlich
interpretiert. Insbesondere wird der Zustandigkeitsbereich der
benannten Zustellungsbevollmachtigten eng ausgelegt. Es muss
klargestellt werden, dass die sachliche Zustandigkeit der Zustel-
lungsbevollmachtigten auch aufSerhalb des originidren Bereichs
des NetzDG besteht, also u.a. zivilrechtliche Anspriiche wegen
der Verletzung des allgemeinen Personlichkeitsrechts, aber auch
Mafinahmen zur Wiederherstellung eines rechtmifSigen Posts
oder Tweets einschliefst. Hier muss rasch nachgebessert werden.

5.

§ 1 Abs. 1 Satz 3 NetzDG regelt ausdrucklich, dass es sich dann
nicht um soziale Netzwerke im Sinne dieses Gesetzes handelt, wenn
die Plattformen zur Verbreitung ,,spezifischer Inhalte® bestimmt
sind. Eingefiihrt wurde diese Einschrinkung vor dem Hintergrund
bekannter, zu beruflichen Zwecken genutzter Netzwerke (etwa
XING, kununu oder LinkedIn). Darunter fallen aber auch Portale
fur Online-Spiele oder Verkaufsplattformen, die vermehrt als Ver-
breitungsort fiir Hate Speech und gewaltférdernde AufSerungen
in den Fokus geraten sind. Fir den djb ist nicht nachvollziehbar,
warum das NetzDG auf Portalen mit ,spezifischen Inhalten“
eine Durchsetzbarkeit von Anspriichen gegen rechtsverletzende
Auflerungen nicht gewihrleistet. Aus Sicht der Betroffenen macht
es keinen Unterschied, wo solche Auflerungen getitigt werden,
wenn die Groéfle des Portals eine virale Verbreitung der AufSerungen
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befiirchten ldsst. Die Ausnahmeregelung fiir ,,spezifische Inhalte
im NetzDG sollte daher kritisch tiberdacht werden.

6.

Sinnvoll und notwendig erscheint dem djb eine Normierung
des Auskunftsrechts gegeniiber sozialen Netzwerken analog
bestehender Regelungen im Urheberrecht.

§ 101 Abs.2 UrhG gibt Verletzten einen Auskunftsanspruch
beziiglich Tatsachen, die zur Verfolgung der eigenen Rechtsan-
spriiche notwendig sind, auch gegeniiber Personen, die nicht
selbst Rechte verletzt haben; dies gilt insbesondere auch im
Hinblick auf Internet-Provider, etwa Host-Provider. Der An-
spruch setzt Fille offensichtlicher Rechtsverletzungen voraus.
Die Kodifizierung eines solchen Auskunftsanspruchs ist auch
fir offensichtlich rechtswidrige Inhalte nach § 1 Abs. 3 NetzDG
sinnvoll, um den Betroffenen einen wirksamen und durchsetz-
baren Anspruch auf Feststellung der Identitdt des Verletzenden
bei Rechtsverletzungen im Internet zu verschaffen.

In § 14 Abs. 3 TMG wird nur geregelt, in welchen Fillen
von Personlichkeitsrechtsverletzungen dem Diensteanbieter die
Datenherausgabe erlaubt ist. Nach jetziger Rechtslage muss als
Voraussetzung hierfiir ein Auskunftsanspruch gemifs § 242 BGB
dem Grunde nach bestehen. Dieses Ergebnis kann fiir Betroffene
unbefriedigend sein, insbesondere, weil im Verhaltnis zwischen
Plattformanbieter und einer betroffenen Person fraglich ist, ob
tiberhaupt ein Auskunftsanspruch gegen die Beteiligten aus
§ 242 BGB gegeben ist. Auch ist problematisch, woraus sich ein
gesetzliches Schuldverhiltnis zwischen den Betroffenen und dem
Plattformanbieter (im Gegensatz zu dem Verhiltnis zwischen
Betroffenem und Verletzer) ergeben soll, das den Plattform-
betreiber nach Treu und Glauben zur Auskunft tiber Daten
Dritter verpflichten kénnte (so OLG Frankfurt in ZUM-RD
2019, 145,150). Insoweit ist der Gesetzgeber aufgerufen, einen
Auskunftsanspruch entsprechend der Regelung in § 101 UrhG
zu kodifizieren, wie dies bereits in der Beschlussempfehlung
(BT-DR 18/13013, S. 23) zum NetzDG angedeutet ist. Eine
solche Erganzung wiirde Verletzten eine Durchsetzung ihrer
Rechte nach klaren Kriterien ermoglichen.

7

Die Entscheidung des EuGH im Fall der 6sterreichischen Griinen-
Politikerin Eva Glawischnig-Piesczek gegen Facebook vom
3. Oktober 20195 hat die Moglichkeiten der nationalen Gerichte,
soziale Netzwerke starker als bisher in die Pflicht zu nehmen,
erneut erweitert. Der EuGH stellte fest, dass die Host-Provider-
Privilegierung, Inhalte erst bei positiver Kenntnis ihrer Rechts-
widrigkeit zu l6schen, einer Verpflichtung, neben der konkreten,
zur Kenntnis gebrachten rechtswidrigen Auflerung auch weitere
Posts mit wortgleichem Inhalt zu entfernen bzw. zu sperren,
nicht entgegenstehe, selbst wenn sie von Dritten stammen. Diese
gelte zumindest, soweit die Auflerung von einem nationalen
Gericht analysiert und fur rechtswidrig befunden wurde und

5  https://eur-lex.europa.eu/legal-content/DE/TXT/HTML/?uri=CELEX
:62018CJ0018&from=DE.
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konne auch eine Verpflichtung zur weltweiten Entfernung bzw.
Sperrung bedeuten. Und noch weitergehend gelte dies auch fiir
Posts mit sinngleichem, im wesentlichen unveranderten Inhalt,
zumindest, soweit sich dieser durch technische Maffnahmen
ermitteln liefSe.

Der djb begriifdt diese Entscheidung grundsatzlich als Star-
kung der Rechte von Betroffenen. Diesen wire deutlich gehol-
fen, wiirden nationale Gerichte nicht nur die Verpflichtung zur
Loschung bzw. Sperrung einzelner AufSerungen aussprechen,
sondern diese auf Posts mit wort- und sogar sinngleichem
Inhalt erstrecken. Es steht aber zu befiirchten, dass eine solche
extraterritoriale Wirkung nationaler Urteile im Auflerungs-
recht einen klaren Rechtsrahmen fir Meinungsiuflerungen
innerhalb der EU-Staaten, geschweige denn weltweit, allein
nicht setzen kann.

Dies gilt umso mehr, als das Urteil erkennen lasst, dass auf
technische Filterfunktionen bei Ermittlung der zu l6schenden
Posts vertraut werden soll. Der djb befiirchtet, dass KI-Systeme
weitgehend ungeeignet fir die Bewertung juristischer Sachverhal-
te im Auflerungsrecht sind, da Algorithmen kein Kontextwissen
(wie z.B. im Fall von Ironie) erzeugen konnen; aufSerdem wird
KI hidufig mit Diskriminierung erzeugenden Daten trainiert;
auch lassen sich technische Erkennungssysteme allzu leicht mit
technischen Mitteln in ihrer Funktion beeintrachtigen. Eine un-
mittelbare Umsetzung der vom EuGH aufgezeigten rechtlichen
Moglichkeiten durch eine Ergdnzung des NetzDG erscheint dem
djb angesichts der bestehenden Unklarheiten und Schwierigkei-
ten zur Zeit nicht angezeigt.

Sinnvoll ist aber in jedem Fall, so, wie urspriinglich in § 3
Abs.2 Nr.6 NetzDG-E vorgesehen, die Einfuhrung einer Ver-
pflichtung fiir Plattformbetreiber*innen, simtliche auf den
Plattformen befindliche Kopien des rechtswidrigen Inhalts zu
suchen, zu entfernen oder zu sperren.

lll. Digitales Gewaltschutzgesetz

Der djb begruf$t grundsitzlich die Idee eines Digitalen Ge-
waltschutzgesetzes, das in einem richterlichen Verfahren die
Loschung und/oder (zeitweilige) Sperrung von Accounts ohne
Klarnamenpflicht ermoglicht.® Eine solche Mafinahme wire ein
Erfolg versprechender Schritt, zumal Demokratie gefihrdende
Narrative und Hetzrede oft von wenigen Contentgeber*innen
stammen, die aber technisch gut organisiert sind und es ver-
stehen, ihre Inhalte viral massenhaft und unter verschiedenen
Accounts zu verbreiten.

Unverzichtbar ist in diesem Zusammenhang die Verbandskla-
ge, die es ermoglicht, dass die Rechte Betroffener nicht individuell
durchgesetzt werden miissen. Ein gerichtliches Verfahren, das
anonym und opfergeschiitzt die zeitweilige oder auch dauer-
hafte gerichtliche Sperrung von Accounts, die rechtswidrige
Auflerungen senden, binnen weniger Stunden mit Hilfe von
einstweiligen Verfiigungsverfahren vor fachlich spezialisierten
Gerichten ermoglicht, konnte eine effektive Rechtsdurchsetzung
darstellen. Klagegegner fiir die Accountsperrung miisste immer
das Netzwerk sein, das die Sperrung durchfiihren kann. Insbe-
sondere gegen im Ausland ansissige Accountbetreiber*innen
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oder anonyme Posts konnte gerichtlich vorgegangen werden,
wenn die sozialen Netzwerke eine Prozessstandschaft fiir diese
Accountbetreiber*innen iibernehmen miissen, und ein schon
nach dem NetzDG ohnehin erforderlicher inlindischer Zu-
stellungsbevollmachtigter als Ansprechperson eingesetzt wird.

IV. Verbesserung des strafrechtlichen Schutzes

Der Staat ist zur Verhiitung und Bekdmpfung geschlechtsspe-
zifischer Gewalt in allen ihren Ausprigungen durch das Uber-
einkommen des Europarats zur Verhiitung und Bekimpfung
von Gewalt gegen Frauen und hiuslicher Gewalt (Istanbul-
Konvention) verpflichtet. Bei der notwendigen Verbesserung
des strafrechtlichen Schutzes der Betroffenen geht es zunachst
weniger um die Schaffung neuer Tatbestinde, als um die effektive
Anwendung bestehenden Rechts sowie die hiirdenarme Ausge-
staltung der Strafverfolgungs(rahmen)bedingungen.

1.

Der djb fordert, dass Hate Speech im digitalen Raum als Be-
leidigungsdelikt auch ohne Strafantrag der verletzten Person
verfolgt werden kann, wenn dies den Interessen der verletzten
Person nicht widerspricht. Hate Speech liegt dabei insbesondere
dann vor, wenn die Beleidigung aufgrund der tatsachlichen oder
vermuteten Zugehorigkeit einer Person zu einer marginalisierten
Gruppe erfolgt und offentlich verbreitet wird. Damit wiren
geschlechtsbezogene Beleidigungen von Frauen im virtuellen
Raum erfasst.

Hate Speech ist in der Regel als Beleidigungsdelikt strafbar,
wenn nicht zeitgleich eine Bedrohung (§ 241 StGB), eine Auf-
forderung zu Straftaten (§ 111 StGB) oder Volksverhetzung
(§ 130 StGB) verwirklicht wird. Die Beleidigung wird allerdings
grundsatzlich nur auf Antrag verfolgt. Eine Ausnahme besteht
bei bestimmten Formen der 6ffentlichen Begehung, wenn die
betroffene Person als Angehorige*r einer Gruppe unter der
nationalsozialistischen oder einer anderen Gewalt- und Willkiir-
herrschaft verfolgt wurde, diese Gruppe Teil der Bevolkerung
ist und die Beleidigung mit dieser Verfolgung zusammenhangt
(§ 194 Abs.1 StGB). Diese Ausnahme ist Ausdruck eines in
diesen speziellen Fillen angenommenen 6ffentlichen Interesses.

Auch die gesellschaftlichen Auswirkungen von Hate Speech
und Cyber Harassment gehen iiber die blofse Ehrverletzung
einzelner Personen hinaus. Es handelt sich um (z.T. massive)
psychische Gewalt, durch die die Existenz insbesondere mar-
ginalisierter Personengruppen im o6ffentlichen Raum in Frage
gestellt und zuriickgedriangt werden soll. Hierdurch sind nicht
nur die Interessen der konkret verletzten Person betroffen. Be-
troffen ist vielmehr das gesamtgesellschaftliche Interesse einer
diskriminierungs- und gewaltfreien Nutzung des 6ffentlichen
Raumes und damit die demokratische Teilhabe insbesondere
marginalisierter Gruppen. Gleichzeitig bedeutet das absolute
Antragserfordernis fiir verletzte Personen jenseits der bestehen-
den Ausnahmen eine zusitzliche Belastung.

6 https://background.tagesspiegel.de/digitalisierung/statt-
klarnamen-digitales-gewaltschutzgesetz.
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Angesichts des Ausmafles der Beeintrichtigung offentlicher
Interessen ist diese Verschiebung der Initiationsverantwort-
lichkeit fiir die Strafverfolgung zulasten der verletzten Person
unangemessen. Vielmehr muss der Staat seine Schutzpflichten
erfiillen und die Strafverfolgung auch ohne Antrag ibernehmen,
solange dies den Interessen der verletzten Person nicht zuwi-
derlauft. Hier ist die Regelung des § 194 Abs. 2 Satz 3 StPO zu
tibernehmen, wonach die Tat nicht von Amts wegen verfolgt
werden kann, wenn die verletzte Person widerspricht.

2.

Um eine effektive Strafverfolgung von Hate Speech zu er-
moglichen, wire fiir Fille, bei denen eine Strafbarkeit in Be-
tracht kommt, eine Melde- und Beweissicherungspflicht fiir
Plattformbetreiber*innen von in Deutschland zugédnglichen
Plattformen sinnvoll. Sie sollte unter noch niher zu definierenden
Bedingungen gesetzlich verankert und um eine Speicherpflicht
der entsprechenden Posts und den dazugehorigen zur Straf-
verfolgung erforderlichen Informationen (IP-Adresse u.d.) zu
Zwecken der Beweissicherung ergidnzt werden.

3.

Der djb hilt die flichendeckende Einfithrung von Schwerpunkt-
staatsanwaltschaften fiir Straftaten im Zusammenhang mit
digitaler Gewalt sowie ihre angemessene personelle Ausstattung
fiir dringend erforderlich.

Gleichzeitig sind verpflichtende Fortbildungen fiir Justiz,
Staatsanwaltschaft und Polizei unumginglich. Dabei ist ins-
besondere die geschlechtsspezifische Dimension von digita-
ler Gewalt in den Blick zu nehmen. Die Sensibilisierung der
Rechtsanwender*innen fiir diese Thematik ist unerlasslich,
um zu gewahrleisten, dass Hasskriminalitdt im Netz als solche
erkannt und entsprechend verfolgt wird. Dabei geht es auch
um die Auslegung des materiellen Rechts, beispielsweise bei
der Berucksichtigung misogyner und sexistischer Tatmotive
im Rahmen des § 46 StGB (sonstige menschenverachtende
Beweggriinde).

4.

Die polizeiliche Definition von sogenannter Hasskriminalitat
(treffender: Vorurteilskriminalitat) ist um das Merkmal ,,Ge-
schlecht® zu erganzen.

Der Polizeilichen Kriminalstatistik ldsst sich lediglich entneh-
men, wie viele Opfer in Bezug auf das jeweilige Delikt Frauen
waren, sie lasst aber keine Riickschliisse auf dahinterstehende
frauenfeindliche oder sexistische Motive zu. Angaben zu nicht-
binaren Personen fehlen ginzlich. Nach dem Definitionssystem
., Politisch motivierte Kriminalitit* des BKA ist die Unterkate-
gorie ,,Hasskriminalitdt“ u.a. dadurch gekennzeichnet, dass die
jeweilige Tat im Zusammenhang mit der tatsachlichen oder zuge-
schriebenen Nationalitit, ethnischen Zugehorigkeit, Hautfarbe,
Religionszugehorigkeit, dem sozialen Status, der physischen und/
oder psychischen Behinderung oder Beeintrachtigung, sexuellen
Orientierung und/oder sexuellen Identitat der verletzten Person
steht. Die Kategorie des Geschlechts ist dringend zu erganzen.
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Innerhalb der Kategorie ist eine weitere Aufschliisselung nach
Geschlechtern erforderlich, um die geschlechtsspezifischen Struk-
turen von Vorurteilskriminalitdt sichtbar zu machen. Damit
einhergehen muss auch die entsprechende Schulung der Polizei,
die in der Lage sein muss, die geschlechtsspezifische Dimension
im Einzelfall zu erkennen.

Die Statistiken der PMK Hasskriminalitit sind zudem ins-
gesamt, also auch beziiglich aller anderen Vorurteilsmotive,
um Aufschliisselungen nach Geschlecht zu erginzen; und zwar
sowohl bezogen auf die Tédter*innen, als auch bezogen auf die
Opfer von Vorurteilskriminalitit. Dabei ist eine Abkehr von der
bindren Aufteilung erforderlich, die auch fiir die PKS insgesamt
durchgefithrt werden muss.

5.

Die Entschadigungsregelungen mussen auf Opfer psychischer
Gewalt mit schweren Folgen ausgeweitet werden. Dies ist von
grofler Bedeutung fiir die Opfer von Hate Speech, die haufig mit
erheblichen psychischen Folgen durch die Angriffe belastet sind.

Vom Opferentschadigungsgesetz (OEG) werden bislang nur
Schidigungen durch einen ,,tatlichen Angriff« (§ 1) erfasst. Das
Bundessozialgericht beschriankt die Leistungen daher bislang
konsequent auf Gesundheitsschidigungen durch physische Ge-
walt. Fiir geschlechtsspezifische Gewalt ergibt sich eine staatliche
Pflicht zur Schaffung entsprechender Entschadigungsmoglichkei-
ten bereits aus Artikel 30 Abs. 2 iVm 33 der Istanbul-Konvention.
Demnach haben auch Betroffene von psychischer Gewalt einen
Anspruch auf Entschiadigung gegeniiber dem Staat, wenn sie
eine schwere psychische oder physische Beeintrachtigung (Ge-
sundheitsschadigung) erlitten haben und eine Inanspruchnahme
des Titers nicht in Betracht kommt.

§ 1 OEG ist daher so zu dndern, dass neben physischer auch
psychische Gewalt erfasst ist. Zudem sind die gewohnlichen
Bearbeitungsfristen fiir OEG-Anspriiche kaum vereinbar mit der
Verpflichtung aus Artikel 30 Abs. 3 der Konvention. Grund hier-
fur ist in einigen Bundesldndern ein eklatanter Personalmangel
in diesem Bereich der Justiz. Hier ist Abhilfe zu schaffen, damit
Betroffene von physischer wie psychischer Gewalt nicht jahre-
lang auf die ihnen zustehende Entschadigung warten miissen.

Sollte der Regierungsentwurf eines Gesetzes zur Regelung des
Sozialen Entschidigungsrechts in der Fassung vom 9. Oktober
2019 umgesetzt werden, ist gleichfalls zu gewihrleisten, dass
die Anforderungen der Istanbul-Konvention erfillt werden.
Hier ist insbesondere die im Entwurf vorgesehene Definition
psychischer Gewalt als vorsitzliches, rechtswidriges, unmittelbar
gegen die freie Willensentscheidung einer Person gerichtetes
schwerwiegendes Verhalten anzupassen.” Nicht die Schwere des
Verhaltens ist nach der Istanbul-Konvention Ankntipfungspunkt
fir die staatliche Entschadigungspflicht, sondern die Schwere
der Gesundheitsschiadigung

7  Siehe dazu auch die Stellungnahme des djb zum
Referentenentwurf des Bundesministeriums fiir Arbeit und
Soziales ,,Entwurf eines Gesetzes zur Regelung des Sozialen
Entschadigungsrechts” (Stellungnahme Nr. 19-01vom 9. Januar
2019, https://www.djb.de/verein/Kom-u-AS/K3/st19-01/#_ftn2).
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