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Zusammenfassung

Die Notwendigkeit der Simulation interdisziplindrer und gekoppelter physikalischer Zusam-
menhinge auf verteilten und sich dynamisch veréindernden Rechnernetzen motiviert den Einsatz
des im Rahmen dieser Arbeit entwickelten und im Folgenden vorgestellten Softwareagenten-
systems. Dabei entsprechen interdisziplinir gekoppelte Systeme solchen, deren Berechnung
durch ein Zusammenwirken mehrerer spezialisierter Einheiten gelingt. Beispiele stellen ver-
schiedene sich beeinflussende physikalische Zusammenhénge dar, die sich verschiedenen
Ingenieursdisziplinen zuordnen lassen. Weitere Beispiele sind sich gegenseitig beeinflussende
Teilgebiete oder Zeitabhéngigkeiten in einer Simulation. Die Umsetzung des Softwareagenten-
systems entspricht dabei der Einfiihrung einer neuen Abstraktionsebene oberhalb bestehender
Simulationswerkzeuge, die deren Zusammenwirken erméglicht. Dazu notwendig werde eine
Beschreibung der Eigenschaften und Fihigkeiten der gekapselten Simulationswerkzeuge sowie
die Umsetzung von Schnittstellen zur numerischen Zusammenarbeit. Die entstehenden speziali-
sierten Berechnungseinheiten nutzen zur Simulation die ihnen verfiigbare Soft- und Hardware
und reagieren selbststindig auf bereitgestellte Zwischenergebnisse. Das so realisierte neuartige
System ermoglicht es unterschiedlichen und unabhéngigen Simulationseinheiten automatisiert

zusammenzuarbeiten.

Die kooperative Feldberechnung gelingt durch das Bereitstellen von Randbedingungen und
Quellen wihrend der Feldberechnung sowie durch das Auslesen von Ergebnissen an belie-
bigen Stellen des Modells. Erforderliche Funktionen der Schnittstellen, beispielsweise zur
Steuerung und Uberwachung von Feldberechnungssoftware, werden hier dargestellt. Jedem
Berechnungsagenten wird es so moglich, die globale Simulationsaufgabe entsprechend seiner
Vorstellungen eines zielfithrenden Losungsbeitrags zu modifizieren. Die entstehenden Tei-
laufgaben werden dann angepasst auf ihre jeweiligen Anforderungen berechnet, was zu einer
schnellen Losungsbereitstellung fiihrt.

Das vorgestellte Agentensystem ermoglicht die kollektive Bearbeitung von Aufgaben, zu der
ein Einzelner nicht fahig ist. Zudem ist das dynamisch entstehende Simulationssystem einfach
um Féhigkeiten und Ressourcen erweiterbar. Ein gezieltes Hinzufiigen von zusitzlichen Res-
sourcen mit gleichen Fihigkeiten ermoglicht eine Varianz und Redundanz im Losungsverlauf.
Dabei werden existierende Teilergebnisse umgehend beriicksichtigt, sodass das Agentensys-
tem automatisiert leistungsbezogen Losungswege vergleicht. Dies gestattet die eigenstindige

Konfiguration des Losungsablaufs durch beteiligte Berechnungsagenten und den automatischen

XII
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Einsatz der zur Berechnung notwendigen Simulationswerkzeuge. Zusitzliche Ressourcen die-
nen dem Aufbau von Erfahrungswissen, das hier mittels eines lernfahigen Systems verwaltet

und zur Reduktion benotigter Rechenzeit verwendet wird.

Bei numerischer Betrachtung entspricht der mittels Softwareagenten umgesetzte Losungsverlauf
einer gestaffelten Berechnung, die fiir viele gekoppelte numerische Simulationen zielfithrend ist.
Das Einbeziehen von Agenten, deren Berechnungsfihigkeiten zur alleinigen monolithischen
Berechnung ausreichen, ermdglicht eine zusitzliche konkurrierende Berechnung sowie weitere
Entscheidungsoptionen in Bezug auf die Durchfiihrung der Berechnung. Um die Autonomie
der Berechnungsagenten hervorzuheben, wird auf eine zentrale Instanz wihrend der Berech-
nung verzichtet. Die detaillierte Darstellung des durch Kooperation erreichten numerischen

Losungsprozesses verdeutlicht zusitzlich die Funktionsweise des Agentensystems.

Die Berechnung herausfordernd ausgewihlter Simulationsbeispiele belegt, dass die kooperative
Berechnung interdisziplindrer gekoppelter Simulationen durch autonome Berechnungseinheiten
in verteilten Systemen auch fiir verschiedene Diskretisierungen gelingt. Zudem veranschauli-
chen die Beispiele den durch die agentenbasierte Herangehensweise gewonnenen Mehrwert,
wie beispielsweise seine Flexibilitidt und Zuverldssigkeit. Im Hinblick auf die Verwaltung
der zur Simulation notwendigen Infrastruktur gelingt die automatisierte Nutzung von auf die
betrachtete Simulation angepassten und befihigten Ressourcen. Die durchgefiihrte Rechenzeit-
auswertung und die Betrachtung der Ressourcennutzung demonstrieren die Leistungsfihigkeit

des realisierten Systems fiir unterschiedliche Kopplungen.

Das vorgestellte Agentensystem unterstiitzt dabei Anwender, die Simulationen zur Produkt-
gestaltung verwenden. Beispiele dafiir stellen die Konfiguration der Randbedingungen zur
Kopplung von Simulationen, die dynamische Anpassung der Losungssequenz an verfiigbare
Rechenressourcen oder die intelligente Entscheidung der Softwareagenten fiir ein Losungsver-
fahren dar. Entsprechend ermoglicht es eine Reduktion der zur Durchfiihrung einer Simulation
erforderlichen menschlichen Arbeitszeit. Zudem unterstiitzt es selbst erfahrene Anwender bei

getroffenen Entscheidungen bzw. bestitigt diese darin.

XIII
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Abstract

Simulating interdisciplinary and coupled equations on distributed and dynamically changing
computer networks motivates the usage of a software agent system, developed and presented
within this thesis. These interdisciplinary and coupled systems mean that a cooperative calcula-
tion is possible by multiple specialized units. Examples are different physics that correspond to
various engineering disciplines and have an effect on each other. Other examples are different
parts of a simulation model or time steps within a simulation model influencing each other.
The implementation of the software agent system adds a new abstraction layer above existing
simulation tools and enables its cooperation. It requires a description of the features and capabi-
lities of the encapsulated simulation tools as well as the implementation of interfaces used for
numeric cooperation. The resulting specialized calculation units’ uses own hard- and software
for calculation and react independently to provide partial results. The resulting novel system

enables individual and independent simulation units to do cooperative work automatically.

The cooperative field calculation get possible by providing boundary conditions and coupling
sources during the field calculation and extracting results at arbitrary coordinates within the
simulation model. Required interface functionality, for example to the control and monitor the
field calculation software, are shown here. Using these, each calculation agent gets capable
of modifying the global simulation task, according to its ideas of a target-oriented solution
contribution. This allows a calculation of the resulting partial tasks with respect to their needs
and consequently a fast deployment of the solutions.

The introduced software agent system enables a cooperative treatment of tasks, which an
individual agent is not capable of handling. In addition, the dynamically jointed simulation
system is simple to extend by abilities and resources. Pointedly added additional resources
with equal capabilities add variance and redundancy in the solution process. Once partial
results are provided, they are taken into account by the software agent system. This enables
an automatic comparison of the performance of all applied solutions strategies. It allows the
involved calculation agents to alter the solution process and to apply the required simulation
tools. Additional resources increase the experiential knowledge, managed here by a learning
system that reduces calculation time.

The numerical analysis of the software agents based solution process corresponds to a segrega-
ted calculation method, suitable for most coupled numerical simulations. Involving agents with

sufficient calculation capabilities to monolithically simulate the model add an additional compe-
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titive solution strategy as well as another option for calculation. To emphasise the autonomy of
the calculation agent a central instance during calculation is forwent. The detailed description of
the numerical solution process achieved by the cooperating software agent system additionally
highlights its workflow.

The calculation of the selected challenging simulation examples shows that the cooperative
calculation of interdisciplinary and coupled simulations works for autonomous calculation
units on distributed systems, even for different discretizations. The examples also show the
additional benefit obtained by the software agent based approach, such as its flexibility and
reliability. Even the management of required simulation infrastructure profits since only proper
and versed resources are automatically used for the calculation of the considered simulation.
The evaluation of the computation time and the considered resources usage demonstrates the

performance of the implemented system for different couplings.

The presented software agent system supports users doing simulations for product design.
Examples are the setup of boundary conditions for coupled simulations, the dynamic adjustment
of the solution process to available computing resources or the intelligent decision of software
agents for solution methods. Accordingly, it allows a reduction of required human working
time. It also supports and encourage even trained users while solving simulations.

XV
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1 Einleitung

Die Empfehlung der Griindung eines eigenstindigen Master- und Bachelorstudiengangs ,,Simu-
lationswissenschaft* durch den Wissenschaftsrat der Bundesregierung und der Lénder sowie
die Empfehlung einer Aufnahme des Moduls ,,Simulationswissenschaft® in grundsténdige
Studiengénge verdeutlicht das hohe Potenzial von Simulationen fiir unsere Zukunft [1]. Bei
einer Simulation Zusammenhinge aus verschiedenen Ingenieursdisziplinen und deren Zusam-
menwirken zu beriicksichtigen, erscheint dabei naheliegend [2]. Ingenieursdisziplinen befassen
sich hierbei mit Teilgebieten des technischen Wissens, die zur Strukturierung und Beherrsch-
barkeit eingefiihrt wurden [3]. Beispiele stellen die Elektrotechnik, der Maschinenbau oder das
Bauingenieurwesen dar. Die zur Berechnung einer Simulation notwendige Rechnerinfrastruktur
entwickelt sich dabei stetig weiter [4]. Zur Leistungsmessung der zur Verfiigung stehenden
Rechnerkapazititen werden im Bereich der Hochstleistungsrechnung speziell auf das System
angepasste Algorithmen verwendet [5]. Anwendungen die fiir den Alltag ausgelegt werden zie-
len hingegen auf eine moglichst grofle Verbreitung und dementsprechend eine grofe Flexibilitit
in Bezug auf die Nutzungsplattform [6]. Entsprechend verschieden sind die Arten der Pro-
grammierung von Anwendungen, die wiederum Einfluss auf die spitere Leistungsfiahigkeit der
Anwendung haben [7]. Den Aufwand zur Umsetzung der benétigten Funktionalitit innerhalb
der Anwendung gilt es im Verhiltnis zu dessen Leistungsfihigkeit zu sehen [8, 9]. Dabei setzen
verschiedene Programmiersprachen auf abstrakte Programmierparadigmen, wovon eines die
agentenorientierte Programmierung ist [10]. Die Programmierung eines agentenorientierten Sys-
tems erfolgt mittels abgeschlossenen, jedoch zur Kooperation befihigten Softwareagenten [11,
12]. Dabei sind Systeme mit mehreren Softwareagenten ideal zur Bearbeitung von Aufgaben
geeignet, fiir die mehrere Losungswege oder bzw. und mehrere potenzielle, die Aufgabe bear-
beitende Einheiten existieren [13]. Dies triftt beispielsweise auf die Berechnung numerischer
Simulationen zu, da hierzu verschieden konfigurierte Rechnersysteme und unterschiedliche

Berechnungswege zu deren Losung eingesetzt werden.

1.1 Motivation

Ausgehend von einer Entwicklungsaufgabe, zu deren Erfiillung es mehrere Ingenieursdiszipli-
nen zu vereinen gilt, stellt sich fiir einen Arbeitgeber die Frage, wer bearbeitet diese interdiszi-

plindre Aufgabe? Bringt eine Person geniigend interdisziplindres Wissen und Arbeitsleistung
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mit die Aufgabe zu erledigen, so ist die Bearbeitung der Aufgabe durch eine einzelne Person
unter Umstédnden ebenso sinnvoll, wie die durch eine in gleichem Maf3e befahigte Gruppe.
Ansitze zur Aufgabenaufteilung finden sich beispielsweise im Koordinationsmanagement [14,
15]. Je flexibler ein Arbeitgeber dabei auf Anfragen reagieren mochte, desto dynamischer
gestaltet er den Arbeitsprozess und die Arbeitsgruppen. Die Flexibilisierung der Arbeitsabldufe

stellt dabei eine Kernkomponente von Industrie 4.0 dar [16].

In Bezug auf numerische Simulationen ist eine Vielzahl an Simulationswerkzeugen auf einzelne
eigenstdndige Aufgaben und Fragestellungen spezialisiert und wird hierfiir standig weiter-
entwickelt. Explizite Schnittstellen fiir ein gemeinschaftliches Bearbeiten von Aufgaben existie-
ren selten, obwohl gerade die Interoperabilitét Vorteile in Bezug auf die Softwarequalitit, die
Benutzbarkeit und die Wartbarkeit mit sich bringt [17]. Um den Anspriichen der Anwender nach
einer Moglichkeit zur Simulation interdisziplindrer Fragestellungen nachzukommen, war wih-
rend dieser Arbeit zu beobachten, dass das Portfolio kommerzieller Simulationswerkzeuge durch
Zukéufe und die Programmierung neuer Funktionalitiit innerhalb der Simulationsumgebung
erweitert wurde. So entstandene interdisziplinidre Problemldsungsumgebungen ermoglichen
es, thematisch angrenzende physikalische Effekte mit zu beriicksichtigen. Beispiele solcher
Simulationsumgebungen sind in [18-21] beschrieben. Erweiterungen um selten auftretende

Themenfelder werden dabei kaum beriicksichtigt.

Die Entscheidung fiir den Einsatz eines geeigneten Simulationswerkzeugs ist angelehnt an [22]
moglich, setzt jedoch fundierte Kenntnisse der zu untersuchenden Fragestellung sowie weitrei-
chende Anwendungskenntnisse voraus. Erschwerend kommt aus Anwendersicht hinzu, dass
die Notwendigkeit der Beriicksichtigung einzelner Disziplinen im Vorfeld der Simulation hiu-
fig unbekannt ist und gerade diese durch die Simulation bestimmt werden soll. Dabei wird
Simulationssoftware iiblicherweise auf leistungsstarken Servern oder homogenen, dedizier-
ten und hochverfiigbaren Rechenclustern ausgefiihrt. Sehr grofie Fragestellungen werden so
beispielsweise auf Hochstleistungsrechenclustern berechnet. Verwendet werden dabei pro-
grammiertechnische Parallelisierungsansitze, wie die Schnittstelle zum Nachrichtenaustausch
MPI oder bzw. und die zur parallelen Programmierung OpenMP [23], und mathematischen
Zerlegungsansitzen, wie Gebiets-, Methoden- und Zeitschrittzerlegungen oder die getrennte Be-

trachtung der Disziplinen [24, 25], um bereitgehaltene Rechenressourcen sehr gut auszunutzen.

Tabelle 1.1 zeigt beispielhaft Kosten, die durch eine Beschaffung eines weiteren Simulati-
onsrechners entstehen. Zudem sind die Kosten zur Erweiterung des Simulationswerkzeugs
durch Programmierarbeiten eines Simulationsingenieurs aufgefiihrt. Nicht beriicksichtigt sind
Betriebskosten (Strom, Klimatechnik, . ..), Ausfallzeiten sowie die Abwesenheitszeit wegen
Krankheit oder Urlaub. Der stark vereinfachte Vergleich der auf eine Stunde bezogenen Kos-
ten zeigt, dass die Bereitstellung von zusitzlicher Rechenleistung wirtschaftlicher ist, als das

Optimieren von bestehendem Quelltext. Die Leistungsoptimierung wird so erst fiir wieder-

216.73.216.60, am 24.01.2026, 01:47:11. © Urheberrechtlich geschiitzter Inhalt 2
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186469205

kehrende oder sehr grole Simulationsaufgaben rentabel, fiir die eine Anschaffung weniger

Simulationsrechner nicht ausreicht.

Tabelle 1.1: Kosten eines Simulationsrechners und Simulationsingenieurs

Simulationsrechner  15.000 / 3607%% - 247 = 035
Simulationsingenieur 60000?/250@-8%g = 23%

Ist der Rechenaufwand einer Simulationsaufgabe nicht absehbar, so ist eine bedarfsorientierte
Nutzung von Berechnungsressourcen sinnvoll. Die bedarfsorientierte Rechnernutzung stellt
einen Anwendungsfall der Rechnerwolke (Cloud) dar. Dabei besteht die Moglichkeit, die
Rechnerinfrastruktur, die Anwendungsplattform und die Software jeweils als Dienstleistung
zu beziehen [26, 27]. Obwohl die Cloud prinzipiell eine Alternative zu Hochstleistungsrech-
nern darstellt, spricht deren Leistungsfihigkeit im Bereich des wissenschaftlichen Rechnens
dagegen [28]. Ein Grund hierfiir ist, dass Werkzeuge zur Arbeitsaufteilung hdufig denen des
Rechenclusters entsprechen und dabei die dynamische und tatsidchliche Beschaffenheit der
Infrastruktur auler Acht bleibt. Deren Eigenschaften, wie die Verfiigbarkeit, die Flexibili-
tit, die Skalierbarkeit und die bedarfsorientierten Kosten fordern jedoch Bestrebungen, auch
Hochleistungsanwendungen dort auszufiihren [29]. Fiir sehr grofle Aufgabenstellungen, die
sich in kleine voneinander unabhingige Teilaufgaben zerlegen lassen, bietet sich das Ver-
binden von unabhingigen, verteilten Rechenressourcen zu Rechenclustern (Grids) an. Dabei
triagt jeder Clusterknoten die von ihm mogliche Leistung zur Aufgabenbewiltigung bei. Ein
sehr erfolgreiches System stellt das Rechencluster BOINC dar [30]. Es ist mit 15 PFLOPS
und 9 - 10° angeschlossenen Rechnern um zwei GroBenordnungen groBer als der schnellste
Hochstleistungsrechner weltweit (Stand Dezember 2016 [31]). Bei der numerischen Simulation
sind Simulationsteile jedoch sehr hdufig voneinander abhingig. Ein wirkungsvoller und pra-
xiserprobter Ansatz der Automatisierungstechnik ist es, gekoppelte Aufgaben auf verteilten
Systemen mittels agentenorientierten Softwareprogrammen zu bearbeiten [32]. Dabei werden
Teilaufgaben von autonom agierenden Softwareagenten erledigt. Die Fihigkeit der Softwa-
reagenten zur Kommunikation ermoglichen deren Kooperation zur Bearbeitung komplexer

Aufgaben und eine dynamische Handhabe von Anderungen innerhalb des Systems.

1.2 Zielsetzung

In dieser Arbeit wird der agentenorientierte Programmieransatz angewendet, um die numeri-
sche Berechnung interdisziplinirer und gekoppelter Systeme auf verteilten und sich dynamisch
verandernden Rechnernetzen zu ermoglichen. Interdisziplindre und gekoppelte Systeme ent-
sprechen dabei solchen, deren Berechnung durch ein Zusammenwirken mehrerer spezialisierter

Simulationseinheiten gelingt. Interdisziplinidre Systeme zeichnen sich durch eine gemeinsame
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Betrachtung verschiedener physikalischer Zusammenhénge aus, die sich wiederum unterschied-
lichen Ingenieursdisziplinen zuordnen lassen. Gekoppelte Systeme bestehen aus mehreren

Teilsimulationen, die gemeinsam betrachtet werden und sich gegenseitig beeinflussen.

Zur Umsetzung des Softwareagentensystems wird eine neue Abstraktionsebene oberhalb be-
stehender Losungsumgebungen eingefiihrt, die eine Erweiterung der Losungsumgebungen um
Schnittstellen fiir eine agentenorientierte Simulation schafft. Zur Berechnung wird ein neuarti-
ges System aus unabhéngigen und individuellen Simulationseinheiten geschaffen, das seine
Fihigkeiten angepasst an die zu berechnende Simulation selbststéindig einsetzt. Die als Softwa-
reagenten umgesetzten Simulationseinheiten erméglichen es, dass zur Losung erforderliche
Teilaufgaben angepasst auf deren jeweilige numerische und hardwarebezogene Anforderungen
berechnet werden. Dazu werden vernetzte Rechner mit hiufig systemgebundenen Simulati-
onslizenzen eingesetzt, wie beispielsweise Arbeitsplatzrechner innerhalb eines Unternehmens
nach Feierabend oder bei Krankheit eines Kollegen, um verteilt Simulationsteile zu bearbeiten.
Eine auf die unterschiedlichen Software- und Hardwarespezifikationen angepasste Nutzung der
Ressourcen ermdglicht es, gemeinschaftlich eine gekoppelte Simulationsaufgabe zu berechnen.
Die auf eine zu simulierende Fragestellung bezogen Fihigkeiten einer einzelnen Ressource
werden dabei als Blackbox betrachtet. Dies gestattet auch das Einbinden von kommerziellen Si-
mulationswerkzeugen. Die entstehenden spezialisierten Berechnungseinheiten reagieren dabei
selbststdndig auf bereitgestellte Daten anderer Einheiten und nutzen diese fiir eine gekoppelte
Berechnung. Hierzu notwendig werden Schnittstellen zwischen den Berechnungseinheiten

sowie zwischen einer Berechnungseinheit und den eingebundenen Simulationswerkzeugen.

Die von einer Berechnungseinheit zu bewiltigende Aufgabe lésst sich als Teilaufgabe eines
dynamischen Gesamtsystems betrachten, die je nach Beschaffenheit bereitstehender Ressourcen
angepasst bearbeitet wird. Ein optimierter Losungsablauf einer einzelnen Teilaufgabe trigt
dabei zu einem verbesserten Gesamtverhalten bei, was zu einer schnellen Losungsbereitstel-
lung fiihrt. Die Einfiihrung einer zentralen, an Berechnungen beteiligten Instanz wird dabei
bewusst vermieden, um die Eigenschaften des dezentralen Agentenansatzes zu betonen. Das
so dynamische entstehende Simulationssystem ist einfach um Fihigkeiten und Ressourcen
erweiterbar und beriicksichtigt diese automatisiert. Die durch Softwareagenten bearbeiteten,
gekapselten Teilaufgaben erméoglichen die Anwendung effizienter und auf die Teilaufgaben
angepasster Algorithmen. Diese Kapselung wirkt sich zudem positiv auf die Benutzbarkeit
und Wartung des Softwaresystems aus. Auch wird eine Beriicksichtigung von Ressourcen mit
gleichen Fihigkeiten betrachtet. Fiir verteilt ausgefiihrte Softwareagenten ermoglicht dies eine
gebietsweise Verteilung der Simulationsaufgabe und ein gezieltes Hinzufiigen von Varianz
und Redundanz im Losungsverlauf. Verschiedene Berechnungsmethoden und Losungsverfah-
ren lassen sich so durch das Berechnungssystem vergleichen. Der automatisierte Einsatz so
bestimmter leistungsstarker Methoden und Verfahren ermoglicht zudem eine Reduktion der

erforderlichen menschlichen Arbeitszeit zur Durchfithrung einer numerischen Simulation.

4
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1.3 Gliederung

Der schriftliche Teil der vorliegenden Arbeit gliedert sich in sechs Kapitel. Die Einfiihrung
zu Beginn dieses Kapitels stellt die Arbeit in den gesellschaftlichen Kontext. Die angefiihrte
Motivation konkretisiert dies anhand ausgewéhlter Themenfelder. Aus diesen Themenfeldern

ergibt sich die dargelegte Zielsetzung dieser Arbeit.

Ausgehend von dem Paradigma der agentenorientierten Programmierung wird in Kapitel 2 das
fiir diese Arbeit wesentliche Verstindnis von Softwareagentensystemen vermittelt. Dazu werden
die Eigenschaften der Softwareagenten und das Zusammenwirken mehrerer Softwareagenten in
einem Agentensystem dargestellt. Um bestehendes Erfahrungswissen bei der Umsetzung eines
Agentensystems angemessen zu beriicksichtigen, werden sich daraus ergebende Hindernisse
genannt und eine Entwicklungsumgebung fiir Softwareagentensysteme vorgestellt. Auf deren
Grundlage wird im Folgenden das Softwareagentensystem zur gemeinschaftlichen und verteilten

Simulationsberechnung entwickelt.

Die Herangehensweise zur Losung einer gekoppelten interdisziplindren numerischen Simulation
auf verteilten Systemen wird in Kapitel 3 behandelt. Dazu wird nach einem Uberblick iiber die

Finite Elemente Methode (FEM) auf verschiedene Arten der Simulationsaufteilung und deren
anschlieende Kopplung eingegangen. Die Mdoglichkeiten der Berechnung von gekoppelten
Simulationsteilen werden anschlieend vertieft. AbschlieBend wird ein Bezug zu bestehenden
Berechnungsumgebungen hergestellt und eine Abgrenzung dieser Arbeit davon vorgenommen.

Die Umsetzung des agentenorientierten Programmierparadigmas zur Losung interdisziplindrer
gekoppelter Simulationsaufgaben findet in Kapitel 4 statt. Dazu wird das implementierte Agen-
tensystem und dessen Féhigkeiten mitsamt der Kommunikation iiber realisierte Schnittstellen
beschrieben. AnschlieBend wird auf die Gestaltung des numerischen Losungsprozesses und
dessen Umsetzung innerhalb des Agentensystems eingegangen. Dabei werden verschiedene
Kopplungsarten und der Umgang mit unterschiedlichen Diskretisierungen dargestellt. Eine

Betrachtung der Ressourcennutzung rundet dieses Kapitel ab.

Die Auswertung ausgewihlter Simulationsbeispiele in Kapitel 5 veranschaulicht die Funktiona-
litdat des Agentensystems. Dabei werden zwei elektrotechnische Problemstellungen betrachtet
und diese anhand der sich im Lauf des Entwicklungsprozesses @ndernden Fragestellungen an
eine Simulation ausgewertet. Auch eine sich wihrend der Simulation @ndernde Zusammenset-
zung des Rechnersystems wird hierbei betrachtet. Im Besonderen werden dabei Eigenschaften
der Softwareagenten betont, die im Rahmen dieser Arbeit auf die numerische Feldberechnung

iibertragen wurden und deren Einsatz eine erfolgreiche Berechnung ermoglicht.

AbschlieBend fasst Kapitel 6 die Arbeit zusammen und zeigt in einem Ausblick weitere

Forschungs- und Entwicklungsmoglichkeiten auf.
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2 Softwareagentensysteme

Zu Beginn dieses Kapitels wird das Paradigma der agentenorientierten Programmierung niher
betrachtet. Die sich daraus ergebenden Eigenschaften von Softwareagenten werden anschlieSend
dargestellt. Ausgehend davon werden Softwareagentensysteme beschrieben, die im weiteren
Verlauf der Arbeit zur Berechnung von numerischen Simulationen eingesetzt werden. Auf
verschiedene Rollen die ein Softwareagent innerhalb des Agentensystems einnimmt und des-
sen damit verkniipfte Bearbeitung ausstehender Aufgaben innerhalb des Systems, wird hier
ebenfalls eingegangen. Abgerundet wird das Kapitel mit der gesonderten Darstellung von
Herausforderungen bei der Umsetzung eines Agentensystems. Ergénzend wird mit JADE, das
eine etablierte Entwicklungsumgebung fiir Softwareagentensysteme darstellt, eine Grundlage

zur Umsetzung des numerischen Simulationssystems vorgestellt.

2.1 Agentenorientierte Programmierung

Die agentenorientierte Programmierung ist ein Paradigma zur Softwareentwicklung. Es setzt
eine Herangehensweise zur Losung einer Fragestellung voraus, die es ermoglicht spezifische
Eigenschaften zu erzielen. Die agentenorientierte Programmierung ist dabei besonders geeignet,
um Aufgaben zu bearbeiten, die auf natiirliche Weise in Teilaufgaben mit hohem Zusammenhalt
und geringen Beziehungen nach auflen zerfallen [33]. Ebenfalls geeignet sind Aufgaben, die
sich in eigenstindige Teilaufgaben zerlegen und somit gut parallelisieren lassen [34]. Ein
Beispiel stellt das automatisierte Vereinbaren von Terminen dar. Ist die Beziehung zwischen
einzelnen Teilaufgaben dynamisch oder verschieden strukturiert oder die Anzahl auftretender
Fille durch viele Kombinationsmoglichkeiten komplex und schwer handhabbar, so ist ebenfalls

eine Umsetzung als Agentensystem zu priifen [33].

Zur Umsetzung agentenorientierter Programmierung gilt es eine Modellbeschreibung zu finden,
die erforderliche Daten und Prozesse zu interagierenden Objekten zusammenfasst. Diese lassen
sich mittels zugehoriger Dienste manipulieren. Dienste werden Agenten zugeordnet, die auf
Grundlage von Verhandlungen sich gegenseitig und unabhingig voneinander erforderliche
Dienstleistungen bereitstellen. Ein Dienst ldsst sich entsprechend als gekapselte Fahigkeit eines
Agenten betrachten, iiber dessen Ausfithrung der Agent jedoch selbst entscheidet. Abbildung 2.1
ordnet die agentenorientierte Programmierung unter Beriicksichtigung der Abstraktion der

Modellierung und der Interaktion in den Kontext der Programmierparadigmen fiir verteilte
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Systeme ein. Dabei bedarf es zur agentenorientierten Programmierung einer Steigerung der
modellierten Abstraktion und der Interaktion im Vergleich zur Beschreibung von Diensten. Eine

weiterfiihrende Abgrenzung zur objektorientierten Programmierung wird in [35] beschrieben.

Abstraktion 4
der Interaktion

L4

agentenorientiert
Verhandlungen

Asynchrone dienstorientiert
Aufrufe
Synchrone N . I
Aufrufe prozessorientiert objektorientiert

Daten und Interagierende  Interagierende Abstraktion der
Prozesse Objekte Akteure Modellierung

Abbildung 2.1: Paradigmenvergleich fiir verteilte Systeme [36]

Die Kapselung der Fidhigkeiten innerhalb von Agenten erméglicht es der Implementierung,
einzelne Agenten auf unterschiedlichen, iiber ein Netzwerk verbundenen Systemen zu betreiben.
Das Verhalten eines Agentensystems, bestehend aus mehreren Agenten, ergibt sich dynamisch
aus dem Zusammenspiel der Agenten. Aus Anwendersicht wirkt das System dabei nicht
verteilt, sondern gewohnt lokal. Grund hierfiir ist, dass die ablaufenden komplexen Prozesse im

Hintergrund zwischen den beteiligten Agenten stattfinden [36].

2.2 Softwareagenten

Die Beschreibung eines Softwareagenten erfolgt ausgehend von dessen Eigenschaften. Die
Summe der Eigenschaften stellt dabei ein Kriterium zur Unterscheidung agentenorientiert entwi-
ckelter Software mit anderen Programmieransitzen dar. Dabei wird zwischen einer schwachen
und einer starken Beschreibung der Agenteneigenschaften unterschieden. Ein einzelner Agent
hat entsprechend der schwachen Agentenbeschreibung die folgenden Eigenschaften [37], die es

in geeigneter Form fiir die jeweilige Anwendung umzusetzen gilt.

o Autonomie: Ein Agent agiert selbststindig und ohne direkte Einflussnahme von auf3en.

Interaktion: Agenten agieren untereinander sowie mit dem Anwender.

Reaktionsfreudigkeit: Verdnderungen im Umfeld werden vom Agenten wahrgenommen und

dieser reagiert darauf.

Zielgerichtetes Verhalten: Agenten agieren eigenverantwortlich und zielgerichtet, anstatt

ausschlieBlich auf ihre Umgebung zu reagieren.
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Die starke Beschreibung eines Agenten erweitert die Eigenschaften um die

e Mobilitdt: Ein Agent ist in der Lage, selbststindig seinen Aktionsort zu bestimmen.

e Wabhrhaftigkeit: Die zwischen den Agenten ausgetauschten Informationen werden nicht
absichtlich verfilscht.

e Giite: Ein Agent versucht stets das zu tun, was von ihm erwartet wird.

o Rationalitdt: Agenten versuchen, das von ihnen angenommene Ziel zu erreichen.

Den beschriebenen Eigenschaften wird durch die Struktur, den Aufbau und das Verhalten der
verwendeten Agenten Rechnung getragen. Eine schematische Darstellung eines Agenten stellt
Abbildung 2.2 auf der Grundlage des Wissen-Wiinsche-Ziele-Verhaltensmodells (BDI) dar [38].

Softwareagent Wahrnehmung
5 ~ S
@ Umgebungsmodell ]\
3 c
& Ziele 3 @
= N Verhalten a -
L o
2 Fahigkeiten |~ £
o Schnittstellen I :. -
K

Manipulation

Abbildung 2.2: Aufbau eines Softwareagenten [39]

Ein Agent nimmt dabei Einfliisse aus seiner Umgebung wahr. Seine Wahrnehmungen beeinflus-
sen sein internes Bild seiner Umgebung. Die Ziele des Agenten, das Modell der Umgebung
sowie dessen Fihigkeiten bestimmen wiederum das Verhalten des Agenten. Durch sein Ver-
halten wirkt der Agent dabei auf seine Umgebung. Die Fiahigkeiten des Agenten lassen sich
durch bereitgestellte Werkzeuge erweitern. Dies setzt voraus, dass eine Schnittstelle zu deren

Bedienung existiert und die Werkzeuge nicht Bestandteil der Umgebung sind.

Ein Verhalten stellt eine Abstraktion von Titigkeiten des Agenten dar und dient zur Kapselung
dieser voneinander [40]. Auf Grundlage des Verhaltens lassen sich Agenten als initiativ oder
reagierend klassifizieren, wobei kombinierte Ausfithrungen moglich sind [37]. Reagierende
Agenten werden dabei durch ihre Wahrnehmung gesteuert. Initiativ handelnde Agenten zie-
hen wiederkehrend Schlussfolgerungen aus [hrem Umgebungsmodell und handeln daraufhin
entsprechend verzogert. Vorteile einer initiativ handelnden Software fiir Prozesse innerhalb
der Hochstleistungsrechnung zeigt [41] auf. Ermoglicht wird so beispielsweise eine erhohte
Toleranz der Berechnungsumgebung in Bezug auf Ausfille. Eine ausfiihrliche Diskussion
verschiedener Verhaltensmodelle wird in [36] vorgenommen. Verschiedene Verhalten eines
Agenten werden hier sequenziell ausgefiihrt. Ein Blockieren der Ausfithrung von Verhalten dient

dazu die Hauptprozessoren (CPUs) freizugeben, falls diese temporir nicht bendotigt werden.
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Die Umsetzung von Multithreading fiir linger andauernde Aufgaben erlaubt es dem Agenten,
immer aktionsfahig zu sein. Moglich wird so auch die Verwaltung von Anfragen nach nur

einmal vorhandenen Ressourcen und das Verhindern von Blockierungen (Deadlocks).

Ein Beispiel fiir ein wesentliches Verhalten der Agenten ist die Kommunikation. Dabei ist
zwischen der Kommunikation des Agenten mit dem Menschen als Anwender des Agenten-
systems, der Kommunikation mit externen Werkzeugen und der Kommunikation der Agenten
untereinander zu unterscheiden. Im ersten Fall handelt es sich um eine Mensch-Maschine Kom-
munikation, die sich mittels entsprechender Anwenderschnittstellen oder Interface-Agenten
umsetzen lédsst [42]. Im zweiten Fall wird die Umsetzung einer Schnittstelle zur Steuerung
und Uberwachung des externen Werkzeugs notwendig. Im dritten Fall handelt es sich um
eine Maschine zu Maschine (M2M) Kommunikation, die ein Merkmal der agentenorientierten
Programmierung ist. Zur Umsetzung der M2M Kommunikation bedarf es einer einheitlichen
Ontologie, die sich beispielhaft aus eindeutigen Erkennungsmerkmalen (Identifiern) und einem
kommunikativen Handlungstyp zusammensetzt [43]. Der Inhalt der ausgetauschten Nachrichten
ldsst sich dabei um zusitzliche Informationen erweitern. Serialisierte Objekte stellen hierfiir
ein Beispiel dar. Allerdings ist auch deren eindeutige Identifizierung durch entsprechende

Erkennungsmerkmale notwendig [44].

2.3 Softwareagentensysteme

Die Fihigkeiten eines Agenten, ihm zur Verfiigung stehende Werkzeuge, seine Ziele und
sein aufgebautes Umgebungsmodell stellen Alleinstellungsmerkmale eines Agenten dar. Die
Kommunikation mehrerer individueller Agenten ermoglicht ein System, in dem Agenten
gemeinschaftlich Aufgaben erledigen. Agenten fungieren dazu als Gruppe und kooperieren
miteinander [13]. Entsprechend ist ein solches Agentensystem in der Lage, Aufgaben zu
bewiltigen, die ein einzelner Agent nicht handhaben kann. Die erfolgreiche Bearbeitung von
Aufgaben durch ein Kollektiv von Softwareagenten stellt dabei ein Teilgebiet der kiinstlichen
Intelligenz (KI) dar [45]. Abbildung 2.3 veranschaulicht den erweiterten Einflussbereich eines
kooperierenden Kollektivs innerhalb der Umgebung. Eine Gruppierung der Agenten ist durch

entsprechende Organisationsbeziehungen dargestellt.

Agentensysteme haben sich als bewihrtes und wirkungsvolles Mittel beispielsweise in der
Automatisierungstechnik etabliert [32]. So konnte die Planung von Lieferketten [46], eine
flexible Gestaltung von Produktionsstralen [11] oder die Reaktion auf unvorhergesehene
Ereignisse im Produktionsablauf [47] mit reduziertem Aufwand, verglichen zu alternativen
Realisierungen, umgesetzt werden. Diese Beispiele verdeutlichen, dass Agentensysteme gut
geeignet sind, um komplexe Aufgaben mit vielen Randbedingungen innerhalb eines schwach

gekoppelten Systems zu verarbeiten. Die geringe strukturelle Kopplung zwischen den Agenten
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wird durch die Autonomie der einzelnen Agenten abgebildet. Diese fiihrt, bezogen auf den
Losungsverlauf der Teilaufgaben, zu einer systembedingt individuellen Bearbeitung durch die
Agenten und einer dezentralen Datenhaltung. Im Fall von gleichberechtigten Agenten existiert
keine globale Systemkontrolle [36]. Vorteile, die sich daraus ergeben, sind eine hohe Flexibilitit
und Anpassungsfihigkeit des Agentensystems an dynamische Randbedingungen. Bei einer
Umsetzung als offenes System folgt zudem eine gute und einfach umzusetzende Skalierbarkeit
des Systems. Damit wird auch das Hinzukommen oder Entfernen von Agenten wihrend
der Laufzeit moglich. Dies schaftt die Moglichkeit einer einheitsbezogenen Wartung und
Weiterentwicklung [48]. Ausgehend von einem initiativen Handeln in einem Agentensystem
erhoht sich zudem die Fehlertoleranz fiir ein Rechencluster, was zu einem robusteren und

zuverldssigeren Gesamtsystem fiihrt [49].

-’ F @ Agent
!
\ .t;?”\ Interaktion
— e
Organisations-
beziehung

Einfluss-
und Sichtbar-
keitskreis

Abbildung 2.3: Zustindigkeitsdarstellung eines Agentensystems [11]

Da Agenten jedoch konzeptbedingt ihre Umwelt nie vollstiandig erfassen und situationsabhingig
verschieden reagieren, ergibt sich ein nicht deterministisches Verhalten des Gesamtsystems [50].
Um sicherzustellen, dass es in Systemen mit autonomen Einheiten auch im Konfliktfall zu
einem Ergebnis kommt, gilt es Agentensysteme zu koordinieren [51]. Beispiele fiir mogliche
Konflikte stellen die iiberlappenden Einflusskreise in Abbildung 2.3 dar. So gilt es in einem
gemeinsamen Einflussbereich mehrerer Agenten zu kldren, welcher der Agenten eine Aufgabe
bearbeitet. Bestehende Ansitze zur Koordination sind die Planung und die Organisation des
Ablaufs. Alternativen stellen der Wettbewerb unter den Agenten, deren Verhandlung oder
das sich gegenseitige Verpflichten dar [51]. Eine Umsetzung ist agentenunabhingig entweder
zentral und hierarchisch, dezentral-kooperativ oder auf Basis eines Wettbewerbs moglich [52].
Abbildung 2.4 veranschaulicht, wo bei der zentralen und dezentralen Planung Entscheidungen
getroffen werden. Der Wettbewerb stellt eine Mischform der Entscheidungsprozesse, abhin-
gig von einer Betrachtung der Angebotsabgabe dar. Die zentrale Planung zeigt dabei grof3e

Ahnlichkeiten zu bestehenden Parallelisierungsansitzen.
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Abbildung 2.4: Hierarchische und kooperative Entscheidungsfindung [53]

Eine Koordination ist dabei vor und nach der Planung sowie wihrend der Durchfiihrung eines
Verhaltens moglich [45]. In allen Fillen wird wihrend einer Entscheidungsfindung ein Teil
der Autonomie abgetreten [33]. Dabei lassen sich die folgenden Phasen der Koordination
unterscheiden [52]. Zu Beginn gilt es einen Zielgraphen einschlieBlich der Bestimmung und
Klassifikation von Abhingigkeiten zu definieren. Anschliefend werden definierte Teilbereiche
des Graphen durch befihigte Agenten bearbeitet. Es folgt die Steuerung, welche Bereiche des
Graphen erkundet werden sollen, wobei die Ergebnisse anschlieend bekannt geben werden. Je
mehr Beteiligte an einer Aufgabe mitwirken und je mehr individuelle Ziele existieren, desto

mehr Kommunikation bedarf es zu dessen Losung.

Eine Vereinfachung im Hinblick auf die Kommunikation sowie die Koordination ist durch eine
weitere Abstraktion entsprechend einer Einfithrung von Gruppen méglich. Gruppen sind auch
im Hinblick auf eine Aufgabenteilung, eine Funktionserweiterung und der damit einhergehen-
den Kapselung von Agentenverhalten von Vorteil [54]. Dabei wird zwischen funktionellen,
strukturellen und deontischen Gruppen unterschieden, wobei letztere Beziehungen zwischen
funktionellen und strukturellen Gruppen erméglichen [55]. Von der Entscheidung, welche Rolle
ein Agent in einer Gruppe oder dem Agentensystem annimmt, hdngt dessen spitere Tatigkeit
ab. Dabei verpflichtet sich ein Agent nur zu Tétigkeiten, zu deren Bewiltigung er sich fiir
befihigt hilt. Eine Selbstverpflichtung eines Agenten zu einer Rolle oder die Zuteilung einer
Rolle zu einem Agenten ist dabei entweder wihrend des Entwurfs oder wihrend der Laufzeit
des Agentensystems moglich. Dabei wird zwischen einer statischen, einer adaptiven und einer
dynamischen Rolle unterschieden, die ein Agent annehmen kann. Tabelle 2.1 zeigt, wann die

Zuteilung einer Rolle an einen Agenten bzw. dessen Auswahl einer Rolle sinnvoll ist.

Tabelle 2.1: Rollenzuteilung und Rollenauswahl eines Agenten [56]

Zuweisung | Auswahl

statisch Entwurf Entwurf

adaptiv Entwurf | Laufzeit

dynamisch | Laufzeit | Laufzeit
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Auf Rollen und Gruppen aufbauende Sicherheitsmechanismen bieten zudem einen gewissen
Schutz vor unberechtigtem Zugriff. Eine detaillierte Sicherheitsbetrachtung fiir Mobile-Agenten-
Systeme findet sich in [57].

2.4 Herausforderungen

Durch das Paradigma der agentenorientierten Softwareentwicklung bedingte, sowie durch Er-
fahrungswerte bestitigte Herausforderungen bei der Umsetzung von Agentensystemen, werden
im Folgenden beschrieben [12, 58]. Diese motivieren die gewihlte Herangehensweise zur
Umsetzung des Agentensystems und beschreiben gleichzeitig zu beriicksichtigende Herausfor-

derungen. Diese Herausforderungen finden sich aufgrund:

der Einstellung zur agentenorientierten Programmierung, wie einem Uberschitzen der Fihig-

keiten von Agenten oder einem Verabsolutieren des Paradigmas,

des Einsatzes von Agenten, wie mangelndes Wissen iiber deren Vor- und Nachteile, Unklar-
heit iiber den Mehrwert in Bezug auf die Umsetzung als Agenten und die Uberschitzung

eines Prototyps im Vergleich zu einem betriebsbereiten System,

von konzeptionellen Fehlern in Bezug auf das Agentenkonzept und dessen Umsetzung, die

den Grenzen der Softwareentwicklung sowie der verteilten Software unterliegen,

der Analyse und im Entwurf, da der ausschlieBlich agentenbezogene Anteil verglichen zu

anderen Programmteilen klein ist oder der Anteil paralleler Aufgabenteile zu klein ist,

der Agenten selbst, da der Entwurf einer flexiblen Agentenplattform aufwendig ist und dieser
anschlieBend héufig nur fiir spezielle Anwendungen funktioniert. Auch der Einsatz von zu
viel kiinstlicher Intelligenz (zum proaktiven Handeln) oder von zu wenig (fiir eine stiickweise
Abarbeitung der Aufgaben) ist hinderlich,

der Interaktionen der Agenten im Fall von zu vielen oder zu wenig Agenten. Weitere Beispiele

sind eine Fokussierung auf die Infrastruktur statt auf die Aufgabe oder die Betrachtung von
Teilaufgaben deren Zusammengehdrigkeit unklar ist bzw. eine unklare Abgrenzung zwischen
paralleler Implementierung und verteilten Systemen existiert,

o der Implementierung durch aufler Acht lassen von existierenden Strukturen oder Standards,

die sich beispielsweise durch eine Schnittstelle weiternutzen lassen.

Zudem lassen sich die Muster und Ergebnisse einer Kooperation grundsitzlich nicht vorherse-
hen [11]. Das Systemverhalten vorherzusagen ist somit sehr schwierig bis unméglich, gerade
weil das System sich durch seine Entscheidungen weiter entwickelt. Dies ist ein wesentlicher
Unterschied zu Ansitzen der Parallelisierung, deren Verhalten als deterministisch zu betrachten

sind.
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2.5 JADE

Da die Entwicklung einer eigenstindigen Agentenumgebung nicht Bestandteil dieser Arbeit
ist (Griinde siehe Kapitel 2.4), wird hier auf eine bestehende Entwicklungsumgebung zu-
riickgegriffen. Vergleiche verschiedener bestehender Architekturen finden sich beispielsweise
in [48, 59] und [60]. Darin stellt die Java basierte Agentenentwicklungsumgebung JADE eine
praxiserprobte, plattformunabhingige, erweiterbare und seit mehreren Jahren stetig weiterent-
wickelte Entwicklungsumgebung fiir verteilte Agentensysteme dar [61]. Sie unterstiitzt die
Entwicklung von Systemeinheiten, die anhand vorgegebener Regeln initiativ handeln, eine
Kommunikation und Verhandlungen zwischen verteilten gleichberechtigten Einheiten benotigen
und komplexe Aufgaben koordiniert und verteilt 16sen [62]. Der Aufbau der Agentenplattform
ist in Abbildung 2.5 dargestellt.

JAVA JAVA Agenten JAVA
Agenten DF AMS Agenten
LADT: &
local agent I LADT LADT < E
descrptor table oo
L
Container 1 + + Haup tai TR Container 2 E'é
GADT cache:  MTP — GADT | MTP: E £
gobal agent M [7]
descriptor table mrﬁn cache 'Mm-pm — 2
GADT  CT: container tatie Protocol Protocal | FiF‘.ﬂ:M
L Foundaio
c:‘ﬂc'.@!\:'-
Physical Agants
Plattform

Abbildung 2.5: Aufbau und Zusammenhang der JADE Komponenten [61]

Zum Betrieb ist dabei eine virtuelle Javamaschine (JVM) je eingesetztem Rechner notwen-
dig. Diese beinhaltet mindestens einen Container, der als Ausfithrungsumgebung fiir Agenten
dient. Zusitzliche Tabellen, wie die Beschreibung lokal ausgefiihrter Agenten (LADT), die
Beschreibung global ausgefiihrter Agenten (GADT) oder die Containertabelle (CT) dienen
zur Verwaltung der Agentenplattform. Sie ermoglichen die verteilte Ausfithrung der Agenten
innerhalb verschiedener JVM. Die Verwaltung der Tabellen erfolgt durch das Agentensystem,
falls die innerhalb der Container betriebenen Agenten die dafiir notwendigen Verhalten er-
folgreich ausfithren. Kommt es beispielsweise zu einem abrupten Ausfall eines Containers, so
gilt es die Giiltigkeit der Tabellen GADT und CT wieder herzustellen [63]. Eine Erweiterung
um Agenten mit einer FIPA (Gesellschaft fiir intelligente physikalische Agenten) konformen
Kommunikation ist ebenfalls moglich.

Sonderrollen innerhalb der Plattform nehmen der als Agent Management System (AMS)
bezeichnete Agent und der Directory Facilitator (DF) Agent ein. Der AMS Agent stellt dabei die
einzige Instanz dar, die Autoritit im Agentensystem genief3t. Thm ist es neben dem Anwender
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moglich, Verwaltungsaufgaben wie das Starten oder Beenden von Agenten durchzufiihren.
Der DF Agent stellt Beschreibungen der durch die Agenten angebotenen Dienste zentral
bereit. Fiir jeden Agenten besteht so die Moglichkeit nach Diensten zu suchen, eigene Dienste
bereitzustellen, die Dienstbeschreibung zu dndern oder seine Dienste abzumelden. Zusitzliche
optionale Werkzeuge der Agentenentwicklungsumgebung erlauben eine Uberwachung und

Verwaltung der Aktivititen von Agenten [64].

Einen Einblick in die Entwicklung von Agentensystemen mit JADE bieten [61] und [65]. Un-
tersuchungen in Bezug auf die Effizienz und Leistungsfihigkeit von mit JADE realisierbaren
Agentensystemen sind in [66, 67] und fiir den Nachrichtenaustausch innerhalb von JADE
in [68] zu finden. Die Leistungsfihigkeit des Agentenansatzes ist in [69] anhand eines Ver-
gleichs zwischen agentenbezogenem parallelisiertem Java und mittels MPI parallelisiertem
C-Quelltext dargestellt. Ein Vergleich zwischen mittels MPI parallelisiertem C-Quelltext und
dem Agentenansatz zeigt zudem, dass sich individuelle Softwareeinheiten realisieren lassen, die
eine fehlertolerante und dynamische Verwaltung erméglichen. Eine auf die Cloud angepasste
Orchestrierung eines mit JADE entwickelten Agentensystems und dessen dortiger Betrieb
schildert [70].
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3 Numerische Berechnung gekoppelter Feldsimulationen

Um Softwareagenten zur Berechnung numerischer Simulationen zu entwickeln, wird in die-
sem Kapitel eine kurze Einfiihrung in eine der Feldberechnungsmethoden, die Methode der
finiten Elemente (FEM), gegeben. Die FEM findet in dieser Arbeit aufgrund ihrer vielfaltigen
Einsatzgebiete in mehreren Ingenieursdiziplinen Anwendung. Dabei wird sie am Beispiel von
Fragestellungen der Elektrostatik sowie der Kopplung mit stationdren thermischen Simulationen
erldutert. Darauf aufbauend werden verschiedene Arten der Kopplung und deren mathematische
Darstellungsarten betrachtet. Diese werden in ein Gleichungssystem tiberfiihrt und dessen
Losung anhand verschiedener Losungsverfahren dargestellt. Den Ablauf der Berechnung und
die Eigenschaften der Losungsverfahren gilt es dabei, in geeigneter Form bei der Umsetzung
in einem Agentensystem zu beriicksichtigen. Anschliefend werden die Anforderungen an Be-
rechnungsumgebungen zur Losung gekoppelter Simulationen aufgezeigt. Diese Anforderungen
werden abschlieend auf eine Auswahl bestehender Berechnungsumgebungen fiir gekoppelte

Simulationen iibertragen und sich von diesen abgegrenzt.

3.1 Methode der finiten Elemente im Uberblick

Die FEM ist ein in mehreren Ingenieursdisziplinen eingesetztes numerisches Verfahren zur
Simulation physikalischer Zusammenhinge. Die Uberfiihrung eines als partielle Differenzial-
gleichung (PDE) formulierten physikalischen Zusammenhangs in ein numerisch berechenbares

Gleichungssystem fasst Abbildung 3.1 zusammen.

Zusammenhang Multiplikation Schwache
als partielle it Testfunktion Formulierung | Algebraisches

Differenzialgleichung | und partietie | ® gewichtete Residuen| gaewin  |Gleichungssystem

(Starke Formulierung)| 'mesration | o Variationsaufgabe  |Aperoximation

Abbildung 3.1: Schritte vom physikalischen Zusammenhang zum Gleichungssystem [71]

Die dargestellten Schritte werden im Folgenden am Beispiel der Poisson-Gleichung der Elektro-

statik im Vakuum
p =div(D) = gydiv (E) = —godiv (grad (¢)) = —oAp 3.1
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mit dem skalaren elektrischen Potenzial ¢ und der Raumladungsdichte p skizziert [72]. Dabei

gilt (3.1) im Inneren eines zusammenhédngenden Gebietes €, dessen Rand I nicht Teil des
Gebiets ist. Auf einem Randstiick I'p, gelte die Dirichlet-Randbedingung ¢ = ¢y(x), wobei x den
Ortsvektor eines Punktes darstellt. Eine Ergidnzung der Randbedingung ist durch Neumannrand-
bedingungen g—i auf dem Rand I'y moglich. Dabei entspricht —z—ﬁ der Normalkomponente der
elektrischen Feldstirke E mit n als Normale auf dem Rand I'y. Fiirden Rand giltI'p UT'y =T

und ', NT'y = . Die Multiplikation von (3.1) mit einer Testfunktion v, die auf dem betrachteten
Gebietsrand I' verschwindet und eine anschlieende Integration iiber Q ergibt

f (A¢ + ﬁ)vdg -0, (3.2)
Q &0

falls ¢ eine Losung ist (Methode der gewichteten Residuen). Die partielle Integration mittels
des Green’schen Satzes ergibt das schwach formulierte Randwertproblem

—fgradgo - grady dQ +f a—"avdl" - ﬁde =0.
a ry On

(3.3)

Q €0
Die gesuchte GroBie ¢ kann prinzipiell mit verschiedenen Ansatzverfahren, wie der Kollokati-
on, der Fehlerquadratmethode, dem Rayleigh-Ritz-Ansatz oder der gleichwertigen Galerkin

Approximation angendhert werden [73]. Dabei wird eine Linearkombination unabhéngiger
Formfunktionen »; mit den Koeflizienten ¢; genutzt, um die gesuchte Grof3e

o= Y ol (34)
i=1

zu beschreiben. Unter anderem lassen sich bei der Galerkin-Methode die Formfunktionen N;

auch als Testfunktion v nutzen. Fiir eine moglichst genaue Approximation wird das betrachtete
Gebiet Q in eine endliche Anzahl deformierter Referenzelemente Q, mit 1 < e < E zerlegt.

Abbildung 3.2 zeigt beispielhaft eine die Zerlegung eines zweidimensionalen Gebiets unter
Verwendung linearer Dreiecke.

Abbildung 3.2: Modellierung und Diskretisierung einer Geometrie
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Dabei ist die hier angewendete Diskretisierung D := Q; ... Qg zulidssig, falls Q, offene Dreiecke
sind, die den Rand nicht beinhalten. Zudem ist Q, disjunkt und fiir e # j entsprechend
Q, N Q; = P zu wihlen. Fiir Q = |J,Q, mit e # j ist dabei Q, N Q; entweder leer, eine
gemeinsame Seite, Kante oder Ecke der Elemente Q,, Q;. Dabei wird impliziert, dass Q
Polygongestalt hat [74].

Fiir die erzeugte Diskretisierung D sind die Formfunktionen N; fiir die Referenzelemente zu
wihlen. Gebrauchlich sind knotenbasierte Formfunktionen fiir skalare Felder und kantenbasierte
Formfunktionen fiir Vektorfelder. Die gesuchten Koeffizienten werden dabei entweder den
Knoten oder den Kanten zugeordnet [75]. Die Formfunktionen gelten als konform, wenn der
Ubergang zweier Elemente C* stetig ist. Der Exponent a stellt dabei den Grad der Ableitung
dar, fiir den die Stetigkeit der Losung sichergestellt ist. Unterscheiden sich das Polynom
zur Diskretisierung der Geometrie und die Formfunktion bei der Berechnung, so wird dabei
zwischen sub-, iso- oder superparametrischen Elementen unterschieden. Diese Unterscheidung
ist bei der Interpretation der berechneten Ergebnisse zu beachten [76]. Beispielsweise fiir runde
Korper entstehen durch die endliche Anzahl E der deformierten Referenzelemente Fehler.
Die Qualitit einer Diskretisierung lésst sich anhand verschiedener Fehlerindikatoren vor der
Losung und mittels Fehlerschitzern nach erfolgter Berechnung bestimmen [77, 78]. Eine
Beriicksichtigung der Qualitét in Form einer adaptiv angepassten Diskretisierung wirkt sich
positiv auf die Robustheit der Losungsfindung, die Qualitit der Losung und die Effizienz der
Berechnung aus [79].

Einsetzen von (3.4) in (3.3) fiihrt bei elementeweiser Betrachtung und gegenseitiger Auslo-

schung der Randintegrale zu

- Zf &o grad (N,,) - grad (N/e) dQ ¢, — f PpN;dQ =0 mit j=1...n 3.5)
=1 Y Q.

Anschaulicher ist die Betrachtung mittels des Ritz-Ansatzes. Dabei wird genutzt, dass die
Losung vieler Randwertaufgaben gleichzeitig Losung der zugehorigen Variationsaufgabe ist.
Das betrachtete Funktional beschreibt die Energie W, die hier die Energie des elektrischen

Feldes Wg und der einer Ladungsverteilung Wy, beriicksichtigt. Es ldsst sich als

1
W=Wg+W,= o fg ((grade)® - 2pp) dQ2 (3.6)

beschreiben. Die Berechnung des Minimums dieses Energiefunktionals mittels (3.4) fiihrt
ebenfalls auf (3.5). Die dabei durchzufiihrende Integration erfolgt numerisch unter Auswertung
der GauBpunkte, die definierte Punkte innerhalb des Referenzelement Q. darstellen. Dies
ermoglicht eine Darstellung von (3.5) in Matrixschreibweise als

Ku=r. 3.7
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Vorausgesetzt wird, dass K und r unabhéngig von u sind. Dabei entsprechen die abhingigen
Variablen u dem gesuchten Potenzial ¢ an den Stiitzstellen der Funktion N; und r der Summe
der im Element Q, befindlichen Ladung Q. Eine Beriicksichtigung zusitzlicher Ladungsquellen
fiihrt zu einer Modifikation des Lastvektors r. Zur Beriicksichtigung einer Polarisation (& = g&,)

ist hingegen eine Anderung der Systemmatrix K erforderlich.

Die Systemmatrix K hat dabei die Eigenschaft schwach besetzt zu sein, da jedes finite Element
nur wenige direkte Nachbarelemente hat. Zudem ist die Systemmatrix quadratisch, symme-
trisch und hat bei entsprechender Nummerierung der Freiheitsgrade eine Bandstruktur, die
sich zur effizienten Speicherung nutzen lédsst [80]. Die Konditionszahl der Systemmatrix K,
entsprechend dem Verhiltnis zwischen grofitem und kleinstem Eigenwert von K ist grof (Erfah-
rungswerte: 102 ... 10°). Derartige Gleichungssysteme gilt es zu vermeiden, da kleine Fehler
in der Systemmatrix zu groen Fehlern im Losungsvektor fithren. Zudem bedeutet eine grofe

Konditionszahl ein schlechtes Konvergenzverhalten bei iterativen Losungsverfahren [81].

Das Gleichungssystem ist beispielsweise mit dem iterativen Newton-Verfahren

‘P[m] _ (P[x] + ]*1 (tp[“'])f(q:m), (3.8)

mit f entsprechend (3.5), s als Iterationszihler und ¢!” als beliebiger Startwert berechenbar.
Die invertierte Jacobimatrix J ' beinhaltet dabei die partiellen Ableitungen von f nach den
gesuchten GroBen ¢, mit m = 1...n. Um die Berechnung von J 2 vermeiden, wird der

Rechenschritt Ap!*! eingefiihrt, sodass mit

](‘P[xJ)A(p[sJ =—f ((pm) 3.9)

iterativ die Losung von @t = ¢ls) + Agl*! bestimmbar ist. Die Berechnung wird nach

k Iterationen beendet, wenn fiir den Restfehler €
€> [l — 1)) (3.10)

gilt [82]. Fiir eine lineare Fragestellung f mit null als Startwert ¢!% ergibt sich der Zusam-
menhang (3.7). Dabei ist die Systemmatrix K gleich der Jacobimatrix J(0), der Lastvektor r
gleich f (0) und die abhéngigen Variablen u entsprechen dem einzigen Rechenschritt Ap!®! an
den Stiitzstellen der Funktion N;. Die Beriicksichtigung nicht linear von ¢ abhéangiger Ladun-
gen Q(p) bedeutet eine Anderung innerhalb von r und somit auch von f. Eine Beriicksichtigung
nicht linearer Materialparameter, wie &,(¢) fithrt zu einer Anderung in K. Lésst sich die parti-
elle Ableitung % bestimmen, so wird diese Anderung in J beriicksichtigt. Zudem erfolgt die

Beriicksichtigung des linearisierten Materialparameters in f.
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3.2 Gekoppelte Simulationen

Werden in einer Simulation physikalisch- oder berechnungsbedingt mehrere Systeme zusammen
untersucht und beeinflussen sich diese gegenseitig, so ist von einer gekoppelten Simulation die
Rede. Dabei handelt es sich immer um die Losung einer Mehrfeldfragestellung, bei der sich
einzelne Feldvariablen identifizieren lassen, die unterschiedlich diskretisiert werden konnen [83].
Die Kopplung zweier Feldsimulationen ist auf mehrere Arten moglich. Angelehnt an [84] teilt
Abbildung 3.3 die Kopplungen in zeit- und raumbasierte Kopplungen auf. Zusitzlich sind

Kombinationen mehrere dieser Kopplungen géngig.

Kopplung

Ort

Knoten
z.B. Schaltungen

transient harmonisch Raum Rand
(kausal) || z.B. Kleinsignal || z.B. Interdisziplinr || z.B. FETI

2%

unidirektional

bidirektional

|
| schwache Kopplung | [ starke Kopplung |

Abbildung 3.3: Umsetzungen von Kopplungen zweier Teilsimulationen (angelehnt an [84])

Zeitbasierte Kopplungen stellen eine Beziehung zwischen einer Simulation zu verschiedenen
Zeitpunkten dar. Da es sich bei einer Betrachtung technischer Vorgdnge um kausale Zusam-
menhinge handelt, erfolgt die Kopplung transienter Vorginge immer unidirektional von der
Vergangenheit in die Zukunft. Bei einer Kopplung verschiedener Frequenzen, wie beispiels-
weise bei einer Kleinsignalanalyse, treten auch bidirektionale Kopplungen auf. Ortsabhédngige
Kopplungen sind Einfliisse verschiedener Gebiete aufeinander. Dies ist an definierten Knoten,
wie beispielsweise bei einer Betrachtung diskreter Bauteile bei einer Schaltungssimulation,
moglich. Zudem existieren Kopplungen zwischen aneinander grenzenden Gebietsriandern, wie
bei der Berechnung mittels Gebietszerlegung (siehe Kapitel 3.2.4). Auch innerhalb tiberlappen-
der Gebiete treten Kopplungen auf, wie dies beispielsweise bei interdisziplindren Simulationen
der Fall ist. Diese analysieren verschiedene sich gegenseitig beeinflussende physikalische
Effekte und deren Wechselwirkung. Die betrachteten Grofen sind dabei den jeweiligen In-
genieursdisziplinen zugeordnet. Ein Beispiel stellt die Auswertung von elektro-thermischen
Fragestellungen dar, wobei das elektrische Potenzial ¢ zur Disziplin der Elektrotechnik und die
Temperatur 7' der Thermodynamik zugeordnet werden. Dabei sind allen ortsabhidngigen Kopp-
lungen sowohl uni- als auch bidirektionale Kopplungen moglich und lassen sich als gerichtete

Graphen entsprechend Abbildung 3.4 darstellen.
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Simulation 1 H Simulation 2 I | Simulation 1 L:’I Simulation 2 |

Abbildung 3.4: Darstellung der Kopplung als Graph (unidirektional links, bidirektional rechts)

~ 01
Die Adjazenzmatrix C einer unidirektionalen Kopplung zweier Feldsimulationen ist [0 O]' Die

unidirektionale Kopplung von n Feldsimulationen ist dabei stets eine 1 : n Beziehung. Dabei
werden Feldgrofien ausschlieBlich in einer Feldsimulation berechnet und liefern einen Beitrag

zur Berechnung der gekoppelten GroBen. Die Adjazenzmatrix C einer bidirektionalen Kopplung

1
ol Kopplungen von drei und mehr Teilsimulationen setzen sich

0
zweier Feldsimulationen ist L

aus den in Abbildung 3.4 gezeigten Kopplungen zusammen, wobei nicht alle Teilsimulationen
untereinander gekoppelt sein miissen. Kopplungsabhingig weist der Graph dabei auch hingende
Knoten, Kreise oder Schleifen auf. Die in Abbildung 3.3 dargestellten Kopplungen werden im
Folgenden niher betrachtet.

3.2.1 Stark oder schwach gekoppelte Simulationen

Bei einer Kopplung zweier Teilsimulationen wird zwischen einer starken oder schwachen
Kopplung unterschieden [85]. Diese mogliche Unterscheidung richtet sich nach dem Einfluss

der Losung der beiden Teilsimulationen aufeinander.

o FEine starke Kopplung liegt dann vor, wenn die Losung beider Teilsimulationen signifikant
von der Genauigkeit der anderen abhingt.
e Von einer schwachen Kopplung ist die Rede, falls die Anderung der Losung durch eine

Beriicksichtigung der Teillosung gering ist.

Die schwache Kopplung trifft stets auf unidirektional gekoppelte Systeme zu, da eine der
Teillosungen keinen Einfluss auf die andere hat. Ein Beispiel hierfiir ist die Simulation eines
kausalen Systems zu verschiedenen Zeitpunkten. Ein Beispiel fiir die starke Kopplung stellt die
Fluid-Struktur-Kopplung einer schwingenden Wassersiule in einem elastischen Rohr dar [86].
Folglich wird eine Gewichtung der Kopplung unter Beriicksichtigung der gewihlten abhéngigen
Variablen, der Materialparameter und den Werten der Kopplungsparameter notwendig. Dass
diese Gewichtung subjektiv ist, wird im Fall einer nicht linearen Kopplung deutlich, bei der
sich Kopplungsparameter startwertabhéngig verdndern [83]. Aus Griinden der Vollstdndigkeit
wird darauf hingewiesen, dass es sich im Fall einer Gebietskopplung um eine lineare Kopplung
handelt, sodass hier die Unterscheidung in stark und schwach gekoppelte Systeme moglich ist.

In [84] wird daher eine rein numerische Definition der Begriffe vorgeschlagen. Dabei ermoglicht
eine numerisch schwache Kopplung im Gegensatz zur starken Kopplung eine sequenzielle

Losung. Im Folgenden wird ausgehend von dieser Definition ein Agentensystem entwickelt, das

20

216.73.216.60, am 24.01.2026, 01:47:11. © Urheberrechtlich geschiitzter Inhalt 2
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186469205

schwach gekoppelte Simulationen verteilt berechnet. Stark gekoppelte Simulationen werden

von einem einzelnen Softwareagenten bearbeitet.

3.2.2 Zeitliche Kopplungen

Sollten statt der in (3.7) betrachteten stationdren Differenzialgleichung auch zeitabhéngige
GroBen, wie beispielsweise die zeitabhéngige elektrische Volumenladungsdichte p(¢) die Ver-
schiebungsstromdichte % beriicksichtigt werden, ist dies im quasistationdren Fall durch Losung
von

Ku+Maa—l;:r 3.11)
moglich. Dabei beinhaltet die Massenmatrix M die Koeffizienten, die sich bei der Galerkin-
Approximation fiir den zeitabhidngigen Anteil ‘?9—': ergeben. Analog zu K und r wird auch hier fiir
M vorausgesetzt, dass sie unabhéngig von u ist. Zur Vollstandigkeit sei die Klasse der steifen
Probleme erwihnt, bei der kleine Anderungen innerhalb eines Zeitschritts grofe Anderungen
der zeitabhingigen Losung bewirken [87, 88]. Eine Besonderheit stellen zeitharmonische

Vorginge dar. Die komplexe Betrachtung der frequenzabhéngigen Losungsvariablen u mit

(K +joM)u=r (3.12)
& rjer)

K

ermoglicht eine stationédre Berechnung. Dasselbe gilt fiir im Frequenzbereich ausgewertete
Zusammenhinge, die sich dort durch das Zusammenwirken mehrerer Frequenzen beschreiben
lassen. Eine Anwendung dessen stellt die multiharmonische Betrachtung transienter Vorginge

dar [89, 90]. Dazu werden die Losungsvariablen u durch Fourierreihen approximiert und als

N N
) 1 ) .
— L okt | _ T . wkt —jwkt
u-iR(Zuk o ]_2Z"k (et + emiok) (3.13)
k=0 k=0
mit R als Operator zur Berechnung des Realteils dargestellt. Angenommen wird dabei, dass
die abhédngigen Variablen u reell sind und die Betrachtung von N harmonischen Frequenzen
ausreicht [91]. Die Anregung selbst sowie die physikalischen Gleichungen werden mittels

Fouriertransformation

n f’ okt g 1firk=1 (3.14)
W =- u-e t n .
T Ji=0 2 sonst

in den Frequenzbereich tiberfiihrt und dort berechnet. Die Periode des Signals ist 7 mit w = 27”
Die Riicktransformation des frequenzabhingigen Ergebnisses ergibt die Losung im Zeitbereich.

Diese Herangehensweise ermoglicht eine Systemanalyse ausgehend von den N verschiedenen
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Frequenzen der Fourierreihenapproximation. Zudem wird fiir relativ schwach nicht lineare
Zusammenhénge der physikalischen Gleichungen eine Ersparnis an Rechenzeit und eine Re-
duktion des Ressourcenbedarfs erreicht [89, 92].

3.2.3 Raumbasierte Kopplungen

Raumbasierte Kopplungen erméglichen es, Felder verschiedener ortsabhingiger Variablen u
und deren Wechselwirkung in einer Simulation zu betrachten. Sie sind sowohl innerhalb einzel-
ner Disziplinen als auch, bedingt durch angrenzende Effekte, diszipliniibergreifend anzutreffen.
Am Beispiel eines stationdren elektrischen Stromungsfeldes, das aufgrund der Stromwérme g
eine Quelle einer thermischen Simulation darstellt, wird die Mehrfeldkopplung im Folgenden
exemplarisch erldutert. Unter Beriicksichtigung der temperaturabhingigen elektrischen Leitf4-
higkeit «(T') ergibt sich dabei eine bidirektionale Mehrfeldkopplung. Das Stromungsfeld wird
hier durch eine FEM-Simulation des elektrischen Potenzials ¢ berechnet und mit einer FEM-
Simulation der Temperatur gekoppelt. Der physikalische Zusammenhang einer stationiren

thermischen Betrachtung ist die Wiarmeleitungsgleichung
div (k, grad(T)) = ¢ (3.15)

mit der thermischen Leitfdhigkeit x, und der Wirmequelldichte g. Analoges Vorgehen zu

Kapitel 3.1 liefert fiir lineare isotrope Materialien

Z f k grad (Ny,) - grad (N,) dQ T;, = f gN;odQ. (3.16)
i=1 Y Q.

Die Quelldichte der Energieflussdichte div (S) = —J - E beschreibt im stationiren Fall die
Leistungsdichte der Stromwirme [93]. Fiir die Wirmequelldichte ¢ gilt daher

q=J-E=«E-E = «k(grad (¢))*. (3.17)

Einsetzen von (3.17) in (3.15) liefert eine nicht linear und unidirektional gekoppelte Beschrei-

bung der Zusammenhinge
div (k; grad (T)) = k(grad (¢))* + qo. (3.18)
Der aufgrund der Kopplung in (3.16) zusitzlich zu beriicksichtigende Quellterm ist

f k (grad (¢))* - N, dQ. (3.19)
Q.
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Die temperaturabhingige elektrische Leitfdhigkeit «(T') beeinflusst lediglich die existierende

schwache Formulierung des elektrischen Potenzials ¢ entsprechend
Z f K(T) grad (N;,) - grad () dQ ;. = 0. (3.20)
=1 Y

Hierbei wird von einer stationédren Stromdichte J ohne Wirbelstrome (rot E = 0) in einem
Medium mit der elektrischen Leitfahigkeit x ausgegangen. Sowohl in (3.19) als auch in (3.20)
ist zur Berechnung die Koppelgrofe als eine Linearkombination aus Formfunktionen und
Koeffizienten fiir die gekoppelten GroBen entsprechend (3.4) zu wihlen. Die entstandenen
zwei Teilsimulationen lassen sich bei jeweiliger Berechnung mittels des Newton-Verfahrens

entsprechend (3.9) allgemein als

Simulation 1:  J; Au; = —f,

imulat J 3.21)
Simulation 2:  J, Au, = —f,

mit den abhingigen Variablen u;, = u(lo) + ZLI Au(I") und analog u, beschreiben. Da zu beriick-

sichtigende Quellen, Randbedingungen oder Materialeinfliisse Abhédngigkeiten voneinander
aufweisen, ist eine Berechnung beider Teilsimulationen unter gegenseitiger Beriicksichtigung
der Ergebnisse sinnvoll. Eine Unterscheidung der zur Kopplung verwendeten Materialparameter
und Quellen in linear und nicht linear ist dabei analog zu ungekoppelten Simulationen moglich.
Da die Kopplungen zudem modellspezifisch verschieden stark ausgeprégt sind, werden in der

Praxis hédufig Kopplungen nur unidirektional beriicksichtigt.

Die Diskretisierung beider Simulationen ist unter Beriicksichtigung der Anforderungen der
jeweiligen Teilsimulationen empfehlenswert [94]. Dabei gilt es, Anforderungen der Materialien,
der Randbedingungen und der physikalischen Zusammenhinge zu beriicksichtigen, sodass
verschieden aufwendige Teilsimulationen entstehen. Neben den in Kapitel 3.3 beschriebenen
Vorteilen verschiedener Diskretisierungen wird auch eine Nutzung bestehender ergebnisbezoge-
ner Fehlerschitzer zur Verfeinerung der Diskretisierung moglich. Allerdings sind aufgrund der
Kopplung auch Werte der anderen Teilsimulation zu beriicksichtigen. Zu deren Bestimmung
werden unterschiedliche Interpolations- und Projektionsverfahren eingesetzt, die abhéingig vom
Verhiltnis der Diskretisierungsdichte unterschiedlich stark fehlerbehaftet sind [95-97]. Eine
mogliche Alternative stellt die einheitliche Vernetzung unter Beriicksichtigung aller Anforderun-
gen dar. Dieser in der Praxis hidufig anzutreffende Fall erfordert aufgrund der widerspriichlichen

Anforderungen jedoch Kompromisse zur Optimierung der Diskretisierung.

Eine Beschreibung moglicher Losungsarten von (3.21) erfolgt in Kapitel 3.3. Weitere Beispiele
fiir feldgekoppelte Anwendungen finden sich in [83, 98] und [71].
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3.2.4 Gebietskopplungen

Werden in einer Simulation zwei Gebiete €, gemeinsam betrachtet, so ist von einer Si-
mulation gekoppelter Gebiete die Rede. Historisch gesehen, werden gekoppelte Teilgebiete
erstmals 1869 in einem Algorithmus von Schwarz betrachtet [99]. Der heute als alternieren-
des Schwarz-Verfahren bezeichnete Algorithmus besteht aus einem abwechselnden Losen
eines Dirichlet-Problems innerhalb zweier tiberlappender Teilgebiete. In dem vorangegangenen
Berechnungsschritt ermittelte Werte werden dabei als Randbedingungen und in Form von
Startwerten in den im Anschluss folgenden Rechenschritten beriicksichtigt [100]. Diese Vor-
gehensweise ist heute Bestandteil der Klasse der Gebietszerlegungsverfahren, die inzwischen
in einer Vielzahl an numerischen Verfahren eingesetzt werden [99, 101]. Dabei wird eine
Simulation zu Beginn in Teilsimulationen zerlegt. Diese Teilgebiete werden dann abhingig
vom jeweiligen Verfahren bearbeitet. Die Losung der gekoppelten Fragestellung ist die, bei der
eine gemeinsame Losung auf den Ridndern aneinander grenzender Teilgebiete existiert und die
eine giiltige Losung innerhalb der Teilgebiete enthélt. Dabei sind Gebietskopplungen aufgrund
der Stetigkeit der abhéngigen Variablen lineare Kopplungen.

Eine Unterscheidung der existierenden Algorithmen ist anhand mehrere Charakteristika mog-
lich, wobei diese in verschiedenen Kombinationen auftreten und so jede Unterscheidung eine
Berechtigung hat [102]. Ein Beispiel ist die Betrachtung der Zerlegungen in Teilgebiete anhand
von Knoten, Kanten oder Elementen der Diskretisierung. Alternativ ist eine Unterscheidung
anhand der GroBe des Uberlappens der Teilgebiete moglich. Auch eine Unterscheidung an-
hand der Verarbeitung der Werte an den Schnittstellen zwischen den Gebieten, beispielsweise
mittels des Schurkomplements S oder auf Grundlage von Lagrange-Multiplikatoren A, ist mog-
lich [102, 103]. Abschlielend sei auch die Charakterisierung anhand der Art der Berechnung

der Teilsimulationen (direkt oder iterativ) genannt [100].

Anwendungen der Gebietskopplung sind vielfiltig, sodass die hier angefiihrten Beispiele dazu
dienen, die Moglichkeiten eines dynamischen Berechnungssystems unter Beriicksichtigung der
Gebietskopplungen zu verdeutlichen. Eine Anwendung ist die Abstraktion von Modellen, bei
der ein Simulationsmodell stiickweise um weitere Simulationsteile erweitert wird. Diese Erwei-
terung kann angelehnt an den Entwicklungsprozess eines Bauteils mit mehreren Baugruppen be-
trachtet werden. Elektrotechnische Beispiele stellen Schaltungssimulationen [104—-106] dar. Da-
bei setzt sich die Funktion einer Schaltung aus im Vorfeld bestimmten Ubertragungsfunktionen
verschiedener Bauteile zusammen, die sich beispielsweise mittels der FEM bestimmen lassen.
Die Vernachlissigung des Einflusses anderer Bauteile auf einzelne Ubertragungsfunktionen
(unidirektionale Kopplung) macht modellabhingig eine zusitzliche Untersuchung der elek-
tromagnetischen Vertriglichkeit (EMV) der Schaltung notwendig (bidirektionale Kopplung).
Diese stellt eine weitere Anwendung der gebietsgekoppelten FEM dar. Auch ist die Kopplung
einer Schaltungssimulation und der FEM an definierten Knoten, beispielsweise iiber die Gro-
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Ben des elektrischen Stromes / und der elektrischen Spannung U, moglich. Weitere Beispiele
stellen Mehrfeldsimulationen dar, falls in Teilgebieten verschiedene zugrunde liegende physi-
kalische Zusammenhinge betrachtet und iiber die Rdnder gekoppelt werden. Dies hat sich in
Kombination mit verschiedenen numerischen Berechnungsmethoden und deren im Folgenden

beschriebenen Kopplung als numerisch hilfreich erwiesen [72].

3.2.5 Methodenkopplungen

Bisher wurde zur Simulation der physikalischen Zusammenhinge lediglich die FEM betrach-
tet. Werden verschiedene Methoden genutzt, um berechnete Gebiete oder Felder miteinander
zu koppeln, so lisst sich von Methodenkopplungen sprechen. Einen Uberblick iiber beste-
hende Methoden zur Berechnung elektromagnetischer Simulationen gibt [107]. Griinde zur
Nutzung mehrerer Methoden ergeben sich aus den methodenspezifischen Eigenschaften, wie
beispielsweise Schwierigkeiten der FEM bei der Betrachtung offener Gebiete oder dem hohen
Diskretisierungsaufwand [71].

Dass eine Kopplung verschiedener Methoden vorteilhaft bei der Berechnung ist, zeigt beispiel-
haft die gekoppelte Berechnung einer Fluid-Struktur-Wechselwirkung [108] und die Betrach-
tung der Funktionsweise eines elektromechanischen Relais [109]. Die Methodenkopplung wird
hier erwéhnt, da sie einen konzeptionellen Einfluss auf das in Kapitel 4 dargestellte Agenten-
system hat. Zudem konnte die Kopplung der FEM mit der Randelementmethode (BEM) im
Zusammenhang mit dem Agentensystem zielfithrend zur Berechnung einer elektromagnetischen
Welle eingesetzt werden [110, 111].

3.3 Gleichungssystemloser

Bei der Losung einer Fragestellung, die uni- oder bidirektionale Kopplungen beinhaltet, wird
zwischen zwei Losungsstrategien unterschieden [112, 113]. Die erste Strategie berechnet die
Fragestellung an einem Stiick (monolithisch). Entsprechend wird ein einzelnes Gleichungssys-
tem aufgestellt und gelost. Die zweite Losungsstrategie betrachtet Teilsimulationen getrennt
voneinander und beriicksichtigt Kopplungen iterativ und je Rechenschritt linearisiert. Da beide

Strategien in dieser Arbeit zum Einsatz kommen, werden diese im Folgenden eingefiihrt.

3.3.1 Monolithische Loser

Fiir zwei gemeinsam berechnete Simulationen entsprechend (3.21), wird bei der monolithischen

Losung ein Gleichungssystem
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.71| .712 Au,y _f]

T - (3.22)
Jor Jxn||Au, -f>
—_———— ——
7 Ad 7

aufgestellt. Die Kopplungsmatrizen J i, und J»; beinhalten die partiellen Ableitungen der
jeweiligen Simulationen nach den gekoppelten abhingigen Variablen u, und u,. Beispielsweise
entsprechen die Eintrige der Kopplungsmatrix fiir die elektro-thermischen Simulation aus
Kapitel 3.2.3 unter Beriicksichtigung der Wirmequelle g(¢) den partiellen Ableitungen der
schwachen Formulierung nach den Freiheitsgraden des elektrischen Potenzials

f 2kN jograd (Nj,) grad (¢(x)) dQ. (3.23)
Q.
Eine zu JA#i = f iiquivalente Darstellung wird erreicht, wenn der Losungsvektor i@ knotenbezo-
gen formuliert wird. Abbildung 3.5 zeigt die sich unterscheidende Struktur der Jacobimatrix J

fiir zwei bidirektional gekoppelte Teilsimulationen mit je 20 Freiheitsgraden.
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Abbildung 3.5: Monolithische Jacobimatrix J sortiert nach Teilsimulationen (links) und nach
Knotennummern (rechts) mit o als J;, A als J12, V als J»; und e als J»,

Dabei bleibt im Fall der knotenbezogenen Formulierung von # die Bandstruktur des gekoppelten
Problems weitestgehend erhalten. Bedingt durch verschiedene Wertebereiche der verwende-
ten Materialwerte innerhalb der Teilmatrizen sowie der Kopplung verschlechtert sich jedoch
die Kondition der Jacobimatrix J. Eine weitere Auswirkung ist, dass durch die kopplungs-
bedingt verschiedenen Koeffizienten der Teilmatrizen J, und J,; meist die Symmetrie der
Jacobimatrix J verloren geht. Besonders deutlich wird dies im Fall einer unidirektionalen

Kopplung (z.B. J1» = 0). In diesem Fall ist J zudem reduzibel, was bei der Auswahl des
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zur Losung eingesetzten Verfahrens beriicksichtigt werden muss [114]. Bei monolithischer
Betrachtung verschiedener gekoppelter Berechnungsmethoden, wie der BEM und der FEM,
geht die Bandstruktur der Jacobimatrix J ginzlich verloren.

Die Berechnung von (3.22) erfolgt dabei entweder direkt oder iterativ. Direkte Losungsver-
fahren sind Verfahren, die in endlich vielen Schritten die exakte Losung mittels sequenzieller
Elimination von Abhingigkeiten bestimmen. Die Berechnungsverfahren enden, sobald deren
Berechnungsvorschrift erfiillt ist. Direkte Losungsverfahren werden heute meist in unvollstin-
diger Form als Vorkonditionierer eines iterativen Losungsverfahrens oder zur Losung von
kleineren Fragestellungen eingesetzt [114]. Zu ihnen zihlen die Gau3-Elimination (LR), die
Cholesky-Zerlegung (LLT bzw. LDL™) und die QR-Zerlegung nach Gram-Schmidt, Givens
oder Householder. Anwendungsbeispiele stellen die in Kapitel 5 berechneten Simulationen dar.
Orientierung bei der Auswahl eines geeigneten direkten Losungsverfahrens bietet beispielswei-
se Abbildung 3.6. Dabei beriicksichtigte Matrixeigenschaften gilt es im Vorfeld zu bestimmen,

was bei deren Auswertung meist zur Anwendung eines der genannten Verfahren fiihrt.

Diagonalliser

QR-Zerlegung

Tridiagonallaser

Dreieckliser

Bandstrukturlser

Permutierter
Dreieckliser

Diagonale von K
cal und positive 2

War Cholesky

erfolgreich? LU-Zerlegung

Choleskyltser LDL-Zerlegung

Abbildung 3.6: Entscheidungsbaum zur Auswahl von direkten Losungsverfahren [115]
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Iterative Losungsverfahren, wie beispielsweise das Newton-Verfahren aus (3.8), erzeugen
fiir (3.22) eine Sequenz von Vektoren &®), fiir die im Fall einer Konvergenz
i = klim a® (3.24)

gilt. Dabei wird in der Praxis der Startvektor #© hiufig zu null gewihlt und die Berechnung

nach k Iterationen mit einem Restfehler
g> la® —a%m) (3.25)

beendet [82]. Die iterativen Losungsverfahren lassen sich dabei in stationére und nicht stationére
Verfahren unterteilen [116]. Stationidre Verfahren sind Verfahren, bei denen sich der ndchste
Schritt entsprechend

il =Ga® + g (3.26)

berechnen lédsst. Dabei werden die Matrix G und der Vektor g so gewihlt, dass diese unab-
héngig von der Anzahl an Iterationen & sind [116]. Zu den stationédren Verfahren zdhlen im
Besonderen die Splittingverfahren, wie das Jacobi-Gesamtschrittverfahren, das GauB-Seidel-
Einzelschrittverfahren, Relaxationsverfahren, Gebietszerlegungsverfahren und Mehrgitterver-
fahren [117]. Aufbauend auf diesen Verfahren wird im Weiteren die Berechnung im Agenten-
system umgesetzt. Dabei ldsst sich zeigen, dass beispielsweise das Jacobiverfahren fiir einen
beliebigen Startvektor #” und eine beliebige rechte Seite f im Fall einer reguliiren, irreduziblen

und diagonaldominanten Matrix J konvergiert [114].

Die Losungssequenz nicht stationdrer Verfahren lésst sich mittels
a*h = a® 4 O x® (3.27)

beschreiben. Zu unterscheiden ist dabei, dass die Berechnung Informationen beinhaltet, die sich
wihrend jeder Iteration dndern [116, 118]. So stellt @ den Skalierungsfaktor fiir den Suchrich-
tungsvektor X dar. Beispiele fiir nicht stationédre Verfahren sind die Projektionsverfahren, wie
das fiir symmetrische Matrizen geeignete CG-Verfahren oder die Losungsverfahren (F\GMRES
und BiCGStab. Auch diese Verfahren kommen in dieser Arbeit zum Einsatz. Eine ausfiihrliche
Darstellung iterativer Losungsverfahren findet sich in [119]. Hinweise zur Auswahl eines geeig-
neten Losungsverfahrens lassen sich dem Entscheidungsbaum in Abbildung 3.7 entnehmen.
Dabei werden analog zu direkten Losungsverfahren die Eigenschaften der Systemmatrix K
beriicksichtigt. Vor- und Nachteile von iterativen und direkten Verfahren sowie eine Gegeniiber-
stellung, ab welcher Matrixgrofe es effizienter ist, das Gleichungssystems direkt zu berechnen,
findet sich in [120, 121].
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1 Ja " Ja Sind die fduBeren Ja_| Versuche Chebyshev
. Y I g 7 . " »
Ist K symmetrisch? —3 Ist K definit — Eigenwerte bekannt? 1 oder CG
Nein *Ncin *Ncin
Versuche MinRES e
oder CG Versuche CG
A 4

Ja
Ist K transponierbar? —  Versuche QMR

*Nwin
Ist Speicherplatz Ja_| Wersuche CGS oder
sehr begrenzt? Bi-CGSTAB
*Ncin
Versuche GMRES
mit grolfem Neustart

Abbildung 3.7: Entscheidungsbaum zur Auswahl von iterativen Losungsverfahren [116]

Da eine kleine Konditionszahl der Jacobimatrix J von Vorteil fiir die iterative Losung von (3.22)
ist, wird versucht, diese mittels dquivalenter Umformung von (3.22) zu verringern [116].
Dazu werden beispielsweise unvollstindig ausgefiihrte direkte Losungsverfahren oder Ge-
bietszerlegungsverfahren entsprechend Kapitel 3.2.4 genutzt. Erreicht wird mit diesen Me-
thoden eine Beschleunigung und Stabilisierung der beispielsweise nicht stationdren Krylov-
Unterraumverfahren [114]. Auch gelingt ein zusitzliches Parallelisieren der Berechnung auf-
grund erzeugter hierarchischer Strukturen, wie beispielsweise durch eine Gebietszerlegung.

AbschlieBend sei darauf hingewiesen, dass selbst bei bekannter Losung die Auswahl des am
besten geeigneten Losungsverfahrens selten oftfensichtlich ist und héufig heuristisch bestimmt
wird. Existierende Empfehlungssysteme, wie die in [122] und [123] beschriebenen, bendtigen
zu deren Training eine groBe Anzahl dhnlicher Simulationen. Gerade deren Bereitstellung ist

fiir selten auftretende Kopplungen schwierig.

3.3.2 Gestaffeltes Losen

Eine Alternative zum monolithischen Losen zweier gemeinsam betrachteter Simulationen stellt
das gestaffelte Losen dar [124]. Dabei werden die zwei Gleichungssysteme entsprechend (3.21)
unabhingig voneinander aufgestellt und nacheinander berechnet. Abbildung 3.8 stellt den

sequenziellen Losungsverlauf einer gestaffelten Berechnung dar.

Gestaffeltes Losungsverfahren
T Variable 1 > Variable ... =< "oe 2

Nein_J

Ergebnis

Abbildung 3.8: Aufbau eines gestaffelten Losungsverfahrens
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Das Losungsverfahren endet, wenn die Anderungen ¢ in allen Teilsimulationen i kleiner als
eine Toleranz e mit beispielsweise

€ > max & = max [u®* — u5k71)| (3.28)

sind. Andere Kriterien, wie beispielsweise € > max ||| finden ebenfalls Anwendung [125].

Besteht zwischen den Teilsimulationen keine Abhingigkeit, so entspricht der Losungsverlauf
bei sequenzieller Berechnung dem der beriicksichtigten Teilsimulationen. Ist eine Kopplung
zwischen den Teilsimulationen vorhanden, so ist durch die getrennte Betrachtung der Teil-
simulationen keine Berechnung der partiellen Ableitungen nach den gekoppelten Variablen
aus (3.22) mehr moglich. Stattdessen werden die Kopplungen in J und f linearisiert und iterativ
beriicksichtigt. Zum Aufstellen von (3.21) gilt es dabei, Initialwerte der gekoppelten Simulation
bereitzustellen. Im Fall einer unidirektionalen Kopplung der Simulationen gelingt dies durch
eine auf die Kopplung angepasste Reihenfolge der Berechnung. Héngen beispielsweise weitere
Simulationen unidirektional von einer bereits berechneten Simulation ab, so werden diese im
Anschluss berechnet. Analog werden Simulationen, die unidirektional Werte fiir gekoppelte
Simulationen bereitstellen, im Vorfeld berechnet. Fiir bidirektionale Kopplungen und Simulatio-
nen mit Ringabhingigkeiten innerhalb des Simulationsprozesses (Kreise im Kopplungsgraph)
ist die Wahl hinreichend genauer Startwerte notwendig. In der Praxis werden diese héufig als
konstant oder als null angenommen. Entsprechend ist die Reihenfolge, in der gekoppelte Teilsi-
mulationen gelost werden, vom betrachteten Beispiel und dessen Kopplungen abhingig. Sie
gilt es bisher vor Berechnungsbeginn simulationsbezogen statisch zu definieren. Anderungen
in den Kopplungsgroflen werden indirekt iiber Verdnderungen der abhédngigen Variablen im
Konvergenzkriterium ausgewertet. Auch eine parallele Berechnung von Teilsimulationen ist

simulationsabhéngig individuell zu priifen [126].

Bei einem Vergleich des iterativen Ansatzes mit dem monolithischen Ansatz haben die Teilsi-
mulationen beim iterativen Ansatz weniger Freiheitsgrade und sind besser konditioniert [127].
Auch bleiben die Eigenschaften der Jacobimatrizen J, wie beispielsweise die Symmetrie oder
die Struktur der Matrix erhalten, und werden nicht durch die Kopplungsterme beeinflusst.
Jedoch wirken sich Anderungen in der abhiingigen Variablen um wenigstens eine Iteration
verzogert auf die gekoppelte Simulation aus. Dies macht auch fiir lineare Aufgabenstellungen
mehrere Iterationen notwendig [112]. Deutlich wird dies im Fall eines kopplungsabhéngigen
Materialparameters. Bei jeder Berechnungsiteration éndert sich die Matrix K und somit auch J.
Dies macht das erneute Aufstellen von J und f je gestaffelter Losungsiteration notwendig.
Die Anzahl zur Losung notwendiger Iterationen ldsst sich beispielsweise mit dem in [125]
beschriebenen dezentralen Losungsansatz mit zentraler Jacobimatrix verringern. Untersuchun-
gen zu gestaffelt gelosten und nicht linear gekoppelten Teilsimulationen finden sich haufig

im Zusammenhang mit zeitabhéngigen Teilsimulationen [128]. Dabei treten Instabilititen auf-
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grund sich gegenseitig aufschwingender Teilsimulationen und verschiedener Zeitschrittweiten
auf [129]. Modifizierte gestaffelte Losungsansitze ermoglichen jedoch deren Berechnung [113].
Analysen zur Stabilitit der zeitabhingigen Verfahren finden sich in [130] und [131]. Da bisher
eine allgemeingiiltige Theorie zur Konvergenz von gestaffelt 16sbaren Simulationen fehlt [112],
scheitert diese Losungsmethode manchmal unerwartet [113]. Andererseits finden sich in der
Literatur eine Vielzahl an erfolgreich erprobten Losungssequenzen sowie die dazugehorigen
numerischen Modelle [71, 132].

Aus Sicht eines Softwareentwicklers bietet der gestaffelte Ansatz die Moglichkeit einer fle-
xiblen und aufgabenspezifischen Softwareentwicklung. Zudem ermdoglicht er eine einfachere
Wartung, entsprechend dem Stand der Technik in den jeweiligen Disziplinen [71, 126, 133].
Entsprechend werden verschiedene Werkzeuge, mathematische Modelle und Losungsverfah-
ren fiir die Teilsimulation genutzt. Verglichen mit dem monolithischen Ansatz sind zu deren
Kopplung nur geringfiigige Anpassungen der Simulationswerkzeuge notig [125], was eine
kombinierte Nutzung eigener Simulationsbibliotheken als auch der von kommerziellen An-
bietern erlaubt. Bei nicht konformer Diskretisierung auftretende Schwierigkeiten [134] lassen
sich durch die Interpolation von Werten aus gekoppelten Teilsimulationen [95] oder einer
diskretisierungsfreien Wertebestimmung [135] handhaben. Ein weiterer Vorteil des gestaffelten
Ansatzes ist, dass er eine natiirliche Moglichkeit zur Lastverteilung auf verschiedene Rechner
bietet [136]. Allerdings existiert im Vergleich zu monolithischen Losungsverfahren keine Garan-
tie zur Leistungssteigerung. Insbesondere dann nicht, wenn grof3e Datenmengen zwischen den

Simulationen ausgetauscht werden, wie beispielsweise bei volumenbezogenen Grofien [126].

3.4 Berechnungsumgebungen

Bei der softwaretechnischen Umsetzung einer diszipliniibergreifenden Berechnungssoftware
lassen sich zwei prinzipielle Ansitze unterscheiden. Im einen Fall wird genutzt, dass sich
verschiedene physikalische Zusammenhinge durch dhnliche Gleichungen, wie beispielsweise
partielle Differenzialgleichungen, beschreiben lassen. Dementsprechend werden bei der Pro-
grammierung disziplinspezifische Eingabemoglichkeiten bereitgestellt, die intern auf moglichst
allgemeine Gleichungen zuriickgefiihrt und anschlieBend gelost werden. Alternativ lassen sich
unterschiedlich spezialisierte und voneinander gekapselte Programme iiber softwarespezifische
Schnittstellen miteinander in eine zentral organisierte Struktur tiberfithren [137]. Um die am
Ende von Kapitel 3.3.2 genannten Vorteile zu erreichen, ergeben sich fiir eine erfolgreiche

Kopplung verschiedener Simulationswerkzeuge die Anforderungen [19]:

o ciner kooperativen Interoperabilitit, die es ermoglicht, dass verschiedene eigenstindige

Programmteile nebeneinander und miteinander arbeiten konnen,
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einer geringen Quelltextanpassung, die zur Bereitstellung der Schnittstellen zwischen den

Programmteilen erforderlich ist,

eines korrekten Datenaustausches zwischen den Programmteilen unter Beriicksichtigung der

Diskretisierungen, physikalischer Randbedingungen und numerischer Eigenschaften,

o einer dynamischen Anpassungsfihigkeit des Systems auf Zustinde wéhrend der Simulation,

einer Balance zwischen Flexibilitit und Leistungsfiahigkeit der Implementierung [138].

Bedingt durch die Komplexitit der Implementierung kommen hierfiir hdufig abstrakte Pro-
grammieransitze zum Einsatz [139]. Als Beispiele fiir die objektorientierte Programmierung
seien MpCCI und das Functional Mockup Interface genannt, die jeweils eine Schnittstellensoft-
ware zur interdisziplindren Quelltextkopplung bereitstellen [140, 141]. Eine dienstorientierte
Implementierung fiir den Einsatz im Netzwerk ist PDE.MART [18]. Ein mittels Java umge-
setztes Agentensystem zur Verfeinerung der Diskretisierung, das auch eine Gebietszerlegung
beherrscht, wird in [142, 143] vorgestellt. Dabei reprisentieren Agenten analog zu dieser Ar-
beit Rechenressourcen. Diese werden dort einer Zentralinstanz zur Verfiigung gestellt. Eine
Kommunikation der Agenten findet dabei ausschlieBlich mit einer Zentralinstanz statt. Der agen-
tenorientierte Ansatz SciAgents findet Anwendung zur Berechnung mehrerer interdisziplindrer
Wirmequellen, die gebietsabhidngig zweidimensional miteinander gekoppelt werden, um den
Wirmefluss in einem chemischen Reaktor zu berechnen [21]. Der im Folgenden dargestellte
Ansatz wurde unabhingig von SciAgents entwickelt. Er ermoglicht zudem eine Berechnung
verschiedener dreidimensionaler Simulationsaufgaben mit einer bidirektionalen Kopplung der
Disziplinen aufeinander. Auch die dort statisch und zentral durchgefiihrte Aufgabenteilung
erfolgt hier dezentral, dynamisch und angepasst auf die dem jeweiligen System bereitstehenden
Berechnungsressourcen. Zudem lassen sich weitere Rechenressourcen in eine Berechnung
einbinden und von deren Fihigkeiten profitieren. Dies gilt auch dann, wenn es sich um kleine
Simulationsaufgaben handelt. Auch die Bereitstellung individueller Fahigkeiten der Agenten
an das Berechnungssystem, deren funktionelle Gruppierung und dynamische Beriicksichti-
gung bei gekoppelten Simulationen grenzen das im Folgenden entwickelte Agentensystem von

bestehenden Systemen ab.
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4 Softwareagenten-basierte Simulationsumgebung

Nachfolgend wird die Umsetzung eines Softwareagentensystems zur Berechnung von gekop-
pelten interdisziplindren Simulationen beschrieben. Dabei stehen die prinzipielle Realisier-
barkeit der dezentralen Aufgabenteilung, die verteilte Bearbeitung der Teilaufgaben und das
Austauschen der Teilergebnisse zum Ermdoglichen einer Gesamtlosung im Vordergrund. Die
selbststidndige Planung der Zusammenarbeit von Agenten stellt eine eigenstiandige Fragestellung
dar [45], die hier entsprechend entwurfsspezifischer Vorgaben erfolgt. Die Darstellung der
agentenbasierten Simulationsumgebung gliedert sich in drei Abschnitte. Zu Beginn werden die
Architektur des Agentensystems, die Funktionalitit der eingesetzten Softwareagenten und deren
Schnittstellen vorgestellt. Eine Darstellung des Verhaltens der Agenten und deren Vererbung
untermauern den Aufbau und veranschaulichen die Ablédufe innerhalb des Agentensystems.

Der zweite Abschnitt beschreibt den numerischen Berechnungsablauf einer Simulation durch
das Agentensystem. Dazu wird der agentenbasierte Losungsprozess angelehnt an einen monoli-
thischen Losungsansatz dargestellt und damit verglichen. Notwendige Teilsequenzen werden,
ausgehend von der Initialisierung der Berechnung tiber die Kopplung bis hin zur iterativen
Losungssequenz, diskutiert. Zudem wird auf die Wahrnehmung des Losungsprozesses aus
Agentensicht und dessen Umgang mit den zur Kopplung verwendeten Daten eingegangen.
Abgerundet wird der zweite Abschnitt durch eine Betrachtung von Gebiets- und Methoden-

kopplungsverfahren sowie einer auf verschiedene Disziplinen angepassten Diskretisierung.

Der dritte Abschnitt betrachtet das Agentensystem im Hinblick auf die Ausnutzung verfiigbarer
Ressourcen. Dabei wird der Umgang eines Agenten mit der zur Verfiigung stehenden Rechenzeit
und das Ende einer Berechnung dargestellt. Die Ressourcennutzung im Hinblick auf das
Agentensystem wird anhand der Unterscheidung von zentralen und dezentralen Algorithmen
und deren Implementierung am Beispiel eines agentenbasierten Rechenclusters verdeutlicht.

Auch die verzogerte Bereitstellung und der Ausfall von Agenten werden betrachtet.

4.1 Systemarchitektur

Im Folgenden wird die Systemarchitektur des Agentensystems ausgehend von zwei Kategorien
an Anforderungen beschrieben, die es zur Realisierung eines Agentensystems zur Simulation

gekoppelter Fragestellungen zu beriicksichtigen gilt [144].
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Die erste Kategorie beinhaltet Anforderungen an das gesamte Simulationssystem. Um damit die
Berechnung einer Simulation zu ermdglichen, sind die zur Simulation eingesetzten numerischen
Feldberechnungsbibliotheken zu steuern. Zudem ist deren Ausfiihrung wihrend der einzelnen
Phasen einer Simulation zu iiberwachen. Zur Nutzung mehrerer Berechnungseinheiten in dem
Simulationssystem sind deren Zustéinde zu kennen, zu interpretieren und auf diese angepasst zu
reagieren. Dabei wird auf eine Implementierung mittels des monolithischen Programmieran-
satzes verzichtet, der der dltesten Form an Programmen entspriche und aus einer Vielzahl an
Funktionen besteht, die sich gegenseitig aufrufen [145]. Stattdessen wird ein verteiltes System

entwickelt, bei dessen Umsetzung es die folgenden acht Aspekte zu beriicksichtigen gilt [36]:

Nebenldufigkeit, lokale Datenhaltung, Heterogenitit, Fehlerbehandlung, Skalierbarkeit,

Offenheit, Sicherheit und Transparenz.

Diese sind gleichzeitig Anforderungen an das gesamte Simulationssystem, die am Beispiel der
Datenverwaltung transparent werden. So wird bisher ein Simulationsmodell mit der zugehorigen
Modellgeometrie und den Materialbeschreibungen zentral anstatt parallel bereitgestellt. Fiir eine
parallele Berechnung werden zentral meist homogene statt heterogene Arbeitspakete erstellt
und von dort zur verteilten Berechnung beauftragt. Die Bearbeitung aller Teilaufgaben ist
eine Voraussetzung, um ein Ergebnis bereitzustellen. Diese Notwendigkeit der erfolgreichen
Bearbeitung aller Teilaufgaben gilt es wihrend der Berechnung, beispielsweise bei einer

Skalierung des Simulationssystems oder bei der Behandlung von Fehlern, zu beachten.

Anforderungen der zweiten Kategorie beziehen sich auf die zur Umsetzung verwendete Pro-
grammiersprache. Dabei hat die Programmiersprache einen Umgang mit der Komplexitit eines
verteilten Systems sowie der dazu notwendigen Kommunikation zu ermoglichen. Bedingt
durch eine zu erwartende Verarbeitung numerischer Ergebnisse, ist schnell und leistungsstark
mit groen Datenmengen umzugehen. Da bestehende Simulationswerkzeuge in das System
eingebunden werden, sind Schnittstellen zu etablierter Software zu realisieren. Dabei gilt es,
die in Kapitel 3.4 angegebenen Eigenschaften bei der Kopplung von Simulationswerkzeugen

zu beriicksichtigen.

Bestehende Entwicklungsumgebungen fiir Agentensysteme, wie beispielsweise das in Ka-
pitel 2.5 beschriebene JADE, beriicksichtigen weitestgehend die durch die Simulation als
Anwendung entstandenen Anforderungen. Sie ermoglichen die Kommunikation zwischen ver-
teilt ausgefiihrten Softwareagenten, die hier zur Berechnung einer Simulation eingesetzt werden.
Der systembedingt hinzukommende Speicheraufwand je Agent entspricht bei minimalistischer
Auslegung wenigen Kilobyte und fiir die Agentenplattform wenigen hundert Kilobyte [146].
Weitere Hinweise zur Umsetzung von Agentensystemen finden sich in [147] und [148] oder
ergeben sich aus bereits umgesetzten Projekten, wie beispielsweise der Integration betrieblicher

Aufgaben in Chemiewerken [64].
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Innerhalb der Berechnungseinheiten wird der Agent als Abstraktionsebene oberhalb der Ebene
bestehender Simulationswerkzeuge betrachtet. Er ermoglicht im Bedarfsfall die Zusammen-
arbeit mit anderen Agenten innerhalb des Agentensystems sowie den Datenaustausch. Die
Féhigkeiten eines Agenten werden durch die ihm lokal zur Verfiigung stehenden numeri-
schen Simulationswerkzeuge und die Leistungsfihigkeit seiner Hardware bestimmt. Da die zur
Hochstleistungsrechnung eingesetzten Rechenressourcen meist mit Linux-basierten Betriebs-
systemen betrieben werden [5], Anwender Simulationen jedoch héufig auf Windows entwickeln,
erhoht eine einheitliche, betriebssystemunabhingige Laufzeitumgebung fiir die Agenten die
Flexibilitdt des Systems. Die in JADE eingesetzte Programmiersprache Java wird zudem als
Bindeglied zwischen verschiedenen wissenschaftlichen Quelltexten beschrieben [149]. Sie
ist ein Beispiel fiir Programmiersprachen, mit denen sich diese und weitere der genannten
Anforderungen erfiillen lassen. Die Objektorientierung ldsst sich nutzen, um komplexe Zu-
sammenhinge abstrahiert darzustellen (siehe Abbildung 2.1). Eine Parallelisierung von Java
Quelltext ist analog zur Parallelisierung von C-Quelltext mittels MPI in [150] dargestellt und
untermauert die Nutzbarkeit von Java auch fiir rechenintensive Operationen. Zusammenfassend
stellt Abbildung 4.1 eine mogliche Verteilung der Softwareagenten in einem Netzwerk dar.
Dargestellt sind auch die gemeinsame Nutzung von Ressourcen sowie verschiedene Plattformen

zur Ausfiihrung der Agenten.

Kern 1 Kern 3

Kern 2 || Kern ...
\Y \Y%

@ Agent V Gleichungslgser

Abbildung 4.1: Verteilte Agenten auf verschiedenen Systemen [151]

Die Agentenplattform und dessen Verwaltung (der AMS-Agent) hat hier lediglich Kenntnis von
der Existenz verfiigbarer Agenten. Eine Zuteilung von Aufgaben oder Weisungen in Bezug auf
den Ablauf der numerischen Simulation erfolgen nicht. Dies bewahrt die Autonomie der Agen-
ten, sodass alle Entscheidungen entsprechend dezentral getroffen werden. Zudem entspricht dies
dem agilen Projektmanagement wihrend der Bearbeitung einer gekoppelten Simulation inner-
halb eines interdisziplindren Agententeams. Ein Vergleich der Effizienz, der Planungssicherheit
und der Ergebnisqualitit zwischen einem agilen und einem klassischen Projektmanagement
zeigt, dass die Umsetzung eines agilen Managements vorteilhaft ist [152]. Allerdings bedeu-
tet die dezentrale Durchfiihrung einer Aufgabe im Vergleich mit einer moglichen zentralen
Durchfithrung meist einem Anstieg der Bearbeitungsdauer, gerade wenn die Aufgaben starke
Abhingigkeiten aufweisen. Numerisch bestitigt der Vergleich der Konvergenzgeschwindig-

keiten von iterativen asynchronen mit iterativen synchronen Rechenverfahren dies [153]. Eine
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auf die Aufgabe und die Féahigkeiten der Agenten angepasste Aufgabenaufteilung erméglicht
jedoch, flexibel und unter Beriicksichtigung duferer Einfliisse, wie hinzukommende Ressourcen,

Zu agieren.

4.1.1 Agentenbeschreibungen

Im Folgenden wird ein Uberblick iiber die Orchestrierung der zur Simulation eingesetzten
Softwareagenten gegeben. Anhand dessen wird die in Abbildung 4.2 dargestellte Choreographie
der Agenten im Gesamtkontext der Berechnung interdisziplindrer gekoppelter Simulationen

veranschaulicht. Im Anschluss folgt eine detaillierte Beschreibung der dargestellten Agenten.

®,

Agentenumgebung

Modell
Geometrie
Materialien
Netz
Gleichungen

Anwender "
i D Kommunikation |
Il ] Ein- und Auagabe.“l

~ Alternativen

% Berachnungsagent

. ] "I Koordinationsagent

Abbildung 4.2: Aufbau des Agentensystems

Bei der klassischen Simulation wird zu Beginn eine Beschreibung des Modells, bestehend aus
der zu betrachtenden Geometrie, deren Materialien, den auszuwertenden Zusammenhéngen
und der (hier optional) festgelegten Diskretisierung, von einem Anwender vorbereitet und dem
Berechnungssystem iibergeben. Als Empfinger dieser Modellbeschreibung fungiert ein Koor-
dinationsagent (KA). Kapitel 2.1 entsprechend ldsst dieser das Agentensystem fiir Anwender
lokal erscheinen. Der KA analysiert das Modell im Hinblick auf im Agentensystem vorhandene
Fiahigkeiten und prinzipiell mogliche Kopplungen. Anschlielend stellt er das Modell allen
Berechnungsagenten (BA) zur Verfiigung, die im System vorhanden sind, an der Berechnung
der Losung mitarbeiten wollen und dazu in der Lage sind. Alternativ besteht die Moglichkeit,
dass ein Anwender direkt an die BA herantritt und diesen die jeweiligen Teilmodelle zur
Bearbeitung iibergibt. In diesem Fall gilt es dem KA mitzuteilen, welche BA gemeinsam an
der Losung eines Modells arbeiten. Die Berechnung der Teilmodelle sowie deren Kopplung
erfolgt kooperativ und automatisiert durch die BA. Die dezentral erzeugten Ergebnisse werden
dem Anwender iiber Visualisierungsschnittstellen der Agenten oder dateibasiert zur Verfiigung
gestellt. Zusitzlich existiert ein Dokumentationsagent (DA), der dem Entwickler als Ansprech-
partner fiir die Verwaltung der dezentral anfallenden Statusmeldungen und der Verfolgung der

Ressourcenauslastung dient [154].
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4.1.1.1 Koordinationsagent (KA)

Zusitzlich zu den bereits beschriebenen Tétigkeiten eines KA ist dessen Kernaufgabe die Koor-
dination im Agentensystem. Die Koordination behandelt Abhingigkeiten zwischen Aktivititen,
um eine Erhohung der Effizienz von Arbeitsabldufen durch Handhabung bzw. Auflésung von
Konflikten zu erreichen [14]. Ein typisches Merkmal eines kooperativen Koordinationsszenarios
ist es, dass die Fahigkeiten eines Einzelnen fiir eine Gesamtlosung nicht ausreichen und eine
Aufgabe stattdessen innerhalb einer Gruppe, beispielsweise in Form von Teamarbeit, bearbei-
tet wird [36]. Wihrenddessen entstehen Konflikte aufgrund der in Kapitel 3.2 beschriebenen
Kopplungsarten. So macht beispielsweise eine fehlende Disziplinkenntnis einzelner BA deren
Koordination notwendig. Fehlende Methodenkenntnisse machen die Koordination der Aufgaben
innerhalb der Disziplinen notig. Eine Zerlegung der betrachteten Gebiete innerhalb einer Metho-
de ist aufgrund unterschiedlicher Gebietseigenschaften, wie beispielsweise der Materialwerte
oder fehlender Rechenleistung, hilfreich. Sind verschiedene Arten von Parametern wihrend der
Berechnung wihlbar, so ist eine Zerlegung auf Parameterebene moglich. Zur Handhabe der
Koordination wird das in Abbildung 4.3 abgebildete und bisher statische hierarchische Modell

von Koordinationsebenen innerhalb des Simulationsmodells eingefiihrt.

| Simulationsmodell |

Abbildung 4.3: Uberblick iiber die Ebenen der Koordination

Die Hierarchie beriicksichtigt die zur Kopplung notwendige auszutauschende Datenmenge
zwischen den BA fiir eine Iteration. So wird bei der Kopplung verschiedener Disziplinen
der gesamte Losungsvektor, bei der Kopplung von Methoden entweder der gesamte oder
analog zur Gebietskopplung der Losungsvektor am Gebietsrand und fiir eine Parameterauswahl
deren Werte untereinander ausgetauscht. Eine modellbezogene Anpassung dieser Hierarchie ist
abhingig vom Einfluss moglicher Nichtlinearititen vorstellbar. Die Berechnung und die dazu
notwendige Modifikation am jeweiligen Teilmodell finden ausschlieBlich durch die BA statt.
Tritt ein Konflikt nicht auf, so wird auch die entsprechende Koordination unnétig.

Beispielhaft wird der Konflikt des Fehlens eines Simulationswerkzeugs zur vollstindigen
Beriicksichtigung aller Teildisziplinen eines Simulationsmodells betrachtet. Dieser wird vom
KA gelost, indem bei der Analyse des Modells eine Modellbeschreibung erzeugt wird, die es
den BA ermoglicht, Teilsimulationen zu erzeugen und diese miteinander zu koppeln. Ohne diese
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Konfliktlosung wire keine Berechnung des Simulationsmodells moglich. Alternativ wird vom

Anwender erwartet, dass er mehrere Teilmodelle bereitstellt, um den Konflikt zu vermeiden.

Ein anderer Konflikt ergibt sich aus der Frage, welcher BA welches Teilmodell berechnet. Im
Fall einer klassischen Parallelisierung, einiger Gebietszerlegungsmethoden [155] oder bei Lo-
sungsverfahren, wie dem parallelen Quasi-Newton-Verfahren [86], erfolgt eine zentrale Planung
und Zuweisung von Aufgabenteilen. Nimmt der Anwender die Zuweisung der Teilmodelle
manuell vor, tritt der Konflikt nicht auf. Um die Eigenstidndigkeit der Berechnungseinheiten
zu betonen, wird hier ein dezentraler Ansatz verfolgt (siehe Kapitel 2.3). Dieser ermoglicht
es jedem Agenten, jede dafiir befihigte Teilsimulationen zu bearbeiten, wobei lediglich die
Losung des schnellsten noch verfiigbaren BA im Losungsprozess beriicksichtigt wird. Jeder
verfiigbare BA hat so die Moglichkeit, sich entsprechend seiner Fihigkeiten an der Simulation
zu beteiligen oder die Mitarbeit zu beenden, wenn beispielsweise ein Anwender einem BA
andere Aufgaben iibertriagt. Diese Individualitidt der BA stellt eine Besonderheit im Vergleich
zur klassischen Feldberechnung dar. Der KA beteiligt sich nicht an der Berechnung des Mo-
dells und hat lediglich Verwaltungsfunktionen. Er teilt die im System vorhandenen Agenten
anhand Ihrer Fihigkeiten in funktionale Gruppen ein. Dabei greift er auf eine von den Agenten
bereitgestellte Funktionsbeschreibung zuriick. In der Funktionsbeschreibung beriicksichtigte

Eigenschaften sind:

o der Agententyp (KA, BA oder DA),

e berechenbare Disziplinen,

e die zur Berechnung anwendbare Methode,

e ermoglichte Arten der Gebietskopplungen (Dirichlet-, Neumann-, Robin-Randbedingungen),
e anwendbare Losungsverfahren,

o der Auftraggeber der Simulation, sodass mehrere KA im Agentensystem moglich sind,

o der aktuelle Status des Agenten.

Fir die erstellten Gruppen fungiert der KA als Ansprechpartner. Entsprechend hat er eine
Ubersicht iiber alle an der Berechnung beteiligten Agenten. Weiter konnte der KA die Mitarbeit
von BA an Teilmodellen zulassen oder ablehnen, indem er Agenten den Zugang zu funktionalen
Gruppen verweigert. Bedingt durch das Bereitstellen des Modells und die Verwaltung der
funktionellen Gruppen hitte der KA eine Moglichkeit zur Beeinflussung des Losungsprozesses.
Die konsequente Zulassung aller beféhigten Agenten sowie die Bereitstellung der Teilmodelle

an alle BA unterbinden jedoch die zentrale Planung und Steuerung.

Ist eine vollstindige Aufteilung der Teilaufgaben einer Berechnung innerhalb einer Gruppe
erforderlich, wie beispielsweise bei der Gebietszerlegung, so ist dafiir ein Bieterverfahren
umgesetzt. Dabei steigern BA um den Zuschlag zur Berechnung von Teilgebieten anhand einer
einheitlich durchgefiihrten Leistungsbewertung der BA. Vom KA wird lediglich die Eignung
zur Berechnung der Teilsimulation anhand der Funktionsbeschreibung des Agenten iiberpriift.
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4.1.1.2 Berechnungsagent (BA)

Um die Zusammenarbeit von Berechnungseinheiten zu einer gemeinschaftlichen Losung von
Simulationen zu erméglichen, ist eine Kopplung sowohl auf Modell- als auch auf Programm-
ebene moglich [156]. Eine Modellkopplung liegt vor, falls wihrend der Berechnung ein Modell
existiert das alle Disziplinen, Methoden und Teilgebiete beinhaltet. Der hier realisierte Ansatz
entspricht einer Kopplung auf Programmebene. Dabei kommunizieren die Simulationswerkzeu-
ge wihrend der Berechnung miteinander, tauschen berechnete Grofen aus, integrieren diese
in die eigene Berechnung und setzen anschlielend die Berechnung fort. Bei der Umsetzung
von BA als Abstraktion von Simulationswerkzeugen stellt die Interaktion mit dem Simulations-
werkzeug eine der Eigenschaften von Softwareagenten dar (siehe Kapitel 2.2). Die Fahigkeit
des Agenten zur selbststindigen Wahrnehmung von Veridnderungen innerhalb der Umgebung
lasst sich als eine Beriicksichtigung aktueller numerischer Randbedingungen innerhalb der
eigenen Simulation und die Kenntnis iiber den dafiir zustdndigen Ansprechpartner verstehen.
Ausgehend davon zu agieren, entspricht der Agenteneigenschaft der Reaktionsfihigkeit, die
bei der verteilten Berechnung gekoppelter Simulationen eine Voraussetzung zur erfolgreichen
Losung ist. Das Ziel jedes BA, seine Simulation erfolgreich und moglichst schnell zu be-
rechnen und die Moglichkeit dorthin verschiedene Wege zu beschreiten (siche Kapitel 4.3.1),
verdeutlicht die Eigenschaft des zielgerichteten Verhaltens der BA. Die Eigenstdndigkeit und
Verschiedenheit jedes Simulationswerkzeugs sowie der unterschiedlichen Hardware der BA
starken deren Individualitit.

Die in dieser Arbeit als Blackbox betrachteten Simulationswerkzeuge werden von einem BA
jeweils als externes Werkzeug (sieche Abbildung 2.2) eingebunden. Da Simulationswerkzeuge
meist alle bereitgestellten Rechenressourcen nutzen, ist die Verwendung eines BA je Berech-
nungssystem empfehlenswert. Auch groflere Ressourcen, wie beispielsweise ein Rechencluster,
lassen sich exklusiv BA zur Verfiigung stellen. Dessen Verwaltung erfolgt dann durch den BA
selbst. Die Nutzung mehrerer Simulationswerkzeuge durch einen BA macht eine zusitzlich
agenteninterne Rechenzeit- und Datenverwaltung notwendig, sodass hier jedem BA jeweils ein

Simulationswerkzeug zugeordnet ist.

Zum agenteniibergreifenden Datenaustausch sind die Eingabe- und Ausgabeparameter sowie
Parameter zur Steuerung der Simulationswerkzeuge innerhalb des Agenten zu verwalten. Auch
werden Funktionen, die zur Datenaufbereitung fiir verschiedene Simulationswerkzeuge einge-
setzt werden, im Zug der Wiederverwendbarkeit im Agenten umgesetzt. Abbildung 4.4 stellt
eine Auswahl der zum Betrieb des BA notwendigen Parameter der Schnittstelle zu einem Simu-
lationswerkzeug dar. Eine detaillierte Funktionsbeschreibung der Schnittstelle zwischen BA und
Simulationswerkzeug findet in Kapitel 4.1.2.3 statt. Funktionen des BA zum Datenaustausch
mit anderen Agenten sind beispielsweise die Datenverwaltung in Bezug auf Ergebnisdaten oder

zu beriicksichtigende Zwischenwerte. Diese werden detailliert in Kapitel 4.2.4 betrachtet.
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Abbildung 4.4: Parameter der Simulationswerkzeuge

Die in Kapitel 4.1.1.1 beschriebenen Fihigkeiten eines BA werden wihrend dessen Starts
im Agentensystem verdffentlicht und wéhrend der Laufzeit des Agenten aktualisiert. Die
Beschreibung der Fahigkeiten erfolgt abhéngig von den zur Verfiigung stehenden Simulations-
werkzeugen und auf Grundlage einheitlicher Bezeichnungen. Darauf Bezug nehmend analysiert
der KA zu Beginn jedes Simulationsmodell und erstellt die zugehorige Modellbeschreibung. Die
Umsetzung der Modellbeschreibung erfolgt durch eine hierarchische XML-Datei entsprechend
Abbildung 4.5.

Bezeichnung

Vektor

J Kennung |

Abhingige Variablen

Komponenten

Abgeleitete Grofien |

Quellen |

Betrag

Abbildung 4.5: Aufbau der Datei zur Beschreibung der Fahigkeiten eines Agenten

Als Attribute beinhaltet die Modellbeschreibung eindeutige Bezeichnungen der Disziplinen.
Darunter sind deren abhingigen Variablen u, daraus berechenbare abgeleitete Grofen und
zur Feldberechnung nutzbare Quellen detailliert spezifiziert. Beispiele fiir hier implementier-
te abhidngige Variablen sind das elektrische Potenzial ¢, die elektrische Feldstirke E und
die Temperatur 7. Eindeutige Bezeichnungen werden auch zur Beschreibung der Methoden-
und Gebietskopplung angewendet. Ein Vergleich zwischen der Modellbeschreibung und der
Beschreibung der Fihigkeiten eines BA zeigt dessen anwendbare Fihigkeiten innerhalb der
jeweiligen Simulation. Mogliche Kopplungen ergeben sich durch die Bestimmung von Paaren
mit gleicher Bezeichnung von Quellen und abgeleiteten Grofien bzw. abhingigen Variablen

oder durch den Vergleich der Gebietsnummerierung mit angrenzenden Gebietsnummern.

Anwendbare Funktionen eines Simulationswerkzeugs werden beim Entwurf der Schnittstelle
zum Agenten festgelegt. Ob das Simulationswerkzeug und entsprechende Fahigkeiten des BA

genutzt werden, entscheidet der BA autonom und dynamisch wihrend der Berechnung (siehe
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Kapitel 4.3.1.1). Die Mitarbeit eines BA an der Simulation erfolgt auf Grundlage seiner Vermu-
tung einer Befdhigung. Dies ist analog zu einem Simulationswerkzeug zu sehen, bei dem zu
Berechnungsbeginn keine Verpflichtung zur Bereitstellung einer Losung eingegangen wird. Es
wird jedoch versucht, dieses Ziel zu erreichen (Rationalitédt des Agenten). Die Rolle, die ein
BA innerhalb des Losungsprozesses einer Simulation einnimmt, ist so erst nach erfolgreicher
Teilberechnung und im Vergleich mit anderen BA bestimmbar. Entsprechend ist die Rolle
abhingig von der Konfiguration und Zusammensetzung des Agentensystems. Der statische Ent-
wurf moglicher Rollen der BA innerhalb des Losungsprozesses und die zur Laufzeit getroffene
Auswahl entsprechen dem adaptiven Rollenverstéindnis der BA aus Tabelle 2.1. Da der BA als
Abstraktionsebene oberhalb eines Simulationswerkzeugs betrachtet wird, ermoglicht dessen
graphische Oberflache auch eine direkte Interaktion zwischen Anwender und Simulationswerk-
zeug. Diese Interaktion verdeutlicht die Notwendigkeit des adaptiven Rollenverstiandnisses der
BA. Dabei fiihrt eine Simulation, die einem einzelnen BA zu Berechnung iibergeben wird, zu
deren unabhingigen Berechnung und dem aufler Acht lassen moglicher Ergebnisse anderer
BA. Die Belegung der Rechenressource wird dem Agentensystem iiber die Aktualisierung
des Agentenstatus mitgeteilt (Giite der Agenten). Werden hingegen weitere BA mit Teilen der
Simulation betraut, kommt es zur simulationsabhéngigen Kopplung und einer kooperierenden
Rolle des Agenten im System.

Beim Austausch der Ergebnisse wird von der Wahrhaftigkeit der BA ausgegangen. Erwartet
wird, dass Ergebnisse ausgehend von der aktuellen Datenlage berechnet, unverfilscht wei-
tergegeben und vom Empfinger verstanden werden (Ontologie). Voraussetzungen zu deren
Weiterverarbeitung sind ein gemeinsames Referenzkoordinatensystem fiir das Geometriemodell
und die Nutzung der im KA umgesetzten automatisch generierten einheitlichen Modellbeschrei-
bung. Die Beschreibung und die Bereitstellung von Werten und Parametern, wie beispielsweise
der Diskretisierung oder die Auswahl des Losungsverfahrens, erfolgt autonom je BA. Auch
Empfehlungen fiir Kopplungen der jeweiligen Simulation zu anderen Disziplinen, fiir die bisher
kein Modell zur Verfiigung steht, lassen sich agentenspezifisch aus dem Erfahrungswissen
bereitstellen [157, 158].

Nach erfolgreicher Berechnung ist die Visualisierung der numerischen Ergebnisse zur physika-
lischen Interpretation erforderlich. Bei der Visualisierung verteilter Simulationen sind dezentral
berechnete Ergebnisse von unterschiedlich groer Relevanz fiir den auswertenden Anwender. So
sind beispielsweise aus abhédngigen Variablen abgeleitete Werte hdufig nur innerhalb bestimmter
Teilgebiete von Interesse. Eine Moglichkeit ist es, die verteilten Teilergebnisse zu sammeln und
aufzubereiten, wie es beispielsweise durch das Visualisierungsprogramm COVISE erméglicht
wird [159]. Alternativ ist die Auswertung der Teilergebnisse dezentral moglich. Dazu verfiigt

jeder BA iiber die in Abbildung 4.6 dargestellte webbasierte Visualisierungsschnittstelle [160].
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Abbildung 4.6: Webbasierte Visualisierung eines Zwischenergebnisses der ortsabhingig
gekoppelten Berechnung aus Kapitel 5.2.1

Diese ermoglicht dem Anwender die Visualisierung selbst auf mobilen Endgeriten. Voraus-
gesetzt wird die Verfiigbarkeit eines Internetbrowsers. Fiir die Auswertung der Teilergebnisse
durch die berechnende Instanz spricht zudem, dass dort Verfahren zur Nachbereitung des Ergeb-
nisses einfach umsetzbar sind [161]. Fiir das Erzeugen zentraler Ergebnisse spricht eine einfache
gebietsiibergreifende Restfehleranalyse der Ergebnisse. Da diese gerade fiir Gebietszerlegungs-
verfahren wesentlich ist, sammelt im Fall einer Gebietszerlegung ein BA die Ergebnisse der
anderen Teilgebiete und fiigt diese zu einer gebietsiibergreifenden Losung zusammen. Aufgrund
der in diesem Fall gleichen Berechnungseigenschaften der BA ist so auch eine mogliche Wei-
terverarbeitung sichergestellt. Verschiedene numerische Fihigkeiten der BA bei einer Disziplin-
und Methodenkopplung verhindern die Weiterverarbeitung, weshalb hierbei auf eine zentrale

Losung verzichtet wird.

4.1.2 Kommunikationsarten

Innerhalb des Agentensystems treten drei grundverschiedene Arten der Kommunikation auf, die
im Folgenden niher betrachtet werden. Dabei sind alle drei Arten der Kommunikation wesent-
lich, um den Betrieb das Agentensystem zu ermdglichen. Zu Beginn wird die Kommunikation
zwischen dem Menschen als Anwender des Systems und den Agenten betrachtet. Danach wird
die fiir Agentensysteme wesentliche Kommunikation der Agenten untereinander dargestellt,
die zum Betrieb des verteilten Softwareagenten-basierten Simulationssystems miteinander
kommunizieren. Abschlieend wird auf die Kommunikation eines Agenten mit seinem iiber

eine umgesetzte Schnittstelle angeschlossenen Simulationswerkzeug eingegangen.
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4.1.2.1 Mensch - Agent

Um als Anwender des Simulationssystems Anwendungsschritte auszufiihren, ist ein Dialog
mit dem Rechner zu fithren [162]. Innerhalb des Dialogs werden die bendtigten Parameter
bereitgestellt, um anschliefend Methoden zu deren Verarbeitung auszufiihren. Dabei beinhalten
die fiir den Dialog notwendigen Benutzungsschnittstellen alle Bestandteile, die fiir den Anwen-
der notwendig sind, um bestimmte Anwendungsschritte zu erledigen [163]. Fiir das verteilte
Simulationssystem als reines Softwaresystem gilt es, entsprechende Benutzungsschnittstellen
zu schaffen, die eine Ein- und Ubergabe aller Einstellungen und Daten erméglichen. Dabei
werden die Interaktionselemente einer graphischen Benutzeroberflidche eingesetzt [162, 164].
Da entsprechend Abbildung 4.2 bei jedem Agenten eine Interaktion mit dem Anwender moglich
ist, sind hier an die Gebrauchstauglichkeit (usability) angepasste graphische Benutzeroberfla-
chen umgesetzt, die den Losungsprozess ermoglichen. Wihrend bei einem BA Dialoge zur
numerischen Berechnung der Teilsimulationen, zur Auswertung und zur Visualisierung der

Ergebnisse im Vordergrund stehen, sind es bei einem KA Dialoge zur Koordination.

4.1.2.2 Agent - Agent

Bei der Kommunikation der Agenten untereinander handelt es sich um eine M2M Kommunika-
tion. Dabei kommunizieren verteilte Einheiten desselben Typs iiber ein Netzwerk miteinander
und erméglichen so Anwendungen zum Uberwachen und Steuern verteilter Prozesse [165]. Der
Aufbau eines typischen M2M Systems ist in Abbildung 4.7 abgebildet.

< M2M Vorver- M2m Unternehmens-
N etzwel 5 - M
ObjedH Gerat )| I arbeitung| |Anwendung prozess
- Wahrmehmung und Manipulation — Kommunikation

Abbildung 4.7: Aufbau eines auf der M2M Kommunikation basierenden Systems [165]

Dabei stellt hier die M2M Anwendung die interdisziplindre Simulationsumgebung dar [166].
Diese ist einem Unternehmensprozess zugeordnet, beispielsweise der Produktentwicklung. Die
einbezogenen Objekte entsprechen den verschiedenen Simulationswerkzeugen, die iiber einen
BA (M2M Gerit) und dessen Kommunikation iiber das Netzwerk zusammenarbeiten, um die
Simulationsergebnisse bereitzustellen. Eine Vorverarbeitung findet beispielsweise in Bezug
auf die Verwaltung der BA in den KA oder im Hinblick auf ausgetauschte Daten im BA statt.
Bei einem Vergleich zwischen einer verteilten und einer zentralistischen Software kommt es
verteilt zu kommunikationsbedingten Verzogerungen. Die Erweiterung des Agentensystems
um die Moglichkeit einer Beriicksichtigung weiterer Kopplungen und Ressourcen ist hier

jedoch gewichtiger, sodass diese Verzogerungen in Kauf genommen werden. Beim Entwurf der
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Kommunikation ist unter Beriicksichtigung der entsprechenden Entwurfsrichtlinien [165] zu

achten auf:

die Ausfiihrung als System von gleichberechtigten Diensten,

die Wiederverwendbarkeit in einem anderen Kontext, die dessen Entwicklung bzw. Ausfiih-

rung unterstiitzt,

eine Umsetzung, die sicher und vertrauenswiirdig ist,

die Skalierbarkeit, Effizienz und Leistungsfahigkeit,

die Moglichkeit verschiedener Abstraktionsebenen zum Verbergen von Komplexitit,

die einfache Integration und Verwaltung in bzw. durch bestehende heterogene Systeme mit

vollstindigem Lebenszyklus,

die kontextabhingige Nutzung verschiedener Rollen und entsprechender unterschiedlicher

Dienstleistungen.

Angewendet auf das Agentensystem folgt daraus die zum Betrieb notwendige und in Abbil-
dung 4.8 dargestellte Kommunikation der Agenten untereinander.

Directory Facilitator
* beteiligte und verfigbare Agenten

Koordinationsagent
« beteiligte Agenten

Simulationsdaten

Koordination

Koordination

Abbildung 4.8: Agent-Agent Kommunikation innerhalb der Losungsumgebung

Waihrend der Austausch groler Datenmengen direkt zwischen den beteiligten Agenten geschieht,
dienen Koordinationsnachrichten zur Verwaltung der funktionalen Gruppen. Beispiele fiir die
Kommunikation zwischen den BA sind das Bekanntgeben von berechneten Losungen oder die
aktive Suche nach bereits existierenden Losungen beim Start eines BA. Die Koordinationsnach-
richten sorgen dafiir, dass die Informationen iiber beteiligte Agenten aktuell sind. Ein Beispiel
stellt der Austausch iiber die Fahigkeiten der Agenten dar. Die Umsetzung der Kommunikation
erfolgt ereignisorientiert mittels eines eindeutigen Nachrichtenformats. Zur Ubertragung groBer
Datenmengen, wie beispielsweise der Diskretisierung oder einer Teillosung werden entspre-
chende Objekte serialisiert versendet. Auf eine systemunabhingige Spezifikation der Objekte,
wie beispielsweise mittels CORBA, RMI, XML-RPC oder SOAP, wird hier bewusst verzichtet,

um individuelle Kommunikationsarten zwischen den Agenten zu ermoglichen.

Ein Agentensystem zur Berechnung numerischer Simulationen lédsst erwarten, dass die Menge
zwischen BA ausgetauschter Daten grof} ist. Beispieldaten sind die Diskretisierung, Zwischen-

ergebnisse zur Kopplung und Ergebnisse zur Visualisierung. Eine Reduktion der Datenmenge
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ist mittels Kompressionsverfahren moglich. Wihrend [167] einen Uberblick iiber Verfahren
zur Kompression der Diskretisierung gibt, gilt es bei der Kompression numerischer Ergebnisse
zwischen zwei Anwendungsfillen zu unterscheiden. Wird ausgehend von den ausgetauschten
Werten weitergerechnet, so ist zur Vermeidung von Rechenfehlern eine verlustfreie Kompressi-
on erforderlich. Wird ein numerisch berechnetes Ergebnis zur Visualisierung verwendet, so ist
bei der Auswertung zu beriicksichtigen, dass die Anzahl signifikanter Nachkommastellen des
Ergebnisses stets kleiner als die Anzahl berechneter Stellen ist. Entsprechend ist eine verlustbe-

haftete Kompression dann moglich, wenn die Genauigkeit zur Darstellung ausreicht [168].

4.1.2.3 Agent - Simulationswerkzeug

Um als BA Simulationen berechnen zu konnen, werden bei dessen Start die zur Verfiigung ste-
henden Simulationswerkzeuge ermittelt. Diese macht sich der BA entsprechend Abbildung 2.2
zunutze. Ermoglicht wird so der Zugriff auf die in Abbildung 4.9 dargestellten ausgewihlten
Modellparameter. Dies ist erforderlich, um eigene Berechnungen durchzufiihren und aufgrund

der Giite der BA auch Simulationen im Sinne des Agentensystems zu bearbeiten.

Externes Simulationswerkzeug Agentenplattform

Modellbeschreibung  (Ageny
(Agent)  (Agent)

Materialbeschreibung Ergebnisse,

Simulations-
auftrage

Netzgenerator Nachrichten

EESMITTeI

Berechnungs-

Gleichungssysteml&ser agent

aniplation,
Uberwachung,
Auswertung

Ergebnisaufbereitung

Anwender

Abbildung 4.9: Darstellung eines BA mit seinen Schnittstellen

Die Schnittstelle wird als Dienstschicht (Middleware) umgesetzt. Dabei gilt es bestehende
Rahmenbedingungen, wie beispielsweise das Betriebssystem, die Programmiersprachen der
verbundenen Systeme oder bestehende Schnittstellen zur Anwendungsprogrammierung (API),
zu beriicksichtigen. Ein Uberblick iiber verschiedene Umsetzungen von Dienstschichten unter
der Berticksichtigung einer Kopplung verschiedener Programmiersprachen findet sich in [64].
Die Java-basierte Umsetzung von JADE sowie die bestehende Java-basierte Simulations-API
zu einem eingesetzten Simulationswerkzeug legen die Java-basierte Implementierung der
Schnittstelle im BA nahe. Dabei ist der Programmablauf desto schneller, je mehr Anwen-
dungsschritte innerhalb der Simulationswerkzeuge erfolgen. Griinde finden sich beispielsweise

in der compilergestiitzten softwareinternen Optimierung der Datenverarbeitung. Werden von
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einem Agenten mehrere Simulationswerkzeuge genutzt, so ist zur Leistungssteigerung die

Implementierung eines direkten Datenaustauschs zwischen diesen Werkzeugen zu priifen.

4.1.3 Ausfiihrung von Verhalten

Softwareagenten agieren durch ihr zielgerichtetes Verhalten. Eine Unterbrechung der Aus-
filhrung des Verhaltens ist hilfreich, um Rechenzeit freizugeben. Ein Beispiel dafiir ist die
Verarbeitung der Kommunikation, die nur dann sinnvoll ist, wenn zu verarbeitende Nachrichten
existieren. Verschiedene Verhalten werden bei JADE in einer Liste verwaltet und sequenziell
ausgefiihrt. Um ein gegenseitiges Blockieren von Verhalten (Deadlock) zu vermeiden, wird hier
vor Ausfithrungsbeginn anhand innerer Zustinde gepriift, ob eine Durchfithrung des Verhaltens
moglich ist. Ist dies nicht der Fall, wird das Verhalten iibergangen und zum erneuten Aufruf in
die Warteschlange eingereiht. Ein Verhalten wird dabei so lange ausgefiihrt bis sein Ausfiih-
rungsziel erreicht ist oder es von der Liste entfernt wird. Der Verhaltensablauf eines Agenten

ist in Abbildung 4.10 zusammenfassend dargestellt.

unterbrochen

bestimme it
i starte ;
starte Aufforderung niichstes entferne
i M Verhaltens-
Agent zum Beenden auszufiihrendes| Verhalten
ablauf be-
Verhalten
endet

beende Agent

Abbildung 4.10: Verhaltensablauf eines Softwareagenten [61]

Nutzt ein Agent die ihm exklusiv zur Verfiigung stehenden Werkzeuge wihrend der Durchfiih-
rung eines Verhaltens, so ist die Ausfiithrungsdauer des Verhaltens auch bestimmt durch die
Geschwindigkeit mit der diese Werkzeuge arbeiten. Beispiele fiir implementierungsabhingige
Bearbeitungszeiten der als Werkzeug betrachteten Simulationsprogramme sind das Aufstellen
und Losen eines Gleichungssystems oder die Diskretisierung der Geometrie. Um den Agenten
auch wihrend dieser Zeit fiir das Agentensystem erreichbar zu machen, wird die Schnittstelle
zum Simulationswerkzeug in einem eigenstindigen Thread betrieben. Das entsprechende Ver-
halten wird nach dem Aufruf so lange unterbrochen, bis die Bearbeitung durch das Werkzeug
beendet ist, und anschlieBend fortgesetzt. Diese Nebenldufigkeit stellt einen Unterschied zu
derzeitigen Simulationswerkzeugen dar, bei denen meist die Beauftragung weiterer Abldufe
(Scheduling) erst nach dem Ende bzw. einem Abbruch laufender Prozesse moglich ist. Da die
Werkzeuge als Blackbox betrachtet werden, ist ein Zugriff auf das Simulationswerkzeug nur

iiber die Schnittstelle moglich. Andere Aufrufe und Verhalten werden dann zwar initialisiert,
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warten jedoch bis die Ressource freigegeben wird. Abbildung 4.11 zeigt den Umgang mit

Verhalten, die eine lange Bearbeitungszeit haben.

=
=
B Ausfiihrung
i e
£
wn Modifiziere Parameter
von Verhalten A

= | Initialverhalten __1 Modifiziertes Verhalten
& r /- -
-«

[ Verhalten A [] Weitere Verhalten

Abbildung 4.11: Organisation von Verhalten mit langer Simulationszeit

4.1.4 Vererbung

Zur Implementierung der beschriebenen Agenten wird auf die Vererbung zuriickgegriffen [169].
Die von der Entwicklungsumgebung JADE bereitgestellte Klasse an Agenten dient als Vorlage.
Diese wird in der davon abgeleiteten abstrakten Klasse der Basisagenten um Methoden zur
Anmeldung der Agenten innerhalb des Agentensystems und zur einheitlichen Dokumentation
des Verhaltens aller Agenten erweitert. Diese Methoden stehen aufgrund der Vererbung allen
im System instanziierten Agenten zur Verfiigung. Beispielsweise nutzt der Dokumentations-
agent (DA) diese zur Behandlung aller Statusmeldungen. Die Klasse der Numerik-Agenten
beinhaltet Methoden zur Realisierung der in Kapitel 4.1.2.3 beschriebenen Schnittstelle. Diese
ist sowohl fiir BA als auch fiir KA notwendig. Der KA nutzt diese, um das vom Anwender
an die Losungsumgebung iibergebene Modell zu analysieren. Der BA nutzt die Schnittstelle
zur Simulation oder zur Durchfithrung vom Anwender ausgefiihrter lokaler Anweisungen. Die
umgesetzte Vererbung spiegelt sich auch in der Funktionsbeschreibung zur Gruppenbildung
wider (siehe Kapitel 4.1.1.1). Abbildung 4.12 stellt die beschriebene Klassenhierarchie der

Agenten innerhalb der Losungsumgebung dar.

| JADE-Agent |
¥
abstrakt | | Basisagent |
¥
| Numerik-Agent |
-
instanziert | | Dokumentations- Berechnungs- Koordinations-
agent agent agent

Abbildung 4.12: Klassenhierarchie der Agentenplattform
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4.2 Numerischer Lésungsprozess

Im Folgenden wird der numerische Losungsprozess, der sich aus der dynamischen Kopplung
der Fihigkeiten gleichberechtigter BA bei der Losung einer gekoppelten interdisziplinédren
Simulation ergibt, dargestellt. Dabei wird anstelle einer statisch gestaffelten Losungssequenz
(siehe Abbildung 3.8) ein dynamisches Losungsverhalten erreicht und die Teilberechnungen,
falls moglich, parallel berechnet. Erfahrungswissen des Anwenders zum Festlegen der Lo-
sungssequenz wird so unnétig. Zum automatisierten Vergleich verschiedener Losungsansitze
untereinander wird das Simulationsmodell dabei so spit wie moglich assembliert (Aufstellen
der Jacobimatrizen J;;). Dies ermoglicht gleichzeitig ein Ankniipfen an Themenfelder der Opti-
mierung und wird dort als ,,First optimize then discretize” beschrieben [170]. Abbildung 4.13
stellt die Kooperation der BA innerhalb der Losungsumgebung schematisch dar. Dabei berech-
net jeder BA ein Modell mit eigenstdndigen Losungsvariablen. Die Kopplung der Teilmodelle

erfolgt ereignisorientiert nach der Bereitstellung von Teillosungen.

Agentenbasierte Ldsungsumgebung
'BA1 —) BA.. )(BAn _
'3 Variable u, 3 Variable ... #F Variable u, |

Abbildung 4.13: Umsetzung eines parallelen Losungsalgorithmus

Der erste Abschnitt dieses Kapitels beschreibt, wie BA zu Lésungsbeginn initiale Simulations-
teile erzeugen und diese anschlieBend parallel gelost werden. Der zweite Abschnitt behandelt
die Kopplung der Teilsimulationen, die nach der Bereitstellung einer Teillosung ereignisbasiert
erfolgt. Der sich anschlielende iterative Losungsprozess fiihrt in Bezug auf diese Kopplung zur
Losung der gekoppelten Teilsimulationen und wird in Kapitel 4.2.3 beschrieben. Vorausgesetzt
wird dabei, dass sich die Fragestellung iterativ 16sen ldsst. Details zur Umsetzung der Kopplung

innerhalb eines Agenten sind im darauf folgenden Abschnitt beschrieben.

4.2.1 Initialisierung und Segmentierung

In der Praxis ist bei der Modellierung zu beobachten, dass Modelle zu Beginn unvollstindig mo-
delliert und sequenziell um vom Entwickler fiir relevant erachtete Zusammenhénge, Teilgebiete
und Kopplungen erweitert werden. So werden beispielsweise interdisziplinire Fragestellun-
gen zu Beginn entsprechend der einzelnen Disziplinen entwickelt und falls moglich durch
Berechnungen validiert, bevor Kopplungen beriicksichtigt werden. Ubertragen auf ein Team
mit agilem Projektmanagement entspricht dies einem zu Beginn unabhingigen Wirken aller

Projektbeteiligten und einer anschlieBenden bedarfsorientierten Zusammenarbeit. Ausnahmen
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stellen numerisch stark gekoppelte Fragestellungen dar, bei denen eine getrennte Betrachtung
entsprechend Kapitel 3.2.1 nicht moglich ist. Diese werden im Folgenden als eine Teilsimulati-
on mit einem Losungsvektor u betrachtet. Ein entsprechendes Beispiel stellt die gemeinsame
Betrachtung von drei abhidngigen Variablen zur Berechnung eines Transistors in Kapitel 5.2.2
dar. BA gehen daher initial von unabhingig berechenbaren und vollstindig beschriebenen

Teilmodellen aus. Dabei berechnet BA i die Teilsimulation entsprechend der i-te Zeile von
Ju Au(lo) -fi
Ta||8u® | =1 =f; |- .1

T 0
er Aui, ) _fn

miti = 1...nund n entsprechend der Anzahl gemeinsam betrachteter Teilsimulationen. Der In-
dex (0) weist auf mogliche kopplungsbedingten Iterationen hin. Gleichung (4.1) entspricht dabei
dem initialen Schritt des gestaffelten Losungsprozesses, der hier jedoch parallel und ungekop-
pelt fiir alle Teilsimulationen ausgefiihrt wird. Das Vorgehen ist dabei analog zur Initialisierung

einer monolithischen Berechnung mit dem Block-Jacobi-Verfahrens zu betrachten [125].

Aus der gewiéhlten monolithischen Betrachtung von (4.1) ldsst sich zudem die Adjazenzma-
trix € des Kopplungsgraphen extrahieren (siehe Kapitel 3.2). Der Index (0) weist auch hier
auf die Veridnderlichkeit wihrend des Losungsprozesses hin. Der Kopplungsgraph verdeutlicht
den zur Berechnung erfolgten Datenaustausch zwischen den Teilsimulationen. Zur Bestimmung
der Adjazenzmatrix ¢ sind die abhéngigen Variablen u bezogen auf die n Teilsimulatio-
nen zu sortieren. Existiert die partielle Ableitung in der analog sortierten Jacobimatrix J, so
wird dies bindr ausgedriickt. Die anschlieBende Oder-Verkniipfung von Eintrdgen mit einer
Zugehorigkeit zur gleichen Teilsimulation ergibt die Kanteneintrige von ¢". Die GroBe der

Adjazenzmatrix c” entspricht so der Anzahl an Teilsimulationen. Fiir die Initialisierung gilt

0 ... 0
_o |01
= . 4.2)
o100
0 0 1

Die Schleifen in €' weisen dabei auf die inneren Abhingigkeiten der Teilsimulationen hin.

Zusitzlich ist auch eine Codierung von linearen bzw. nicht linearen Abhingigkeiten vorstellbar.

Da zur verteilten Berechnung von (4.1) die globale Systemmatrix J nicht existieren muss,
ist das Aufstellen des Gleichungssystems und die Diskretisierung disziplinspezifisch lokal

beim jeweiligen BA moglich (,,First optimize then discretize*). Die nun folgende Berechnung
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der Teilsimulationen bestimmt den Einfluss von Quellen und Randbedingungen, die aus der
Teilsimulation selbst in die Losung eingehen. Sobald ein Agent eine erste Losung gefunden hat,
kommuniziert dieser die Losung an alle interessierten und an der Simulation beteiligen Agenten.
Dies setzt jedoch voraus, dass sich die beteiligten Agenten initiativ handelnd in Listen der an
der Losung interessierten Agenten eingetragen haben. Jeder Agent entscheidet dazu individuell,

ob eine Beriicksichtigung der Lsung innerhalb seiner Simulationsumgebung moglich ist.

4.2.2 lterative Kopplung

Wihrend sich die Notwendigkeit der Kopplung an Gebietsgrenzen direkt aus der Modellbe-
schreibung ergibt, lassen sich Hinweise zur Beriicksichtigung von Disziplinkopplungen aus der
analytischen Auswertung der Zusammenhinge der Disziplinen extrahieren [157, 158]. Dazu
wird jede Grofe eines physikalischen Zusammenhangs als Knoten eines Graphen interpretiert.
Existiert eine Moglichkeit verschiedene Graphen zu verbinden, so entsprechen gemeinsame
Knoten den bei einer Kopplung zu beriicksichtigenden GroBen. Dabei sind physikalische Zu-
sammenhinge nur bedingt reversibel. Die innerhalb der eingebundenen Simulationswerkzeuge
gewihlte Formulierung, deren abhéngige Variablen und Randbedingungen schrianken die Kopp-
lungen zusitzlich ein, sodass deren Umsetzung tiber eine Kopplungsgrofie meist unidirektional
erfolgt. Abhidngigkeiten innerhalb von Materialparametern, beispielsweise die temperaturab-
hingige Leitfahigkeit «(T'), setzen voraus, dass entsprechende Materialmodelle hinterlegt sind.
Abbildung 4.14 stellt einen so bestimmten, reduzierten Kopplungsgraphen verschiedener phy-
sikalischer Grofen dar. Dieser dient auch weniger erfahrenen Anwendern als Hinweis auf

ergidnzende Kopplungen einer bereits bestehenden Simulation.

abgeleitete
@ O Grofden
= abhingige
Variablen

/™y Material-
* parameter

Abbildung 4.14: Kopplungsgraph verschiedener physikalischer Grofien

Welche der bereitgestellten Losungen in Form einer Kopplung beriicksichtigt werden, entschei-
den BA auf Grundlage ihrer Fihigkeiten (sieche Abbildung 4.4). Zur Kopplung werden mogliche
eigene Quellen und Materialabhingigkeiten mit den Losungsgrofen des BA verglichen, der
die Losung bereitstellt. Voraussetzung dazu ist eine einheitliche Bezeichnung aller Groflen im
Agentensystem, wobei lokale Umbenennungen moglich sind. Losungsgrofien des BA bestehen
aus dessen abhingigen Variablen und daraus abgeleiteten Grofien. Beispiele abgeleiteter Grofien

stellen fiir eine Berechnung des elektrischen Potenzials ¢ die elektrische Flussdichte D oder
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die Flachenladungsdichte o~ dar. Diese lassen sich von dem BA, der die Losung bereitstellt, auf

Anfrage ebenfalls bestimmen und zur Kopplung kommunizieren.

Die Entscheidung, ob eine Beriicksichtigung der Losung sinnvoll ist oder der BA stattdessen wei-
ter rechnet, erfolgt autonom nach Auswertung des bereits erfolgten Berechnungsfortschritts und
der Anderung der KoppelgréBe im Vergleich zu deren Startwerten (niheres siehe Kapitel 4.2.4).
Eine unmittelbare Unterbrechung der Berechnung und Beriicksichtigung der Kopplung findet
statt, wenn der relative Berechnungsfortschritt kleiner als ein Schwellwert § ist. Anderenfalls
wird die Berechnung fortgesetzt und eine Beriicksichtigung der Kopplung erfolgt im Anschluss.
Verglichen mit der statischen Reihenfolge des gestaffelten Berechnens wird so eine dynamische
Beriicksichtigung der Kopplungen im Losungsverlauf moglich. Zudem werden ausschlieflich
Teilsimulationen mit aktualisierten Kopplungswerten mehrfach berechnet und diese Werte

frithst moglich beriicksichtigt.

Erfolgt eine Kopplung, so lisst sich die Adjazenzmatrix der Kopplungen € als Summe der
Kopplungsmatrizen C" verstehen. Fiir ein Beispiel mit zwei BA, wobei der erste BA seine

Losung veroffentlicht und diese vom Zweiten berticksichtigt wird, ist

e, S L I L B L (4.3)
o 1| [t ol |11

Dabei wird die Adjazenzmatrix ¢" aus Kapitel 3.2 zu der bestehenden Adjazenzmatrix c”
aus Kapitel 4.2.1 hinzugefiigt. Das Entfernen einer Kopplung wihrend des Rechenvorgangs
erscheint nicht sinnvoll und wére lediglich im Fall keiner Konvergenz der Teilsimulation
zur Stabilisierung denkbar. Eine Uberpriifung der Adjazenzmatrix C ist leicht anhand einer

monolithischen Berechnung fiir unidirektional gekoppelte Simulationen méoglich.

BA berechnen dabei weiterhin die Teilsimulationen (4.1). Die Beriicksichtigung einer Kopplung
ist dabei entweder als Quelle oder als Materialabhéngigkeit moglich. Fiir Kopplungsquellen
erweitert sich die Energiebetrachtung aus (3.6) um die Energie der Koppelgrofie, sodass die
zusitzliche Quelle lediglich Einfluss auf f’ Ek) hat. Eine Kopplung iiber Materialabhingigkeiten
verdndert hingegen die Systemmatrix Kff) und somit auch die Jacobimatrix J ff) und die rechte
Seite fgk). Nicht lineare Abhéngigkeiten wie fgk) (ui.k)) oder J ff) (ui.k)) werden je Rechenschritt
im BA beriicksichtigt.

Ausgehend vom Beispiel (4.1), in dem BA 1 als erster seine Losung verdftentlicht, folgt

I Au 0
I s
T ()] [au”] |-f0 ()
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Dabei wird exemplarisch fiir BA 2 angenommen, dass dieser im Gegensatz zu BA n ungekop-
pelt ist. Gleichung 4.4 bedeutet fiir eine Simulation mit n beteiligten BA, dass n — 1 Agenten
ein bereitgestelltes Ergebnis parallel auf eine Beriicksichtigung hin priifen und im Anschluss
berechnen. Beim gestaffelten Losen entsprechend Kapitel 3.3.2 erfolgt dies sequenziell. Jede
Teilsimulation wird dabei mittels individuell angepasster Verfahren berechnet. Dies ist bei
monolithischer Betrachtung als eine blockweise Aktualisierung des Losungsvektors und der
Jacobimatrix J zu verstehen. Zur Unterscheidung des Vorgehens zur absoluten Asynchroni-
tit [171] ist hier zu beachten, dass Blocke bedingt durch die als Blackbox realisierten Loser

stets gleichbleibend grof sind und vollstiandig aktualisiert werden.

Wird im BA ein direktes Verfahren zur Berechnung verwendet, so ist dieses nach jeder Kopplung
neu zu initialisieren. Eine Besonderheit bei der direkten Berechnung stellt die Kopplung iiber
eine Quelle dar. Direkte Losungsverfahren ermoglichen, dass eine bereits berechnete invertierte

Jacobimatrix J weiterverwendet werden kann. Allerdings ist dazu deren Speicherung notwendig.
®

Fiir iterative Verfahren lésst sich der bis zur Unterbrechung berechnete Losungsvektor u;”,
als Startvektor fiir den Berechnungsneustart nutzen. Weist das iterative Verfahren eine kurze
Rekursion auf, wie beispielsweise das CG-Verfahren, so wird der Konvergenzverlauf des
Verfahrens durch die Unterbrechung nur geringfiigig verdndert. Bei einer Unterbrechung von
Verfahren mit langer Rekursion m, wie beispielsweise dem GMRES(m)-Verfahren, sind die
m-Basisvektoren des Losungsraums entweder zu speichern, oder sie gehen verloren. Dies
wirkt sich entsprechend eines Neustarts auf die lokale Konvergenz aus. Abbildung 4.15 zeigt
den Verlauf ausgewihlter iterativer Losungsverfahren nach einer Unterbrechung bei einem
Fehler kleiner 107! bis zur Konvergenz kleiner 107, Fiir die dargestellten Verfahren mit
Multigrid-Vorkonditionierung ist trotz der Neuinitialisierung nur ein geringer Einfluss auf den

Losungsverlauf zu beobachten.

10° ——CG
q .

102 —e— BiCGStab
Yo -+ FGMRES
5 —— GMRES
f‘i 10°
2 107!

% 02
1073
1074

0 2 4 6 8 10 12 14
Lineare Iterationen

Abbildung 4.15: Losungsverlauf verschiedener Losungsverfahren nach dem Unterbrechen

fiir ein Gleichungssystem entsprechend Kapitel 5.1.1

Weitere Iterationen des Agentensystems erfolgen im Anschluss analog. Der Zustand der Ge-

samtsimulation entspricht zum Zeitpunkt der Losungsbereitstellung dabei stets (4.4).
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4.2.3 Lésungsverlauf und Konvergenz

Das Systemverhalten des Agentensystems zur Entwurfszeit vorherzusagen, ist bedingt durch
das individuelle Verhalten einzelner Agenten sehr schwierig bis unméoglich [11]. Um allgemei-
ne Aussagen iiber die Zuverldssigkeit verteilter Systeme bemiiht sich der 2015 innerhalb der
VDI/VDE-Gesellschaft Mess- und Automatisierungstechnik gegriindete Fachausschuss 7.25
,,Testen vernetzter Systeme fiir Industrie 4.0°“. Im Rahmen der Plattform Industrie 4.0, einem
gemeinsamen Projekt der Verbdnde Bitkom e.V., VDMA e.V. und ZVEI e.V., wird mit ro-
busten und zuverldssigen Algorithmen fiir zentrale und dezentrale Intelligenz gegen 2030
gerechnet [172]. Die Betrachtung der Zuverlissigkeit des Agentensystems bei der Berechnung
gekoppelten Simulation, entsprechend der Konvergenz des eingesetzten Losungsverfahrens,
erfolgt daher anhand verschiedenen Einsatzszenarien. Dabei wird davon ausgegangen, dass
alle Ressourcen iiber den gesamten Berechnungszeitraum verfiigbar sind oder gleichwertig
ersetzt werden. Die Berechnung gilt als beendet, wenn alle beteiligen Agenten ihre Berechnung
beendet haben und keiner der Agenten einen Bedarf sieht, weitere verfiigbare Ergebnisse zur

Kopplung zu beriicksichtigen.

Szenario 1: Bestehen zwischen mehreren Teilsimulationen keine Moglichkeiten zur Kopp-
lung, so entspricht die Fragestellung der des Initialisierungsschritts aus (4.1). Die Koppelma-
trix C ist dauerhaft die Identititsmatrix 1. Der zugehorige Kopplungsgraph der Teilsimulationen
ist unverbunden und die Berechnung der Teilsimulation erfolgt unabhingig voneinander. Kon-
vergenz fiir die Gesamtsimulation ist erreicht, sobald alle Teilsimulationen konvergiert haben.
Die offensichtliche Moglichkeit einer Parallelisierung der Teilsimulationsberechnung erfolgt
im Agentensystem ohne Zutun eines Anwenders. Der kritische Pfad des Kopplungsgraphen ent-
spricht dem langsten Wege innerhalb des Graphen und besteht aus der am lingsten andauernden

Teilsimulation, die gleichzeitig die Berechnungsdauer der Gesamtsimulation bestimmt.

Szenario 2: Bei Betrachtung zweier Teilsimulationen, die sich unidirektional von Simulati-
on 1 zu Simulation 2 koppeln lassen, entspricht die Kopplungsmatrix C der Dreiecksmatrix (4.3).
Zum Erreichen der Gesamtkonvergenz ist die lokale Konvergenz der Initialsimulation von BA 1
und die von BA 2 nach Beriicksichtigung der Kopplung nétig. Die Rechenzeit ergibt sich
aus dem kritischen Pfad durch den Kopplungsgraphen, der von Simulation 1 zu Simulation 2

verlduft. Die Berechnungsdauer entspricht so der Summe der beiden Teilrechnungen.

Monolithisch betrachtet l4sst sich die Simulation beschreiben mit

[]11 0 (|Au,; :[_fl] (4.5)
.721 ]22 Au, -
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Dabei stellt J eine reduzible Matrix dar. Wihrend die Berechnung von (4.5) mit Splittingver-
fahren die Irreduzibilitit voraussetzt [173], erfolgt die Reduzierung auf irreduzible Matrizen
automatisiert durch das Agentensystem. Eine Darstellung der Vorgehensweise ist in [174]
gegeben. Alternativ ist eine monolithische Losung mittels Projektionsverfahren moglich.

Die parallel initialisierte Berechnung durch das Agentensystem erméglicht zudem eine Redukti-
on der Rechenzeit. Deutlich wird dies am Beispiel einer unidirektionalen Quellenkopplung und
einem direkten Losungsverfahren von BA 2. Erfolgt die Berechnung durch das Agentensystem,
so invertiert BA 2 wihrend der Initialsimulation die Matrix J,,, die nach der Losungsbe-
reitstellung durch BA 1 lediglich mit der neuen rechte Seite —f, zu multiplizieren ist. Die
Bereitstellung geeigneter Zwischenlosungen fiir die gekoppelten Teilsimulationen wird so im
Agentensystem automatisiert ausgefiihrt, wobei keine Konvergenz der Initialsimulation von
BA 2 vorausgesetzt wird. Stattdessen entscheidet sich zum Zeitpunkt der Veroffentlichung der
Losung von BA 1, ob bisher erfolgte Berechnungen von BA 2 zur weiteren Berechnung genutzt
oder verworfen werden. Der hierbei statisch festgelegte Zeitpunkt zum Austausch der Losungen
lasst sich ergédnzend als Optimierungsaufgabe verstehen. Werden beide Teilsimulationen iterativ
berechnet, so lassen sich bereits Zwischenergebnisse der Berechnung von BA 1 nutzen, um fiir
eine lange andauernde Berechnung von BA 2 gute Startwerte zu erreichen. Die Bestimmung
des Zeitpunkts zur Verdffentlichung der Zwischenergebnisse stellen genau wie der Restfehler
des iterativen Losungsverfahrens Parameter zur Optimierung der Rechenzeit dar. Alternative
Optimierungsziele sind die Konvergenzgeschwindigkeit oder die Anzahl der linearen iterativen

Rechenschritte der beteiligten BA.

Szenario 3: Werden zwei Teilsimulationen bidirektional miteinander gekoppelt, so entspricht
die Adjazenzmatrix des Kopplungsgraphen

1
. (4.6)
Diese Adjazenzmatrix stellt den kleinsten Kopplungsgraphen mit einem Kreis dar. Der Kreis

driickt die ringférmige Abhédngigkeit der Teilsimulationen untereinander aus. Eine Ausdehnung

des Kreises aus (4.6) um weitere gekoppelte Teilsimulationen fiihrt zur Adjazenzmatrix

0 0 @
N 0
C=lo 11
o
0 0 bl wn
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Die in (4.7) dargestellte Struktur ergibt sich bei der monolithischen Betrachtung von beispielhaft

drei Teilsimulationen entsprechend

.711 0 .713 Au,y —fl
.721 ]22 0 ||Auy| = —fz . (4.8)
0 Jn JullAus -f3

Diese Darstellung beinhaltet sowohl Material- als auch Quellenkopplungen und deren Mischung.
Ein Beispiel fiir Letzteres ist die in Kapitel 3.2.3 dargestellte elektro-thermische Fragestellung.

Beim gestaffelten Losen erfolgen die Berechnungsschritte innerhalb einer Losungssequenz
sequenziell. Zudem ist ein Startpunkt der Berechnung durch den Anwender festzulegen. Die
Kreise im Kopplungsgraphen verhindern jedoch ein Uberfiihren in eine Baumstruktur (kreisfrei
und zusammenhingend). Entsprechend ist fiir die gestaffelte Berechnung kein eindeutiger Start-
punkt mehr bestimmbar. Den sich durch das Agentensystem rechenzeitabhingig ergebenden
Berechnungsablauf einer einzelnen Losungssequenz zeigt Abbildung 4.16. Fiir die Darstel-
lung ist angenommen, dass BA 1 die Berechnungen beginnt und nachfolgende BA jeweils die
Kopplungsergebnisse abwarten, bevor diese ihre Losung verdffentlichen.

@ @ ’fﬂl
Agent 1 Agent 2 Agent n

- -

I
I
I I Berechnen

Aktualisieren der
i Abhangigkeiten

Lo ' | | Rechenzeitabhangig aktiv
: » Fortgang analog

I
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I
I
I
I
I
I

I
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I

|

I
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'I=

| >
Abbildung 4.16: Aktivitit der Agenten fiir sequenzielle Kopplungen

Dabei existiert innerhalb der dargestellten Losungssequenz mit exklusiv befdhigten BA nur
ein BA, der aktiv zur Losung beitrdagt. Die Implementierung im Agentensystem ermoglicht
durch den gleichzeitigen Berechnungsbeginn aller BA mehrere parallele Losungssequenzen
und somit, dass parallel Startwerte fiir alle Teilsimulationen berechnet werden. Dieses parallele
Vorgehen bei der Entwicklung weitestgehend unabhéngiger Teile stellt den Stand der Technik
beispielsweise bei der Entwicklung mechatronischer Systeme in der Automatisierungstechnik

dar [3]. Es dient hier zu Einsparung von Rechenzeit und der Anzahl von Rechenschritten.
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Die sich aufgrund des parallelen Berechnungsbeginns und der parallel existierenden Losungsse-
quenzen ergebende Eigenschaften werden am Beispiel dreier sequenziell gekoppelter Simulatio-
nen mit jeweils identischen Rechenzeiten dargestellt. Tabelle 4.1 zeigt den Ablauf der parallel
berechneten Losungssequenzen fiir die Teilsimulationen A, B und C.

Tabelle 4.1: Parallele berechnete Losungssequenzen zur Startvektorverbesserung

Sequenz 1: A neu B aktualisiet C aktualisiert A abhdngig B
=4 -
Sequenz2: B neu C aktualisiert A aktualisiet B abhingig C

Sequenz3: C neu A aktualisiert B aktualisiert C abhidngig A
= TS

Die drei hier parallel ausgefiihrten Losungssequenzen berechnen zu Beginn die initialen Teil-
simulationen A, B, C des Simulationsmodells. Bei Betrachtung von Losungssequenz 1 werden
im 2. Rechenschritt die Ergebnisse von B analog zu Szenario 2 beriicksichtigt. Allerdings liegen
durch die parallel ausgefiihrte Losungssequenz 2 bereits Startwerte fiir B vor, die sich nutzen
lassen. Im 3. Schritt folgt die Berechnung von C, fiir die bedingt durch Losungssequenz 3
ebenfalls Startwerte vorliegen und die aufgrund Losungssequenz 2 bereits die Kopplung von B
beinhaltet. Abhingig vom kopplungsbedingten Einfluss von A auf C ist nach der Berechnung zu
priifen, ob weitere Iterationen notwendig sind. Analoges gilt fiir die Betrachtung der Losungs-
sequenzen 2 und 3. Dementsprechend gestatten parallele Losungssequenzen ein vorzeitiges

Bereitstellen bereits parallel berechneter Startwerte verglichen mit dem gestaffelten Berechnen.

Fiir ungleiche Rechenzeiten der Teilsimulationen findet ein Einholen der langsameren Losungs-
sequenz durch die schnelleren statt. Unterbricht der BA seine Berechnung und beriicksichtigt
die bereitgestellten Werte sofort, so entspricht dies dem Beenden der langsameren Losungs-
sequenz und dem Fortsetzen der schnelleren. Wird die Berechnung zuerst beendet und die
bereitgestellten Werte dann beriicksichtigt, so bleiben beide Losungssequenzen erhalten. Dabei
sind allgemeine Aussagen zur Konvergenz bzw. zum optimalen Zeitpunkt der Beriicksichtigung
der Losungen noch Gegenstand der Forschung (siehe Szenario 2). In [125] wird die Konvergenz
unter Verwendung eines nicht niher beschriebenen Relaxationsfaktors bestitigt, der hier zu Eins
gewihlt wird und so bisher keine Relaxation gestattet. Die Beriicksichtigung der Ergebnisse
erfolgt hier sofort nach deren Veroffentlichung, wenn eine Beriicksichtigung moglich und der
bisherige Berechnungsfortschritt kleiner als 50 % ist. Dieser frei gewéhlte Schwellwert stellt fiir
iterative Berechnungsverfahren eine relative Beziehung zwischen dem akzeptierten Restfehler &
und dem bisher erzielten Restfehler entsprechend (3.25) dar. Fiir direkte Verfahren ist der
Fortschritt eine auf die verbleibende Anzahl zu eliminierender Freiheitsgrade bezogene Grofie.
Ein erneutes Beleben von Losungssequenzen, bei denen ein Einholen stattgefunden hat, bringt
keinen Mehrwert. Stattdessen erlaubt es die Individualitit der BA, freie Rechenzeiten entspre-
chend der eigenen Ziele zu nutzen. Ein Unterbinden paralleler Losungssequenzen ist durch ein

temporires Zulassen benotigter BA moglich. Diese Form der Koordination des Losungsverlaufs

56

216.73.216.60, am 24.01.2026, 01:47:11. © Urheberrechtlich geschiitzter Inhalt 2
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186469205

wird jedoch nicht niher betrachtet, da sie den Handlungsspielraum der BA einschrénkt.

Gesamtkonvergenz wird erzielt, nachdem wenigstens eine Losungssequenz alle Teilsimulatio-
nen durchlaufen hat und zudem ein weiterer Losungsschritt ausgefiihrt wurde. Vorausgesetzt
wird, dass der entsprechend der Losungssequenz dann aktive BA keine nennenswerte Ver-
dnderung seiner Losung feststellt. Dabei ist es ausreichend, wenn eine der bis zum Ende
aktiven Losungssequenzen aus konvergierenden Teilsimulationen besteht. Eine nachtrégliche
Bewertung der Qualitit eines Losungsschritts ist durch die in [175] gegebenen Fehlerschranken
moglich. Da auch einfache Fehlerschranken wie (3.28) ausreichen, um eine Losung zu bewerten,
finden diese hier Anwendung. Zur Bestimmung der Berechnungsdauer ist eine Erweiterung
der Methode des kritischen Pfads notwendig, da diese nicht fiir Graphen mit Kreisen geeignet
ist [176]. Dafiir wird ein Knoten im Kopplungsgraphen als unberiicksichtigt betrachtet, wenn
sich die Losung des mit einer Kante verbundenen Vorgéngers geédndert hat. Die Berechnungsdau-
er entspricht so der Summe von Rechenzeiten aller Losungsschritte entlang dieses erweiterten

kritischen Pfades und beinhaltet alle Losungsschritte der ausgewerteten Losungssequenz.

Szenario 4: Die hier betrachtete Erweiterung von Szenario 3 bestehend aus drei ringformig
gekoppelten Teilsimulationen mit einer weiteren unidirektionalen Kopplung. Der Kopplungs-

graph entspricht dabei

101
Cc=|11 0. 4.9
111

Eine Permutation der Adjazenzmatrix ist zudem moglich, sodass die Teilsimulation mit bidirek-
tionaler Kante des Graphen hier Simulation 1 zugeordnet ist. Abbildung 4.17 stellt mogliche
Losungsverldufe dar. Analog zu Szenario 3 sind auch hier mehrere parallele Losungssequenzen
moglich, die ein sich gegenseitiges Einholen ermoglichen. Dabei und im Folgenden wird zur

Darstellung erneut davon ausgegangen, dass BA 1 seine Losung zuerst bereitstellt.
Agent 1 Agent 2 Agent 3
T T

|
: I Berechnen

Aktualisieren der
Abhangigkeiten
' Rechenzeitabhangig aktiv

A 4

» Fortgang analog

=

Abbildung 4.17: Aktivitit der Agenten fiir erweitert sequenzielle Kopplungen
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Nachdem BA 1 das erste Mal seine Losungen verdffentlicht hat, werden diese von BA 2 und 3

in deren aktuelle Berechnung entsprechend

1 Au'’ 0
75 ()| [au | = | =1 () (4.10)
3 (. © 0
I @) [aa] |- (@)
beriicksichtigt. Die nach der Berechnung von (4.10) folgende Fragestellung ldsst sich nach

einer Permutation des Kopplungsgraphen entsprechend des BA, der als nichstes seine Losung

bereitstellt, eindeutig darstellen als

7@ (1) 2) @) (,, (1)
Ji (u2 ) Au; -fi (u2 )
I Auf | = 0 . (4.11)
7 (,,© 1) (2) (2) (,,© (1)
33 ("1 ) ) Auy -fi ("1 ) )

Gilt fiir die Rechenzeiten t;_3 der Teilsimulation 1-3 stets #; < t, < t3, so ldsst sich bei
sofortigem Beriicksichtigen der Ergebnisse die Losungssequenz eindeutig vorhersagen. Dabei
werden die parallel ausgefiihrten Berechnungen durch die Rechenzeiten bedingt innerhalb einer
Losungssequenz vereinigt. Eine Untersuchung des entstandenen sequenziellen Losungsverlaufs
und der Konvergenz ist dann analog zu Szenario 3 moglich. Gleiches gilt bei einer Koordination
des Losungsverlaufs entsprechend der Wiinsche des Anwenders, beispielsweise durch den KA.
Auch dann ist die Losungssequenz vorhersagbar und ermdglicht durch das Zusammenfassen von
Teilsimulationen eine Konvergenzanalyse und Rechenzeitauswertung entsprechend Szenario 2
und 3. Dies wire hier beispielsweise durch das Zusammenfassen der Teilsimulation 1 und
3 zu einer bidirektionalen Simulation, die dann wiederum bidirektional mit Teilsimulation 2
gekoppelt ist, moglich. Die Koordination des Losungsverlaufs macht diesen zwar vorhersehbar,
schrinkt allerdings Eigenschaften des Agentensystems entsprechend Kapitel 2.3 ein. Beispiele
sind ein Verlust an Autonomie der BA und eine Einschrinkung im zielgerichteten Verhalten,
schnellstmoglich eine Losung fiir die eigene Teilsimulation zu finden. Um BA im Kontrast
zu [142] und [143] als autonome Einheiten zu realisieren, wird hier auf den Einfluss einer
zentralen Koordinationsinstanz verzichtet und sich mit einer posteriori Konvergenzanalyse

begniigt. Diese setzt jedoch die Konvergenz der gekoppelten Berechnung voraus.

Zu einem Aufspalten der Losungssequenz in zwei Teilsequenzen kommt es beispielsweise fiir

t3 < t,. Analoges gilt fir Simulationen mit einem Kopplungsgraphen entsprechend

111
1 1. (4.12)
1

1

111
C=[11 1| oder C=
101 1

Dabei ermoglicht jede Aktualisierung der Werte ein erneutes Durchlaufen des Kopplungsgra-
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phen, wobei wiederum ein Aufteilen moglich wird. Aufgrund des Einholens der Losungssequen-
zen untereinander und der drei verfiigbaren BA sind hier jedoch maximal drei Teilsequenzen
moglich. Fiir die Kopplungsmatrix (4.9) ergeben sich aus (4.11) im dritten Berechnungsschritt
nach der Veroffentlichung von BA 3 die zu berechnenden Simulationen

ji)( (1) (2)) Au (3) f(S)( (1> (2>)
J< )( (2)) (3> — f(S)( (]0> (2>) ) (4.13)
I Au;3> 0

Bedingt durch die Aufteilung der Losungssequenz ist auch ein Veroffentlichen von BA 1

moglich. Dies fiihrt im dritten Schritt zur Berechnung von

I Aul 0
J(z?z)( (2)) Au(23) — f<3)( (2)) . (4.14)
J%)( ) u(zl)) Au(;) f(3) (u(2> (1>)

Zum moglichen Erreichen der Gesamtkonvergenz ist es notwendig, dass lediglich eine der
parallel ausgefiihrten Losungssequenzen zu einem Ergebnis kommt. Im Vergleich des hier
realisierten Losungsablaufs mit dem gestaffelten Losen bedeutet dies selbst dann eine Losungs-
bereitstellung, wenn eine der parallelen Teilsimulationen in beispielsweise (4.13) oder (4.14)
nicht konvergiert. Das Agentensystem stellt so ein System dar, das sich adaptiv an verschiedene
Rechenzeiten der Simulationen anpasst und verfiigbare Zwischenlosungen dynamisch in der

Losungssequenz beriicksichtigt.

Eine allgemeine Beschreibung des Konvergenzverhaltens des Agentensystems ist bei mo-
nolithischer Betrachtung angelehnt an das zweistufige duflere Block-asynchrone Jacobi-
Verfahren [171] moglich, wenn ausschlielich lineare Teilsimulationen betrachtet werden. Das
zweistufige dullere Block-asynchrone Jacobi-Verfahren unterteilt dabei die zu berechnende
Matrix (hier entsprechend der Jacobimatrix J) blockweise und berechnet diese Blocke in
beliebiger Reihenfolge iterativ unter Beriicksichtigung bereits verfiigbarer Teillosungen @,
Dabei konnen Blocke auch mehrfach hintereinander, parallel oder mittels verschiedener Be-
rechnungsverfahren berechnet werden. Trotz dieser Dynamik wéhrend der Berechnung und
der blockabhéngigen Berechnungszeiten existiert fiir das zweistufige duflere Block-asynchrone
Jacobi-Verfahren eine allgemeine Konvergenzaussage [171, 177, 178]. Vorausgesetzt wird dabei
die strikte Diagonaldominanz der Jacobimatrix J. Fiir gekoppelte nicht lineare Teilsimulationen
wird erwartet, dass die Diagonaldominanz ebenfalls fiir alle linearisierten Teilsimulationen J io
erforderlich ist. Die Diagonaldominanz entspricht dabei einem geringen Einfluss der Kopp-
lungsblocke J;,»; im Vergleich zu dem disziplinspezifischen Einfluss von J;;. Entsprechend ist

es auch hier moglich, von einer schwachen Kopplung zu sprechen (siehe Kapitel 3.2.1).

Der Verzicht auf eine Koordinierung der globalen Berechnung bedeutet dabei, dass den BA
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ausschlieBlich lokale oder mittels Kommunikation bestimmbare Informationen zur Verfiigung
stehen. Auf eine Beschleunigung der globalen Konvergenz, beispielsweise mit einer Anderson-
Beschleunigung oder dem Quasi-Newton-Verfahren [113], muss daher verzichtet werden. Eine
Beschleunigung der lokalen Konvergenz ist hingegen beispielsweise mit dem Jacobi-Uber-
relaxationsverfahren [179] vorstellbar. Allerdings setzt dies die Speicherung der Geschichte der
gekoppelten Werte und sich daraus berechenbarer abhéngiger Variablen voraus.

4.2.4 Agentenspezifischer Berechnungsschritt

Die Umsetzung der dargestellten Losungsschritte in den BA erfolgt anhand einer Betrachtung
des BA n, der eine Nachricht iiber verfiigbare Ergebnisse von BA m empfingt. Das darauf
folgende Verhalten von BA n gliedert sich in die drei Phasen der Vorauswertung, der Berechnung

und der abschlieBenden Auswertung.

Zu Beginn steht die Vorauswertung, die parallel zu einer moglichen stattfindenden Berechnung
von BA n erfolgt. Dabei wird iiberpriift, ob bereits eine Kopplung mit dem Herausgeber der
Losungsnachricht erfolgt ist. Ist dies nicht der Fall, werden die veroftentlichten Ergebnistypen
mit den lokalen Fihigkeiten des Agenten darauthin verglichen, ob eine Verwendung in der
lokalen Berechnung moglich ist. Die Verwendung ist als Quelle entsprechend dem Produkt aus
Systemmatrix K,,, und Losungsvektor u,,, oder als Materialabhidngigkeit innerhalb von K,
moglich. Konnen keine Ergebnisse beriicksichtigt werden, endet das Verhalten in Bezug auf
die eingegangene Losung. Das weitere Verhalten von BA n findet dann wie in Kapitel 4.1.3

beschrieben statt.

Ist hingegen einer der Ergebnistypen zur Kopplung nutzbar, so bestimmt BA n die Koordinaten
der Punkte im Modell, die eine Beriicksichtigung ermoglichen. Diese Koordinaten werden dem
Herausgeber der Losung einschlieBlich des benotigten Ergebnistyps mitgeteilt (hier BA m).
Im Fall, dass bereits eine Kopplung mit dem Herausgeber stattgefunden hat und es zu keiner
Verédnderung an der Diskretisierung gekommen ist, sind die Koordinaten dem Herausgeber
bereits bekannt. Eine Aufforderung zur erneuten Ubermittlung der Ergebnisse ist in diesem
Fall ausreichend. BA m bestimmt daraufhin die angeforderten Ergebnisse und teilt sie BA n
mit. Dabei wird von der Wahrhaftigkeit als Eigenschaft der Agenten ausgegangen, sodass jeder

Agent die angefragten Ergebnisse moglichst priizise bestimmt und weitergibt.

Ist der Ergebnistyp bereits in der Simulation beriicksichtigt, so sind bei gleichem Herausgeber
die vorhandenen Kopplungswerte zu aktualisieren. Stammen bereitgestellte Ergebnisse von
einem bisher unberiicksichtigten Ergebnistyp, so sind die Kopplungswerte entsprechend (4.4)
in der Teilsimulation zu beriicksichtigen, da deren Auswirkungen auf die Simulation unbekannt
sind. Mittels (3.28) bestimmte Anderungen bei den beriicksichtigten Kopplungswerten und
bisher unbekannte Ergebnistypen legen so die Neuberechnung der Simulation nahe. Dabei ist

60

216.73.216.60, am 24.01.2026, 01:47:11. © Urheberrechtlich geschiitzter Inhalt 2
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186469205

eine Anderung nur in dem summierten Gesamtwert des jeweiligen Ergebnistyps ausschlagge-
bend und zur Minimierung der Auswertezeit auch nur dort zu berechnen. Der dazu notwendige
lokale Ergebnisspeicher verwaltet alle in der Teilsimulation beriicksichtigten Kopplungswerte
und stellt im Fall von mehreren Datenquellen eines Ergebnistyps einen Gesamtwert zur Beriick-
sichtigung in der Simulation bereit. Abbildung 4.18 stellt einen Ergebnisspeicher und dessen

Befiillen mit Ergebnissen verschiedener Ergebnistypen dar.

|_—‘ [ Neue Ergebnisse |
Simulation »>
i

%%

3

(=4

£ 5

Sl Wwetet | [[Were2 ] |
25

25 |

Abbildung 4.18: Verwaltung der zu integrierenden Ergebnisse [180]

Bedingt durch die Vorauswertung wird das gestaffelte Losungsverfahren so um eine kopp-
lungsabhiingige und automatisch auf die Aufgabenstellung angepasste Bestimmung der An-
derungen der Kopplungsgrofien vor jedem Berechnungsschritt erweitert. Damit lédsst sich
simulationsabhingig die Neuberechnung des Gleichungssystemes bei nahezu unverinderten
Kopplungsgrofen, jedoch veridnderten abhidngigen Variablen der gekoppelten Simulationen
vermeiden. Beispielhaft zeigt sich dies an einer durch Materialwerte bedingten Skalierung einer
zur Kopplung verwendeten abgeleiteten GroBe. Dabei reduziert die Skalierung die Aussage-
kraft des Schwellwerts im gestaffelten Losungsverfahren zur Beurteilung der Anderung des
Losungsvektors entsprechend (3.28) fiir die Kopplung.

Die Berechnung einer Teilsimulation entspricht der zweiten Phase eines agentenspezifischen
Berechnungsschritts. Ist das Simulationswerkzeug des BA bereits belegt, ist eine Unterbrechung

und das Fortsetzen mit aktualisierten Werten zu priifen.

Die Auswertung der Losungsvariablen in Hinblick auf eine Anderung erfolgt in Phase 3 des
Berechnungsschritts. Haben nur sehr kleine oder numerisch bedingte Verédnderungen stattgefun-

den [181], wird das Ergebnis nicht verdffentlicht und unnétige Berechnungsiterationen werden

61

216.73.216.60, am 24.01.2026, 01:47:11. © Urheberrechtlich geschiitzter Inhalt 2
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186469205

verhindert. Ausnahmen stellen die Berechnungen der Initialwerte dar, deren Ergebnisse immer
verdffentlicht werden. Mit der Verdffentlichung einer Losung beginnt ein weiterer agentenspe-
zifischer Berechnungsschritt. Abbildung 4.19 fasst den beschriebenen Ablauf zur Kopplung
zweier BA einschliellich eines initialen eigenstindigen Suchens nach bereits existierenden
Losungen durch BA 2 zusammen.

Berechnun%sagent 1 Berechnungsagent 2
Berechnung I Anfrage nach ™~
. 1 lLgsungen _ _~
Konvergenz |, analog ™ “imeout !
weiter | Dt B |
| r ——t— — A
1. Losung Ja & Berechnung —
|
- A Wonverienz |
Neir Konvergenz
{] J; %
Ja |
Anderung | pausiere |
N ool SR
Nein Veroffentliche Empfange
Lésung Lésung

|:| Verhalten zum Datenaustausch

I” 1 optionale Verhalten
Nein

Hinzufigen

* \Werte

» Abhangigkeiten
1

Aktualisiere

Abbildung 4.19: Datenaustausch bei einer Kopplung zweier Agenten [39]

4.2.5 Gebiets- und Methodenkopplung

Die fiir eine Kopplung verschiedener Disziplinen beschriebene Vorgehensweise lésst sich auf die
Kopplung verschiedener Gebiete und unterschiedlicher Berechnungsmethoden iibertragen (siche
Kapitel 3.2.4 und 3.2.5). Aus Griinden der Analogie wird im Folgenden jeweils nur eine kurze
Einfiihrung in die Themenbereiche gegeben. Die Darstellung erfolgt dabei anhand von im

Vorfeld linearisierten Teilsimulationen.

4.2.5.1 Methodenkopplung

Die Kopplung verschiedener Methoden innerhalb einer Simulation, wie beispielsweise der FEM

und der BEM, ist in Abbildung 4.3 hierarchisch unterhalb der Disziplinkopplung dargestellt.
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Dies ermoglicht, dass innerhalb einer Disziplin verschiedene Methoden um die Losungsbereit-
stellung konkurrieren konnen. Entsprechend sind Methoden, deren Nutzbarkeit ein Alleinstel-
lungsmerkmal der BA darstellt, Disziplinen zugeordnet. Eine interdisziplindre Kopplung tiber
Methodengrenzen hinweg stellt eine durch Koordination mogliche Erweiterung des Systems
dar. Da jede Methode sehr unterschiedliche Eigenschaften hat, sind zur Kopplung Schnittstellen
zwischen den Methoden zu definieren. Auf Anfrage stellen die umgesetzten Schnittstellen dabei
koordinatenabhingig Werte bereit. Zu beachten ist, dass benotigte Werte methodenspezifisch
unterschiedlich vorliegen. Fiir eine unidirektionale Kopplung von der BEM hin zur FEM gilt es
so, bendtigte Werte durch Nachbereitung (Postprocessing) aus der Teillosung erst zu generie-
ren [135]. Der zur Wertebestimmung benotigte Rechenaufwand ist dabei nennenswert [95] und

wird aufgrund dessen innerhalb des konkurrierenden Systems beriicksichtigt.

Die mittels der BA realisierte Abstraktionsebene verwaltet diese Kopplungsschnittstellen und
iibersetzt einen BA erreichende Werteanfragen auf das verfiigbare Werkzeug und somit auf die
entsprechende Methode. Wird beispielsweise das Modellgebiet Q betrachtet, so ist zur Umset-
zung der Methodenkopplung ein Aufteilen in zwei Teilgebiete Q; und Q, notwendig, die jeweils
mit unterschiedlichen Methoden berechnet werden. Die Kopplung der beiden Methoden findet
an den Grenzen der Teilgebiete statt (siche Abbildung 4.20). Dabei ist die Methodenkopplung
mit iberlappendem Volumen an den Gebietsgrenzen von Q7 , analog zur bereits beschriebenen
Disziplinkopplung méglich. Das Uberlappen der Gebiete fiihrt dabei zwar zu einem Mehr-
aufwand an Kommunikation und zur doppelten Berechnung der zugehorigen Freiheitsgrade,
jedoch erméoglicht es die Kopplung und dient der Konvergenz. Eine Methodenkopplung ohne
Uberlapp erfolgt an den gemeinsamen Gebietsriindern I' ». Beide Arten der Kopplung weisen
dabei eine Analogie zur Gebietskopplung auf, die im Folgenden beschrieben wird.

Nicht tiberlappende Teilgebiete Uberlappende Teilgebiete

Abbildung 4.20: Kopplung zweier Teilgebiete

4.2.5.2 Gebietskopplung

Die hierarchische Untergliederung der Kopplungen in Abbildung 4.3 ermdglicht es, disziplin-
und methodengleiche Teilmodelle im Agentensystem zu einem Gesamtmodell zu verbinden.
Die Auswahl der zur Losung eingesetzten Simulationswerkzeuge beschrinkt sich unter den

Randbedingungen der Disziplin- und Methodengleichheit auf einige wenige Werkzeuge. Dies

63

216.73.216.60, am 24.01.2026, 01:47:11. © Urheberrechtlich geschiitzter Inhalt 2
tersagt, m mit, flir oder in Ki-Syster



https://doi.org/10.51202/9783186469205

bedeutet, dass zur Berechnung eingesetzte BA dhnliche Fihigkeiten aufweisen und in glei-
chen funktionellen Gruppen verwaltet werden. Entsprechend ist auch ein Wiederverwenden
der bereits realisierten Koppelschnittstellen zu bestehenden Werkzeugen moglich. Auch das
zur Disziplinkopplung eingefiihrte einheitliche globale Koordinatensystem bleibt notwendig.
Es dient als Basis zur Spezifikation der Gebiete und deren Kopplungen und erméglicht die

Kommunikation benachbarter BA.

Fiir die Gebietskopplung als Teil der Klasse der Gebietszerlegungsverfahren gilt im Idealfall,
dass die Diskretisierungen auch an den Gebietsgrenzen konform sind. Entsprechend kann
ein Gleichungssystem analog zu (3.7) formuliert werden. Ein Vergleich des GauB3-Seidel-
Losungsverfahrens mit dem multiplikativen Schwarz-Gebietszerlegungsverfahren zeigt, dass
beide Verfahren die berechneten Teillosungen sofort beriicksichtigen. Analog zum Block-
Jacobi-Verfahren ist das additive Schwarz-Verfahren zu sehen. Bei diesen beiden Verfahren
wird der Losungsvektor erst nach der Berechnung aller Komponenten aktualisiert [100]. Un-
ter Beriicksichtigung der in [103] und [182] beschriebenen Bedingungen, wie beispielsweise
disjunkter Teilgebiete, stimmen die genannten vier Verfahren paarweise sogar iiberein. Dabei
fiihrt ein Uberlappen der Teilgebiete bei dem zweistufigen duBeren Block-asynchronen Gauf3-
Seidel-Verfahren zur schnelleren Fortpflanzung der Informationen auf den Nebendiagonalen
und ldsst so eine verbesserte Konvergenz erwarten [171]. In Anlehnung daran ist eine ebenfalls
asynchrone Reihenfolge, in der die Teilgebiete berechnet werden, bei dem additiven Schwarz-
verfahren moglich [183]. Dies legt die Nutzung des Agentensystems auch zur Gebiets- und
Methodenkopplung nahe.

Die bisher betrachteten Schwarz-Verfahren zihlen zu den direkten Gebietskopplungsverfah-
ren [103]. Dabei werden ausgehend von (3.7) die durch Randbedingungen vorgegebenen

Losungsvariablen u, von den zu berechnenden Losungsvariablen u entsprechend

K Ky,
EaRal | A I L 4.15)
Kxf Kxx u, Ty
getrennt. Direkte Verfahren 16sen
Kffllf =ry— foux. (416)

Alternativ zu den direkten Verfahren sind Lagrange-Multiplikator-Algorithmen zu betrachten.
Dabei werden Randbedingungen an Gebietsgrenzen mittels Lagrange-Polynomen beschrie-
ben [184]. Fiir diese Verfahren lisst sich (4.15) darstellen als

Kff fo 0 uyr ry
Ky Ko I||u|=|r.|. .17
0 I 0][A u,
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Die Beziehung zwischen den Lagrange-Multiplikatoren A und einer Formulierung mittels
eines zweifachen Steklov-Poincaré-Operators wird in [185] und [184] gezeigt. Dabei tiberfiihrt
der Steklov-Poincaré-Operator Randwerte von einem Gebiet in das des anderen. Bestehende
Methoden lassen sich dabei auf der Art der Kopplung der Rénder und deren Beriicksichtigung
in Dirichlet-Dirichlet, Dirichlet-Neumann und Neumann-Neumann Algorithmen unterteilen.
Die unter dem Begriff FETI (Finite Element Tearing and Interconnecting) zusammengefassten
Gebietszerlegungsverfahren konnen aufgrund der Losung eines Neumann-Neumann Problems
analog zu diesen betrachtet werden. Sie stellen zusammen mit den FETI-Algorithmen die am

besten untersuchten Verfahren dar [101].

Im Folgenden wird auf die Verfahren eingegangen, die (3.7) mittels Schurkomplement berech-
nen, das als Approximation des Steklov-Poincaré Operators betrachtet wird [101, 184]. Dazu
werden die Losungsvariablen aus (3.7) so sortiert, dass Losungsvariablen der Kontaktstellen der

Gebiete als # und Losungsvariablen innerhalb eines Gebiets als u, bezeichnet werden. Es folgt

[Kw KU,] u,

Kro Krr

NE [f} . (4.18)
a S

Der Darstellung folgend beschreibt die Teilmatrix K, die Zusammenhinge innerhalb eines
Gebiets, wihrend K, und K,, die Einfliisse vom Rand auf das Gebiet bzw. umgekehrt ab-
bilden. K,, stellt den Einfluss der Gebietsrander aufeinander dar. Bei einer Berechnung des

Schurkomplements und unter Beriicksichtigung von (4.15) gilt

Koﬂ Knr 0 Vor 0
K, K. I|| v [=]0]. 4.19)
0 I 0||-S v
Der Vektor y wird beim iterativen Losen verwendet, sodass

Sy = (K,, - Kr,,K;;KO,)v = K,v - K,,v,, mit K,,v,, = —K,,v nicht explizit berechnet
werden muss [103]. Zu beachten ist, dass das Gleichungssystem mit K,, sehr genau gelost
werden muss [100]. Das entstehende globale Schurkomplement § Iisst sich mittels geeigneter
Zerlegung gebietsweise fiir Gebiet i als §' formulieren. Allerdings entstehen in Teilgebieten
ohne Dirichlet-Randbedingungen nicht invertierbare Schurkomplemente s (floating domains).
Auch urspriingliche (primal) Neumann-Neumann und duale FETI-Methoden ermdglichen keine

Berechnung von Teilgebieten ohne Dirichlet-Randbedingungen.

Bei einer Interpretation der Teilsimulationen als eigenstidndige Simulationen und deren an-
schlieBender Kopplung sind Teilsimulationen ohne Dirichlet-Randbedingungen ebenfalls nicht
16sbar. Bei korrekter Modellierung erscheinen die Kopplungsverfahren im Kontext der Agenten-
basierten Losung zur numerischen Simulationen vielversprechend. Allerdings bedeutet eine

wachsende Anzahl an Teilgebieten eine steigende Zahl an Iterationsschritten zum Austausch
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der benachbarten Teilgebiete und somit eine lingere Rechenzeit. Eine Reduktion bendtigter
Iterationen ist durch Koordination des Losungsverlaufs beispielsweise mittels Farbeverfahren
moglich. Firbeverfahren sind ein bewihrtes Mittel der Graphentheorie. Dabei werden alle
Knoten eines Graphen mit moglichst wenig Farben eingefirbt, wobei sichergestellt wird, dass
alle mit Kanten verbundene Knoten stets verschiedene Farben aufweisen. Bezogen auf die
Gebietszerlegung wird so erreicht, dass ausschlieBlich Teilgebiete gleichzeitig berechnet wer-
den, die keine gemeinsamen Rénder aufweisen. Die Umsetzung eines zentral organisierten
Farbeansatzes ist jedoch leistungsfihiger als die eines dezentralen agentenbasierten Ansatzes.
Lediglich fiir kleine Anderungen innerhalb eines bereits gefirbten Graphen ist die Leistung
vergleichbar mit der eines zentralen Ansatzes [186]. Zudem stellt der zentral koordinierte
Losungsablauf einen Gegensatz zu asynchronen Verfahren dar, die einen Prozessorleerlauf
durch eine Reduktion der Synchronisationspunkte innerhalb eines Algorithmus zu erreichen

versuchen [187].

Gebietszerlegungsverfahren wie das FETI-DP und das BDDC ermoglichen eine Verbesse-
rung der Konvergenzgeschwindigkeit und die Betrachtung von Teilsimulationen auch ohne
Dirichlet-Randbedingungen [103, 188]. Dabei werden die inneren Losungsvariablen paralleli-
siert eliminiert und die Teilsimulation in Abhéngigkeit der gemeinsamen Rander formuliert.
Zur Berechnung der Fragestellung gemeinsamer Rinder wird ein zusitzlicher zentraler BA
benotigt. Dieser kommuniziert seine Losung an alle beteiligten BA und ermoglicht so erst eine
Ergebnisbereitstellung der Teilsimulationen. Dabei wird jedoch die Agenteneigenschaft der
Autonomie der BA stark eingeschréinkt. BA erledigen dann lediglich von einer Zentralinstanz
zugewiesene Berechnungen. Zudem ist eine erfolgreiche Berechnung aller Teilsimulationen
eine Voraussetzung fiir einen Rechenfortschritt. Eine entsprechende mit Agenten parallelisierte
Umsetzung einer Gebietszerlegung findet sich in [142]. Da in dieser Arbeit das Verbinden
dezentraler, autonomer Experteneinheiten im Vordergrund steht, ist ein automatisiertes Ver-
binden von Teilmodellen zu einem Gesamtmodell ein Anwendungsfall der Gebietskopplung.
Ein nachtrigliches Aufteilen einer Simulation auf disziplin- und methodengleich befihigte
BA scheint nur fiir sehr grof3e Probleme sinnvoll, zu deren Berechnung die Rechenleistung
nicht ausreicht. Unter Beriicksichtigung stetig leistungsfihigerer Rechner und moderner Ver-
waltungswerkzeuge fiir Rechencluster mit einer auf die Leistungsfidhigkeit der Rechenknoten
bezogenen Lastverteilung ist dann eine Betrachtung der Gebietszerlegung im Rahmen der

Hochstleistungsrechnung sinnvoll.

Neben der beschriebenen Gebietskopplung finden sich in der Literatur auch Beispiele von an
Gebietsgrenzen gekoppelten Methoden und Disziplinen [72, 189]. Die konkurrierende Kopp-
lung verschiedener Methoden wird fiir das beschriebene Agentensystem in [110, 111] betrachtet.
Ergidnzend wird erwartet, dass eine simulationsspezifische Anpassung der zur Kopplung einge-
fithrten Hierarchie entsprechend Abbildung 4.3 in Form von Koordination vorteilhaft in Bezug

auf den Losungsverlauf ist.
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4.2.6 Umgang mit unterschiedlicher Diskretisierung

Die Autonomie erméoglicht es BA, eine fiir die jeweilige Teilsimulation angepasste Diskretisie-
rung zu verwenden. Diese wird entweder automatisch durch ein dafiir umgesetztes Verhalten
im BA oder manuell durch den Anwender unter Zuhilfenahme des dem BA zur Verfiigung
stehenden Simulationswerkzeugs erstellt. Dass verschiedene Diskretisierungen vorteilhaft sind,
lasst sich anhand von Fehlerschranken, die diskretisierungsabhidngige Aussagen iiber die Qua-
litdt der berechneten Losung ermoglichen, verdeutlichen [94]. Als Beispiel sei die Kopplung
zweier Disziplinen betrachtet, bei der das Material in der einen Disziplin lineare und in der
zweiten nicht lineare Eigenschaften aufweist. Bei gleicher Diskretisierung wird der Fehler im
linearen Fall geringer ausfallen als im nicht linearen Fall. Entsprechend sind zur Diskretisierung
disziplin-, methoden-, und gebietsabhingige Parameter zu beriicksichtigen. Deren Bestimmung

ist direkt durch den BA oder durch Kommunikation moglich.

Der BA wird dabei als Experte seiner Teilsimulation betrachtet. Zur Kopplung mit anderen
BA werden Werte explizit und auf Grundlage des globalen Koordinatensystems angefragt und
ausgetauscht. Ein Austausch von Wissen zur Weiterverarbeitung von Werten, beispielsweise
iber die Materialeigenschaften und Materialgrenzen, wird somit unnétig. Fiir eine Simulation
mit mehreren BA bleibt so die Expertise jedes einzelnen gewahrt. Allerdings liegen die zur
Kopplung angefragten Werte nur in Ausnahmefillen als Losung auf der Diskretisierung des
anderen BA vor. Augenscheinlich wird dies am Beispiel einer Anfrage nach Werten auf dem
Rand I'; ; zur Gebietskopplung bei nicht iibereinstimmender Diskretisierung. Dabei kommt
es regional zu einem Uberlappen bzw. zu Liicken in der Diskretisierung. Abbildung 4.21

veranschaulicht dies fiir einen stark vergroferten Ausschnitt einer Diskretisierung.

Q Q, Gebiete:
-~ B iberlappend

Q, g~ | unvemetzt

Abbildung 4.21: Darstellung der zu koppelnden Diskretisierung (links) mit einer regionalen

Auswertung der Geometrie (rechts) angelehnt an [190]

Entsprechend gilt es, angefragte Werte mittels Nichster-Nachbar-, Interpolations- oder Projek-
tionsverfahren gebietsabhingig zu bestimmen [95]. Die Umsetzung mindestens eines dieser
Verfahren ist so in jedem BA notwendig. Hierfiir nutzbar ist beispielsweise die in Kapitel 4.2.5.1

beschriebene Schnittstelle. Diese ist dabei um eine Behandlung von Werteanfragen auf3erhalb
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der Diskretisierung gebietskonform zu erweitern. Der aufgrund der Interpolation bzw. Projekti-
on entstehende Fehler ist dabei fiir alle auBBer den Nichster-Nachbar-Verfahren kleiner als der
Diskretisierungsfehler [190]. Eine dhnliche GroBe der Elemente der gekoppelten Teilsimulatio-
nen ist dabei jedoch zu bevorzugen [95].

4.3 Ressourcennutzung

Im Folgenden werden die Eigenschaften des vorgestellten dezentralen Agentensystems zum
verteilten Losen gekoppelter Feldprobleme im Hinblick auf die Nutzung der Ressourcen darge-
stellt. Dabei wird zu Beginn auf die Nutzung der Rechenzeit eines einzelnen BA eingegangen.
Die Betrachtung eines KA entfillt, da dieser nicht an der Berechnung der Simulationen beteiligt
ist. Im Anschluss folgt die Darstellung ausgewihlter Aspekte der Ressourcennutzung des Agen-
tensystems. Dabei steht die Flexibilitit innerhalb des Agentensystems und die Unterstiitzung
des Berechnungsablaufs durch hinzugefiigte redundante Agenten im Vordergrund.

4.3.1 Agenteninterne Rechenzeitnutzung

Aus wirtschaftlichen Griinden ist ein Simulationsingenieur daran interessiert, verfiigbare Re-
chenzeit moglichst effizient zu nutzen. Enden Berechnungen eines BA ohne dass weitere
Aufgaben vorliegen, so ermdoglicht das zielgerichtete Verhalten eines jeden BA weitere und
iber die Aufgaben des Simulationsingenieurs hinausgehende zielgerichtete Berechnungen.
Beispiele zusitzlicher zielgerichteter Berechnungen sind die Verbesserung der Genauigkeit
mittels Verfeinerung der Diskretisierung, die Verbesserung des Losungsablaufs zur schnelleren
Berechnung von Parametervariationen oder Optimierungsaufgaben und eine umfassendere
Modellierung zur zusitzlichen Auswertung von interdisziplindren Zusammenhingen. Dabei
bedingen sich die genannten Aspekte gegenseitig, sodass eine Aussage iiber die Notwendigkeit
der Ausfithrung der im BA realisierten Verhalten schwierig ist. So ist das Erreichen der Kon-
vergenz eines Losungsverfahrens durch eine verfeinerte Diskretisierung simulationsabhéngig
moglich. Das dabei im Idealfall verwendete schnellste konvergierende Losungsverfahren setzt
zu dessen Bestimmung jedoch eine geeignete Diskretisierung sowie eine vollstindige Modellie-
rung voraus. Anhand dieses Konfliktes wird im Folgenden exemplarisch die Einfithrung einer
Priorisierung zum Umgang mit dem lokalen Ressourcenkonflikt dargestellt. Eine Unterstiitzung

durch zusitzliche redundante BA wird in Kapitel 4.3.2 beschrieben.
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4.3.1.1 Auswahl des Lésungsverfahrens

Die Auswabhl eines geeigneten Losungsverfahrens zur Berechnung der Simulation stellt ein
vielfach analysiertes Themenfeld dar [191, 192]. Eine Herangehensweise ist die Analyse aus-
gewihlter Parameter bei erfolgreich berechneten Simulationen und das Erstellen einer davon
abgeleiteten Wissensbasis in Bezug auf die Leistungsfahigkeit verschiedener Losungsverfahren.
Das in der Wissensbasis hinterlegte Wissen dient anschliefend zur Auswahl der Numerikbi-
bliothek und dem ausgefiihrten Verhalten des BA. Beispiele von Simulationsparameter die sich
Beriicksichtigen lassen sind die Eigenschaften der Jacobimatrix J, der Diskretisierung 9 und
der betrachteten PDE. Auch rechnerbezogene Grofen, wie die benétigte Rechendauer, die CPU-
Generation oder der verfiigbare Arbeitsspeicher lassen sich bei entsprechender Normierung
verwenden. Diese Informationen werden in generalisierter Form in der Wissensbasis abgelegt
und beispielsweise zum Training eines neuronalen Netzes genutzt [123, 193]. Dabei wird eine
Zielfunktion, wie beispielsweise die erwartete Rechenzeit, mittels eines Feed-Forward-Netzes
approximiert. Die approximierte Funktion ermdglicht es, ausgehend von einer Analyse der Para-
meter einer bisher ungeldsten Simulation, Empfehlungen fiir das Losungsverfahren abzugeben.
Der Aufbau eines solchen Empfehlungssystems ist in Abbildung 4.22 abgebildet.

Trainingsparameter
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Abbildung 4.22: Neuronales Netz zur Empfehlung der Losungsverfahren

Abbildung 4.23 zeigt beispielhaft die Auftrittshiufigkeit der Abweichungen zwischen den
Empfehlungen eines neuronalen Netzes und der tatsdchlichen, aus gemessener Rechenzeit
bestimmten relativen Position von 114 Konfigurationen an Losungsverfahren. Eine positive
Position der Wertung entspricht dabei einer vom Empfehlungssystem um eine entsprechende
Anzahl an Positionen bessere Empfehlung eines Losungsverfahrens, als diese durch Messungen
bestitigt wurde. Beriicksichtigt sind dabei vier direkte und fiinf iterative Losungsverfahren
mit je 14 Vorkonditionierern. Besteht innerhalb der Losungsverfahren kein Unterschied, ob
der Vorkonditionierer links oder rechts angewendet wird, so werden beide Optionen als eine
Konfiguration betrachtet. Analog dargestellt sind in Abbildung 4.23 die Auftrittshaufigkeit
der Abweichungen fiir die 10 schnellsten Verfahren. Dabei ersetzt die auf Statistik beruhende
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Empfehlung des neuronalen Netzes im Einzelfall der jeweiligen Simulation nicht die Ent-
scheidung fiir ein Losungsverfahren. Die Nutzung des Expertenwissens gestattet lediglich die
Berechnung mit vielversprechenden Losungsverfahren zu beginnen. Entsprechend dient die
Vorgehensweise der Unterstiitzung des Anwenders zur schnellen Berechnung der Simulationen

durch die automatisierte Empfehlung geeigneter Losungsverfahren.

80| [C—Alle Verfahren
mmm 10 schnellste Verfahren

Auftrittshiufigkeit

-100 -80 -60 —-40 -20 0 20 40
Position der Wertung

Abbildung 4.23: Fehlerhistogramm eines neuronalen Netzes [193]

Die Qualitit der Empfehlungen héngt dabei von den fiir den Aufbau einer Wissensbasis ver-
wendeten Simulationen und den extrahierten Parametern ab. Zusitzliche von einem BA durch-
gefiihrte Berechnungen lassen sich zur Verbesserung seiner Wissensbasis nutzen. Jedoch gilt es
dazu moglichst vollstindige Parametersitze in Bezug auf Losungsverfahren und Rechenzeit zu
erstellen [194]. Das Erzeugen dieser Parametersitze reprisentiert eines der zielgerichteten und

iiber die Anforderungen an eine einmalige Simulation hinausgehenden Verhalten eines BA.

4.3.1.2 Verfeinerung der Diskretisierung

Die Genauigkeit der berechneten Losung ist abhéngig von der charakteristischen Elementgro-
Be ~ und dem Grad der Formfunktionen N; eines finiten Elements [142]. Die Elementgrofie /
wird dabei als Durchmesser einer Kugel, die das finite Element beinhaltet oder entsprechend der
groften Kantenlidnge des finiten Elements gewihlt [195]. In Bezug auf interdisziplindr gekop-
pelte Simulationen sind die durch Fehlerschranken bestimmten Gebiete zur Verfeinerung zudem
disziplinspezifisch [94]. Abbildung 4.24 zeigt beispielhaft zu verfeinernde Gebiete der Diskreti-
sierung D eines Transistors fiir die drei gekoppelt berechneten Grofien der Konzentration der

Elektronen n, der Locher p und des elektrischen Potenzials ¢.
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Abbildung 4.24: Finite Elemente mit geringer Genauigkeit je Losungsvariablen fiir einen

Transistor entsprechend Kapitel 5.2.2

Die gestaffelte Berechnung innerhalb des Agentensystems und die darin umgesetzte diszi-
plinspezifische Diskretisierung erméglichen den BA so auch derartige disziplinspezifische
Verfeinerungen. Ein Vergleich der agentenspezifischen mit einer agenteniibergreifenden Ver-
feinerung der Diskretisierung zeigt dabei einen reduzierten Rechenaufwand der agentenspezi-
fischen Netzverfeinerung. Allerdings macht diese ein erneutes Austauschen der verfeinerten
Diskretisierung zwischen den BA zur Kopplung notwendig. Eine zusétzliche Reduktion der
Rechenzeit ist im Fall der Berechnung mittels iterativer Losungsverfahren automatisiert mog-
lich, indem Interpolationsverfahren genutzt werden, um eine Approximation des Startvektors
aus einer unverfeinerten Berechnung zu bestimmen. Die Anpassung der Diskretisierung, die
dazu verwendete Methode sowie das eingesetzte Losungsverfahren stellen disziplin-, methoden-
und gebietsspezifisches Expertenwissen dar. Dessen automatisierte Beriicksichtigung erfolgt
durch die BA anhand der in [142] dargestellen und innerhalb der BA verfiigbaren Netzverfeine-
rungsverfahren. Ein Verfeinerungsschritt ldsst sich wihrend einer Berechnung auch mehrfach
ausfiihren, um die Diskretisierung D dort zu verfeinern, wo grof3e Fehler auftreten. Dabei ist
eine Verfeinerung mit einer Steigerung an Freiheitsgraden verbunden. Dies wiederum fiihrt zu
einer Steigerung der Rechenzeit und so zu einem zweiten, iiber die einmalige Berechnung der
Simulation hinausgehenden Verhalten eines BA. Entsprechend ist eine weitere Fihigkeit der
Softwareagenten-basierten Simulation, dass die Anzahl an Verfeinerungsschritten abhingig von

der verfiigbaren Rechenzeit je BA variiert werden kann.

4.3.1.3 Rechenzeitverteilung

Ungenutzte BA stellen ihre Fihigkeiten verfiigbaren KA zur Verfiigung und bemiihen sich um

Aufgaben aus ihrer Umgebung. Neben einem KA als Auftraggeber ermoglicht die graphische
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Benutzeroberfliche einem Anwender, Simulationen mittels des Simulationswerkzeugs zu bear-
beiten. Eine Priorisierung der beiden Auftraggeber findet hier zugunsten des Anwenders statt,
bei dem von einer bewussten Ressourcennutzung ausgegangen wird. Die Ressourcen des BA
werden nun innerhalb der funktionellen Gruppen des Agentensystems als belegt betrachtet.
Eine weitere Priorisierung ist zwischen der Berechnung einer Simulation mit verschiedenen
Losungsverfahren und der Berechnung verschiedener Diskretisierungen notwendig. Grund ist,
dass beide Verhalten alle einem BA zur Verfiigung stehenden Ressourcen ausnutzen. Da die
Ergebnisse beider Verhalten von Interesse sind und keine Aussage iiber die Verfiigbarkeit der
Rechenressourcen des BA erfolgen, ist eine Planung der Arbeitsabldufe (Scheduling) nicht
moglich. Die Beauftragung des entsprechenden Verhaltens hat so jeweils nach dem Ende des
vorhergehenden Verhaltens zu erfolgen. Dies wird durch einen Vergleich der Ausfithrungshéufig-
keiten der jeweiligen Verhalten mit einer vom Anwender vorgegebenen Hiufigkeitsverteilung y
moglich [196]. Da bei der ersten Berechnung sowohl eine Diskretisierung als auch das dazu ge-
horige Losungsverfahren zum ersten Mal berechnet werden, sind Verteilungen von 100 % nicht
zu realisieren. Die Priorisierung der Verhalten ermoglicht es einem Anwender so, bei ausrei-
chender Rechenzeit und ohne entsprechende Vorkenntnisse, genau und schnell Feldprobleme zu

berechnen. Es vermeidet zudem ungenutzte Rechenressourcen innerhalb des Agentensystems.

4.3.1.4 Ende der Agententéatigkeit

Auch bei einer Betrachtung bisheriger verteilter Systeme zur Berechnung von Simulationen
endet mit der Konvergenz der Simulation auch die Aktivitit daran beteiligter Einheiten. Zur
Feststellung der Konvergenz existieren sowohl zentrale als auch dezentrale Ansitze. Letztere
finden beispielsweise in Rechenclustern Anwendung und werden mittels Umlaufverfahren
realisiert [197]. Dabei unterstiitzt ein dezentraler Ansatz die Autonomie der BA. Auch eine
zentrale Feststellung der Konvergenz ist, bedingt durch die hier realisierte Struktur des Agen-
tensystems und die Moglichkeit zu dessen Koordination, beispielsweise mittels einer zentral
gefiihrten Liste, umsetzbar. In diesem Agentensystem liegt Konvergenz vor, falls wenigstens
einer der konkurrierenden und alle sich ergdnzenden BA ihre Berechnung beendet haben und
kein Bedarf an einer Veroffentlichung der Losung mehr besteht. Dessen Uberwachung obliegt
hier dem Anwender. Von einem Berechnungsende ist die Rede, wenn fiir alle Teilsimulationen

wenigstens eine Losung gefunden wurde.

Bis zum Erreichen der Konvergenz hat wenigstens ein BA mit den fiir die Simulation not-
wendigen Fihigkeiten verfiigbar zu sein. Anderenfalls ist kein Auswerten der Losungen oder
Bereitstellen von Koppelgrofie mehr moglich. Verfiigbar meint, dass im Bedarfsfall ein BA
seine Tatigkeit an der entsprechenden Simulation wieder aufnehmen kann. Fehlen dem Agen-
tensystem Fihigkeiten, so bleiben entsprechende Teilsimulationen unberiicksichtigt. Unter

Beriicksichtigung der Nutzbarkeit der Rechenzeit auch iiber die Konvergenz hinaus, ergibt sich
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eine sehr lange Auslastung der BA. Die Priorisierung der Verhalten und die Interaktion mit dem
Anwender ermoglichen eine sinnvolle Rechenzeitverteilung innerhalb eines BA. Zusitzlich
lassen sich, angelehnt an die prinzipiell sehr lange rechnenden iterativen Losungsverfahren,
Grenzen definieren, bei deren Erreichen die Bearbeitung einer Simulation beendet wird. Die
im Folgenden beriicksichtigte Haufigkeitsverteilung y gestattet dabei lediglich die Berechnung

einer Diskretisierung je BA.

4.3.2 Rechenzeit des Agentensystems

Bei der verteilten Rechnung gilt es zwischen zentral ausgefiihrten Algorithmen und dezentralen
Algorithmen zu unterscheiden. Abhéngig von der jeweiligen Implementierung sind beide in der
Lage, verteilte Ressourcen zur Ausfiithrung zu nutzen. Beispiele fiir zentral ausgefiihrte Algorith-
men mit verteilter Ressourcennutzung sind direkte Losungsverfahren oder Gebietszerlegungs-
algorithmen. Diese berechnen unter der Verwendung von Bibliotheken wie OpenMP, MPI oder
GPI [198] parallelisiert Ergebnisse und stellen die Ergebnisse im Anschluss zusammengefiihrt
bereit. Je geringer die Synchronisation zwischen den parallel ablaufenden Prozessen ist, desto
besser die Skalierbarkeit der Verfahren. Die dazu benétigte Funktionalitét, wie beispielsweise
das Verwalten und Uberwachen beteiligter Ressourcen, die dynamische Lastverteilung oder
die Rekonfigurierbarkeit, sind leistungsstark zentral umgesetzt. Der Leistungsvergleich zwi-
schen einem zentralen und einem verteilten Algorithmus fillt entwurfsbedingt zugunsten des
zentralen Algorithmus aus. Beispielhaft wird dies an der Datenhaltung sichtbar, die im einen
Fall zentral und im anderen Fall verteilt und gekapselt stattfindet. Werden die in Kapitel 4.1
beschriebenen Eigenschaften einer verteilten Architektur als wesentlich eingeschitzt, so gilt es

den Algorithmus verteilt zu realisieren.

Die durch das beschriebene Agentensystem verteilt berechnete Simulation stellt ein Beispiel
eines dezentralen Algorithmus dar. Je ausgeprégter die Individualitit der Agenten und deren Ver-
halten ist, desto geringer wird die Ahnlichkeit mit einem zentralen Algorithmus. Entsprechend
ist dieses Agentensystem grundsitzlich vom parallelen verteilten Rechnen zu unterscheiden. Ei-
genschaften des Agentensystems lassen sich dabei angelehnt an agentenbasierte Rechencluster
(ACG) betrachten. Durch angebotene Dienstleistungen und deren Durchfithrung erméoglichen
BA darin eine Abstraktion sowie eine dynamische und robuste Anpassung des Systems an Ge-
gebenheiten innerhalb eines verteilten Systems [199]. Exemplarisch sei die Agenteneigenschaft
der Mobilitit betrachtet, die durch Funktionen wie das Klonen von Agenten und dessen Migrati-
on die Fehlertoleranz in einem Rechencluster erhohen [200]. Auf deren Umsetzung wurde hier
aufgrund der lokal bereitstehenden Simulationswerkzeuge und den grof3en bei einer Simulation
anfallenden Datenmengen bei einer erneuten Initialisierung der Berechnung bewusst verzichtet.
Alle anderen Eigenschaften der starken sowie der schwachen Beschreibung eines Agenten aus

Kapitel 2.2 sind hingegen in diesem Agentensystem realisiert. Global betrachtet bietet das
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Agentensystem so Zugriff auf alle Dienstleistungen der am Agentensystem beteiligten Agenten.
Entsprechend ist das Agentensystem als Kollektiv von Agenten zu betrachten, innerhalb dessen
Dienstleistungen und Ressourcen unter seinen Mitgliedern bereitgestellt werden und das eine
einfache Erweiterung und Verwaltung bestehender Infrastruktur erméoglicht [201]. Ein Beispiel
stellt die in [202] beschriebene Vermittlung von Diensten zur Verwaltung und Planung verteilter
Ressourcen dar. Eine auf numerische Simulationen bezogene Realisierung ist der so erzielte
Lastausgleich bei der Gebietszerlegung [143].

Fiir einfache Aufgaben mit kurzer Ausfithrungsdauer ist deren Verteilung auf mehrere auto-
nom agierende Agenten wenig sinnvoll. Zusétzliche redundante Agenten, die automatisiert
konkurrieren und unterstiitzende Informationen zur Losung beitragen, niitzen hingegen der
Losung. Dies ist in der dargestellten Agentenplattform zur Berechnung einzelner Teilsimula-
tionen umgesetzt. Dazu werden BA mit gleichen Fihigkeiten innerhalb des Agentensystems
als funktionelle Gruppe betrachtet. Innerhalb dieser Gruppen konkurrieren Agenten darum,
moglichst giinstig eine Losung bereitzustellen. Die zur Beurteilung notwendige Kostenfunktion
lasst sich angelehnt an die Rechenzeit, die bendtigten Ressourcen und die Betriebskosten
aufstellen. Agenten, deren Losungsbeitrag aufgrund von lingerer Rechenzeit oder grofierem
Restfehler nicht mehr relevant ist, beenden ihre Berechnung. Dieses Vorgehen findet angelehnt
an evolutiondre Algorithmen [203] statt, wobei ein erneuter Losungsversuch eines Agenten
mit modifizierten Parametern moglich ist. Dies findet beispielsweise nach dem Scheitern eines
Losungsverfahrens statt, wenn eine weitere Berechnung einen Mehrwert bietet. Ermoglicht
wird so ein verteiltes Bearbeiten der in Kapitel 4.3.1 beschriebenen Aufgaben unter Beriicksich-
tigung des im Agentensystem vorhandenen Wissens und bereitgestellter Fahigkeiten. Dabei
wird durch Kommunikation sichergestellt, dass Konfigurationen mit identischen Parametern
(sieche Abbildung 4.3) nicht mehrfach berechnet werden. Fiir verteilt berechnete interdiszi-
plindre Simulationen ermdglicht dies beispielsweise, dass Agenten, die zur Berechnung aller
Disziplinen in der Lage sind, mit verteilten Systemen konkurrieren. Zudem werden im System
verfiigbare, bereits berechnete Informationen zur weiteren Berechnung genutzt.

Die dynamische Erweiterung des Agentensystems wihrend der Laufzeit gestattet es, dass
Teilsimulationen bereits berechnet werden, ohne das alle notwendigen Féahigkeiten im Agenten-
system vorhanden sind. Auch Teilmodelle, die wihrend der Entwicklung einer gekoppelten
Simulation entstehen, lassen sich durch das Agentensystem auswerten. Vorausgesetzt wird, dass
eine Losung fiir die Teilsimulation existiert. Kommen wihrend der Berechnung neue Rechen-
ressourcen in Form von BA hinzu, so nutzen diese das beim KA hinterlegte Simulationsmodell,
um anhand ihrer Kompetenzen einen Beitrag zur Simulation zu leisten. Dabei informieren
sich BA vor Berechnungsbeginn automatisiert iiber fiir sie relevante und bereits existierende
Ergebnisse und beriicksichtigen diese bei der im Anschluss durchgefiihrten Rechnung (siehe
Abbildung 4.19). Dieses Vorgehen stellt ein Beispiel fiir die Agenteneigenschaften des initiati-
ven und zielgerichteten Handelns eines BA dar. Entstehen durch hinzukommende BA weitere
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Moglichkeiten zur Kopplung, deren Berechnung aufgrund fehlerhafter Modellierung jedoch
fehlschldgt, so wird eine manuelle Modellierung notwendig. Entsprechende Hinweise lassen

sich aus dem Kopplungsgraphen aus Abbildung 4.14 entnehmen.

Entfillt ein BA, beispielsweise aufgrund anderweitig ihm iibertragener Aufgaben oder durch
einen Hardwaredefekt, so bleiben die zuletzt verteilten Ergebnisse jedoch im Agentensystem
présent. Dessen Funktion innerhalb des Agentensystems wird dabei durch die konkurrieren-
den BA innerhalb der funktionellen Gruppe iibernommen. Entfillt bei einer Simulation der
letzte befdhigte BA, so ist eine Losung nur noch in reduzierter Form moglich. Dabei werden
ausgetauschte, vorhandene Kopplungswerte weiterverwendet, jedoch nicht weiter prizisiert
und aktualisiert. Auch hinzukommende BA werden nun nicht mehr iiber bis dahin berechnete
Ergebnisse informiert. Abhilfe schafft die Erweiterung des Agentensystems um Agenten, die
berechnete Losungen der BA sammeln und daraus zur Kopplung benétigte Werte bestimmen
und bereitstellen. Da die Bereitstellung von zur Kopplung benétigter Werte meist jedoch eine
Auswertung disziplinspezifischer Zusammenhéngen erfordert, wiirden so Agenten mit grof3er
funktioneller Ahnlichkeit zu den jeweiligen BA notwendig. Entsprechend gilt es hier nach dem
Ausfall des letzten befiahigten BA, wenn das Erreichen der Konvergenz nicht mehr moglich ist,

den Beitrag des ausgefallenen Agenten innerhalb der Teilsimulationen zu verwerfen.
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5 Numerische Beispiele

Anhand zweier Problemstellungen wird im Folgenden demonstriert, dass der Einsatz von Soft-
wareagenten zur numerischen Feldberechnung interdisziplindrer gekoppelter Fragestellungen
vorteilhaft ist. In die numerische Feldberechnung iibertragene Eigenschaften der agentenorien-

tierten Programmierung und deren Einfluss auf die Simulation werden dabei betont.

5.1 Nahbereichsradar

Eine erste Demonstration erfolgt anhand von Untersuchungen zum Berechnungsverlauf eines
24,15 GHz Nahbereichsradars, das beispielsweise zur Objekterkennung im Auto eingesetzt wird.
Dazu wird ein Antennenarray, bestehend aus mehreren Patch-Antennen und deren Zuleitungen
auf einer Leiterplatine, betrachtet. Das Antennenarray befindet sich in einem Kunststoffgehéuse
mit eingelassener Linse. Auf dem Gehduse und der Linse befindet sich eine Schicht Wasser.
Das Antennenarray sowie das seitlich durch den Modellrand begrenzte Gehéuse sind von Luft
umgeben. Abbildung 5.1 stellt das Antennenarray und einen Schnitt durch das Gehduse dar.

Gehduse

Antennen-
array

Abbildung 5.1: Modell des Nahbereichsradars

5.1.1 Konkurrierende Wellensimulationen

Die Auslegungen der im Antennenarray eingesetzten Patch-Antennen, deren Zuleitungen sowie
die Positionierung der Linse erfolgen unter Auswertung der Helmholtz-Gleichung

AE—y,kg(s,— l)E -0 (5.1)
wey
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fiir die elektrische Feldstirke E mittels der FEM. An den Rindern des tiber das Modell hinaus
reichenden Luftgebiets wird dieses als frei von Reflexionen angenommen. Die Materialpa-
rameter sind gebietsweise konstant. Diskretisiert ist das Modell mit 2 - 10° Tetraedern. Dem
Agentensystem wird die Modellbeschreibung einschlieflich der Diskretisierung zur Berechnung
iibergeben. Dabei ermdglicht die Kommunikationsfahigkeit der Agenten die Interaktion mit
dem Anwender sowie ein zentrales Bereitstellen der Simulation fiir verteilt betriebene BA.
Die Eigenschaft des rationalen Verhaltens der Agenten bewirkt, dass BA das bereitgestellte

Simulationsmodell auch berechnen.

Das sich bei festgelegter Diskretisierung ergebende Gleichungssystem hat 14 - 10° Freiheitsgra-
de, ist komplex, symmetrisch, hat eine relative Bandbreite von 7 %, eine Besetzungsdichte von
3-107° und benétigt zu dessen Speicherung in diinn besetzter Form 14 GB. Diese Eigenschaften
sowie Hardwareeigenschaften der BA dienen zur Empfehlung moglicher Losungsverfahren
durch ein neuronales Netz. Die so erhaltenen Empfehlungen werden entsprechend der Reihenfol-
ge der Platzierung von den verfiigbaren BA angewendet. Anwenderspezifische Vorgaben werden

dabei bevorzugt beriicksichtigt und Empfehlungen fiir skalare Vorkonditionierer verworfen.

Fiir dieses Beispiel nutzbare BA befinden sich innerhalb der funktionellen Gruppe zur Berech-
nung elektromagnetischer Wellen. Das eingesetzte Rechnersystem besteht, angelehnt an ein
Biironetz aus 6 dhnlichen Rechnern, wobei diese aufgrund der Grofe der Simulation leistungs-
stark ausgefiihrt sind (siehe Tabelle 5.1). Individualitit der BA entsteht durch unterschiedliche
Hardware, die bei der Auswahl der Losungsverfahren beriicksichtigt wird. Entsprechend Ab-
bildung 4.3 konkurrieren BA hier auf Parameterebene darum einen Beitrag zur Losung zu
leisten. Dies entspricht der Agenteneigenschaft des zielgerichteten Verhaltens. Tabelle 5.1 fasst
den Aufbau des Agentensystems, gewéhlte Losungsverfahren, deren Platzierung durch das

neuronale Netz und die benétigten Rechenressourcen zusammen.

Tabelle 5.1: Agentensystem zur Antennensimulation

BA 1 BA2 BA3 BA 4 BAS BA6
Platz 1 2 3 4 5 Anwender
BiCGStab, MUMPS FGMRES, FGMRES, FGMRES,
Losungsver-
fah PARDISO MG(SORYV, Out-of- DD(:,2x MG(SORV, MG(SORYV,
ahren:

MUMPS) Core MUMPS) MUMPS) FGMRES)
Rechenkerne:| 4 8 8 8 8 4
Xeon-  Xeon-E5- Xeon-E5- Xeon-E5- Xeon-E5-  Xeon-E3-

CPU:
E5-2643  2630v3 2630v3 2630v3 2630v3 1275v5
Rechnenzeit: 7h 21 min 5h 2h 19 min -
Speicher-
364 GB 62 GB 108 GB 221 GB 62 GB -
belegung:
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Die zudem dargestellten Rechenzeiten und der jeweilige Speicherbedarf verdeutlichen, dass
Softwareagenten in der Lage sind eigenstdndig Simulation zu berechnen. PARDISO und
MUMPS sind dabei direkte und BiCGStab und FGMRES iterative Losungsverfahren. Die mul-
tiplikative Schwarz-Gebietszerlegung (DD,-), das vektorielle Uberrelaxationsverfahren (SORV)
und das Mehrgitterverfahren (MG) sind Vorkonditionierer. Der dabei erreichte Konvergenzver-

lauf ausgewihlter sowie zusitzlicher Losungsverfahren ist in Abbildung 4.15 abgebildet.

Unter der Annahme, dass erfolgreich berechnete Ergebnisse gleichwertig sind, ist ein Abbre-
chen von langsameren Losungsverfahren moglich. Dies trifft auch dann zu, wenn Agenten
verspitet hinzukommen, verspétet mit der Berechnung beginnen oder aufgrund von zusitzlichen
Aufgaben eine lingere Rechenzeit aufweisen. Dabei kompensiert das Agentensystem auch
den Ausfall von Agenten. So wird hier fiir einen parallelen Start aller BA das Ergebnis von
BA 5 bereitgestellt, anstelle auf das Ergebnis fehlerhafter oder langsamerer BA zu warten.
Im Vergleich mit einer sequenziellen Implementierung bedarf das Agentensystem so keiner
Neuinitialisierung der Berechnung. Dieses Beispiel verdeutlicht zudem die Autonomie der
BA, da das von BA 6 gewihlte nicht konvergierende Losungsverfahren fiir diesen zwar keinen
Losungsbeitrag bedeutet, dem Agentensystem jedoch die erfolgreiche Berechnung gelingt.

Findet kein Abbrechen statt, so vergleicht das Agentensystem automatisiert die Leistungsfihig-
keit von sowohl parallel als auch sequenziell berechneten Losungsverfahren. Dieser Vergleich
setzt die Agenteneigenschaft der Wahrhaftigkeit in Bezug auf die Angabe der Rechenzeit vor-
aus. Wihrend ein parallelisiertes Berechnen verschiedener Losungsverfahren fiir den getibten
Anwender wenig sinnvoll ist, profitiert dieser von der Moglichkeit getroftene Entscheidungen
bei der Konfiguration des Losers zu verifizieren. Zudem ermoglichen die Agenten fiir nicht
lineare Losungsverfahren oder im Fall eines bidirektional gekoppelten Modells verschiedene
automatisiert konkurrierende Losungsverfahren fiir sequenzielle Berechnungsschritte. Letz-
teres demonstriert Kapitel 5.1.2.3. Ein ungeiibter Anwender profitiert bereits vom parallelen

Berechnen, da ihm das Agentensystem eine schnelle Losungsbereitstellung ermoglicht.

5.1.2 Interdisziplinér gekoppelte Simulationen

Erfahrungswissen eines Anwenders oder das in Kapitel 4.2.2 dargestellte Empfehlungssystem
legen neben der Betrachtung der elektrischen Feldstirke E eine Auswertung unter Beriicksich-
tigung der Temperatur 7 nahe (siche Abbildung 4.14). Entsprechend wird zusitzlich zu der
in Kapitel 5.1.1 beschriebenen Berechnung der elektrischen Feldstirke E nun die stationire,
nichthomogene Wirmeleitungsgleichung (3.15) betrachtet. Diese ist fiir das hier betrachtete
Beispiel innerhalb des Gehiuses von Interesse. Das Gehduse ermoglicht auf der Oberfliche
einen Wirmefluss vom Wasser in das Luftgebiet, hat auf der Unterseite konstant 50°C und ist

ansonsten isoliert. Dementsprechend entsteht im Agentensystem der Bedarf an zusétzlicher Dis-
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ziplinkenntnis. Im Folgenden werden mogliche Szenarien von sich ergebenden Fragestellungen
vorgestellt, die einem Konflikt verschieden beféhigter, selbststandiger und gleichberechtigter

BA auf Disziplinebene entsprechen (siehe Abbildung 4.3).

5.1.2.1 Szenario 1

Das Szenario 1 entspricht analog zu Kapitel 4.2.3 einer ungekoppelten Berechnung von (5.1)
und (3.15). Dies ist dann von Interesse, wenn zusétzlich zur elektrischen Feldstirke E der
durch Randbedingungen vorgegebene Temperaturverlauf innerhalb des Gehéuses ausgewertet
wird. Tabelle 5.2 stellt die Konfiguration des Agentensystems dar, die zur Berechnung dieses
Szenarios eingesetzt wird. Die dargestellten Befdhigungen der BA beschreiben deren Eigen-
schaften zur Berechnung der angegebenen Disziplinen durch verfiigbare Simulationswerkzeuge
entsprechend Abbildung 4.4.

Tabelle 5.2: Agentensystem zur Demonstration von Szenario 1

Freiheits- Rechnen-

Befihigung Losungsverfahren .
grade zeit
BA 1 ET FGMRES, MG(SORV, MUMPS)  16-10° 24 min
BA2 T FGMRES, MG(SOR, MUMPS) 10° 1 min
BA3 E FGMRES, MG(SORV, MUMPS)  14-10° 19 min

Die angegebenen Rechenzeiten sind auf drei gleichen Rechnern mit 8 Kernen einer Xeon-
E5-2630v3 CPU berechnet. Beriicksichtigt ist, dass eine monolithische Berechnung meist mit
einheitlicher Diskretisierung aller Teildisziplinen stattfindet. Die reellen Freiheitsgrade der
thermischen Simulation kommen so knotengleich zu den Komplexen der Wellenberechnung
hinzu. Dies fiihrt bei monolithischer Berechnung zu einem Gleichungssystem mit 16 - 10
Freiheitsgraden. Das gestaffelte Berechnen der disziplinspezifischen Teilsimulationen erfolgt
hier unter Verwendung von auf die Disziplin angepassten unterschiedlichen Diskretisierun-
gen. Verglichen mit der einheitlichen Diskretisierung wird so eine thermische Simulation mit
lediglich 10° Freiheitsgraden moglich. Tabelle 5.2 zeigt zudem, dass die Realisierung von
BA mit Kenntnis mehrerer Disziplinen gelingt. Da die Rechenzeit von BA 1 mit 24 min hier
langer dauert als das Erreichen der Konvergenz der BA 2 und 3 nach 19 min, ist ein Abbrechen
der Berechnung von BA 1 moglich. Entsprechend zeigt die Berechnung der Simulation durch
das Agentensystem auch, dass die parallelisierte gestaffelte Berechnung mit auf die Disziplin
angepasster Diskretisierung hier schneller ist als die monolithische Berechnung mit einheitlicher

Diskretisierung.
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5.1.2.2 Szenario 2

Im Folgenden wird Szenario 2 analog zu Kapitel 4.2.3 betrachtet, das der unidirektionalen
interdisziplindren Kopplung zweier Disziplinen entspricht. Dies entsteht beispielsweise dann,
wenn bei der Berechnung von (3.15) elektrische Verluste in Form einer stationdren Wirme-
quelle g(E) beriicksichtigt werden. Dabei ist die entsprechend (3.17) aus der Stromwérme
bestimmte Wirmequelle g(E) und somit auch die unidirektionale Kopplung nicht linear von
der elektrischen Feldstirke E abhingig. Deren Beriicksichtigung ist in allen Gebieten moglich,
jedoch nur in den Gebieten mit einer elektrischen Leitfdhigkeit « # 0 notwendig. Abbildung 5.2
stellt einen Vergleich des Temperaturverlaufs der Modelle mit und ohne Beriicksichtigung der

Kopplung sowie die Konturen der Geometrie anhand eines Schnitts durch das Modell dar.

Tempe-
ratur [K]
315
311
307
303
299
295

Abbildung 5.2: Temperatur ohne (links) und mit (rechts) Beriicksichtigung der Kopplung

Der zur Kopplung notwendige Datenaustausch erfolgt anhand der fiir die Integration in (3.16)
benotigten Werte an den GauBpunkten. Diese Koppelwerte stellt ein BA aufgrund der Eigen-
schaften seiner Giite und Rationalitit auf Anfrage bereit. Ausgehend von den Teilmodellen aus
Szenario 1 erfolgt so der Austausch von 6 - 10° Werten, was bei einer FlieBkommadarstellung
mit je 8 % in Summe 5 MB entspricht. Aufgrund der verschiedenen Diskretisierungen der
gekoppelten Teilsimulationen sind einmalig die Koordinaten der zu koppelnden Diskretisierung
auszutauschen, was hier 15 MB entspricht. Der serialisierte Austausch dieser Datenmenge
stellt bei aktueller Netzwerktechnik einen vernachlédssigbaren Zeitaufwand dar. Fiir grofere
Datenmengen ist anzumerken, dass eine verlustlose Kompression der Koppelwerte hier keine
nennenswerte Speicherreduktion ermoglicht [168]. Da der Ablauf dieser und der im Folgenden
dargestellten unidirektionalen Kopplungen aus Agentensicht analog verlduft, wird hier auf eine

Rechenzeitauswertung verzichtet.

Eine ebenfalls unidirektionale Kopplung entsteht bei einer Beriicksichtigung des Einflusses der
Temperatur T auf die Materialwerte in (5.1). Ein Vergleich der elektrischen Leitfahigkeiten «
der verwendeten Materialien verdeutlicht, dass bei der Modellierung Kupfer als perfekter elek-
trischer Leiter angenommen werden kann. Auch der Temperatureinfluss auf dessen linearisierte

elektrische Leitfdhigkeit kann im Temperaturbereich von 0 bis 100°C vernachlissigt werden, da
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sich diese lediglich von 5,8 - 107 auf 4,2 - 107 éindert. Die Permittivitit &, wird in Luft als reelle
GroBe mit &, = 1 und in den anderen Materialien als komplexe GroBe betrachtet. Komplexe
Permittividten werden hier entweder iiber den von der Temperatur unabhingigen Verlustfakto-
ren tan(d) oder im Fall von Wasser iiber das temperatur- und frequenzabhingige Debye Modell
beriicksichtigt. Abbildung 5.3 stellt die beriicksichtigte komplexe Permittivitit &, = & +j&” von
Wasser nach Real- und Imaginérteil getrennt bei konstanter Temperatur (links) und konstanter
Frequenz (rechts) dar [204]. Die Kopplung von (3.15) auf (5.1) ist aufgrund der nicht linearen

Zusammenhiinge & (T') und &”(T) somit ebenfalls nicht linear.

80 F--. , 60
--- & St E el
60 —° s T 7
40 A
20).-""
20
0 0
0 5 10 15 20 25 30 0 20 40 60 80 100
Frequenz [GHz] Temperatur [°C]

Abbildung 5.3: Komplexe Permittivitit von Wasser bei 20°C (links) und 24,15 GHz (rechts)

Abbildung 5.4 stellt den Berechnungsverlauf und die Aktivititen der BA fiir diese unidirektional
gekoppelte Simulation dar. Dabei entsprechen die eingesetzten BA und deren Konfiguration je-
nen der vorhergehenden Kapitel, wobei auf den dort langsameren BA 1 verzichtet wird. Dessen
Ressourcen werden stattdessen genutzt, um die zwei zum Vergleich dargestellten gestaffelten Lo-
sungsverldufe 3 und 4 zu berechnen. Diese ergeben sich bei manueller Konfiguration moglicher
gestaffelter Berechnungsreihenfolgen mittels des vom BA eingesetzten Simulationswerkzeugs

%7 Neustart

- Rechenzeit

und fithren zu gleichwertigen Ergebnissen.

Abbildung 5.4: Rechenzeiten einer unidirektionalen Kopplung

Angelehnt an einen erfahrenen Anwender, der sich aus Rechenzeitgriinden zur Konfiguration des

Simulationswerkzeugs entsprechend Losungsweg 3 entscheidet, berechnet das Agentensystem
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mit den BA 1 und BA 2 automatisiert die Losungssequenz mit der kiirzeren Berechnungszeit.
Lediglich die Zeit zum Abbrechen der aktuellen Berechnung und zu dessen Neustart kommt
hinzu. Diese entspricht hier 3 s, ermoglicht jedoch eine Rechenzeitersparnis von 19 min fiir eine
nicht optimale Loserkonfiguration. Die vorteilhafte Nutzung zweier parallel begonnener Berech-
nungssequenzen entsprechend Tabelle 4.1 wird so offensichtlich. Die von BA 1 berechneten
Werte bis zum Zeitpunkt der Ergebnisbereitstellung durch BA 2 haben hier keinen nennens-
werten Einfluss auf die Rechenzeiten. Dementsprechend wird hier auf eine Untersuchung einer
frithzeitigeren Bereitstellung der Losungen, mit dann groerem Restfehler als Startwert fiir
BA 1 verzichtet (siehe Szenario 2 in Kapitel 4.2.3). Zusitzlich ist auch hier ein Vergleich von

verschiedenen Losungsverfahren fiir die Teilsimulationen, angelehnt an Kapitel 5.1.1, moglich.

Die dargestellten Ergebnisse verdeutlichen die Kooperation der Agenten zu einem gemeinschaft-
lichen Berechnen der Simulation. Dies gelingt trotz des Mangels eines BA mit Fihigkeiten
zur Berechnung beider Disziplinen. Wihrend der Berechnung der gekoppelten Fragestellung
wird von der notwendigen Wahrhaftigkeit und Giite der Agenten ausgegangen. Das Beispiel der
unidirektionalen Kopplung demonstriert auch die umgesetzte interaktive Schnittstelle zur Kopp-
lung verschiedener gekapselter Simulationswerkzeuge, die mittels BA gelingt. Zudem bewahrt
die realisierte Kapselung die Expertise einzelner BA. Da eine derartige Schnittstelle in der
numerischen Feldberechnung selten ist, wird auf deren Umsetzung hier explizit hingewiesen.

5.1.2.3 Szenario 3

In diesem Szenario werden die beiden in Kapitel 5.1.2.2 beschriebenen unidirektionalen Kopp-
lungen gemeinsam betrachtet. Dabei entsteht eine bidirektionale interdisziplindre Kopplung
entsprechend Szenario 3 aus Kapitel 4.2.3, die sowohl die elektrischen Verluste ¢(E) als auch
die temperaturabhingige Permittivitit £(7') beriicksichtigt. Wird das Agentensystem mit der
bidirektional gekoppelten Simulation initialisiert, so werden zur vollstindigen Berechnung BA
aus den funktionellen Gruppen zur Berechnung der elektrischen Feldstéirke E und der Tempera-
tur 7 benotigt. Fiir ein Agentensystem entsprechend Tabelle 5.2 ist analog zu Kapitel 5.1.2.1
sowohl eine monolithische als auch die gestaffelte Berechnung moglich. Zusitzlich kommt hier
BA 4 wihrend der Berechnung hinzu, der die Fihigkeiten von BA 2 aus Tabelle 5.1 besitzt. Die
Zusammensetzung des Agentensystems ermdglicht so ein Konkurrieren der monolithischen
und der gestaffelten Berechnungsmethoden. Eine analoge Fragestellung entsteht durch die
Moglichkeit, verschiedene Berechnungsmethoden innerhalb der Berechnung einer Disziplin
einzusetzen (siehe Kapitel 3.2.5). Der konkurrierende Umgang dieses Agentensystems mit den
verschiedenen Berechnungsmethoden ist in [111, 166] beschrieben.

Das sich bei einheitlicher Diskretisierung ergebende monolithische Gleichungssystem (3.22)

wird entsprechend Abbildung 3.5 nach Knotennummern sortiert, um die zum Losen vorteilhafte
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Bandstruktur zu erhalten. Bei einer Initialisierung der Losungsvariablen mit Null ist (3.22)
anfangs symmetrisch, wobei die Symmetrie bedingt durch die unsymmetrische Kopplung zwi-
schen den Disziplinen anschliefend verloren geht. Entsprechend gilt es, bendtigte Parameter
zur Bestimmung des geeigneten Losungsverfahrens durch ein Empfehlungssystem bei jedem
Assemblieren der Matrix zu extrahieren und auszuwerten. Hat das hier als Empfehlungssystem
eingesetzte neuronale Netz zu wenig Trainingsdaten fiir eine Empfehlung, so scheitert die
Generalisierung der Eingangsparameter. Dies trifft fiir die hier gekoppelten Disziplinen in
Kombination mit dem daraus resultierenden unsymmetrischen Gleichungssystem zu. Aufgrund
dessen entfillt fiir die monolithische Berechnung eine Beriicksichtigung der Empfehlung des
Losungsverfahrens. Bei der gestaffelten Berechnung bleibt hingegen die Symmetrie der Teilsi-
mulationen erhalten, sodass beispielsweise zur Berechnung der elektrischen Feldstéirke E eine
Empfehlung entsprechend Kapitel 5.1.1 gelingt. Das hinzugekommene und bei der gestaffelten
Berechnung zu l6sende Gleichungssystem der thermischen Teilsimulation ist symmetrisch,
reell und hat bei einer diinn besetzten Speicherung eine Speichergrofle von 210 MB. Es beriick-
sichtigt die Kopplung in (3.7) als zusitzlichen Quellterm r. Die Kopplung der Wellensimulation

erfolgt iiber die Materialparameter in der Systemmatrix K.

Abbildung 5.5 zeigt den Losungsverlauf zur Berechnung der Simulation im Agentensystem,
wobei das abwechselnde Berechnen von BA 2 und BA 3 aufgrund des gestaffelten Losens der
zwei gekoppelten Simulationen notwendig ist. Fiir eine grobere Diskretisierung mit beispiels-
weise 7 - 10° Freiheitsgraden werden weitere und hier entsprechend in Summe fiinf Iterationen
notwendig [166]. Das Hinzukommen von BA 4 wihrend des Losungsprozesses ermoglicht eine
zu BA 3 analoge Berechnung mit einem weiteren konkurrierenden Losungsverfahren.

1

o

Q)]

[l Rechenzeit /" Neustart X Zusétzliche Auslastung
Abbildung 5.5: Losungssequenz des bidirektional gekoppelten Modells

Dabei informiert sich BA 4 proaktiv iiber bereits verfiigbare Kopplungswerte und Losungsver-
fahren und beriicksichtigt diese. Die anschlieBende Information iiber die Existenz einer Losung
der Fragestellung nimmt BA 4 zwar wahr, ein Abbrechen der Berechnung erfolgt jedoch erst,
wenn neue Aufgaben zur Berechnung verfiigbar werden. Ermoglicht wird so ein Vergleich
von Rechenzeiten verschiedener Berechnungsverfahren. Die Information von BA 2 iiber des-

sen Ergebnis des zweiten Iterationsschritts veranlassen BA 4 zum Abbruch der Berechnung.
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Die anschlieBende Neuinitialisierung der Berechnung geschieht ausgehend von den durch die
BA 2 und 3 bereitgestellten Losungsvektoren. Zu dessen Bereitstellung werden aufgrund der
gleichen Diskretisierung der BA 3 und 4, mit jeweils 14 - 10° Freiheitsgraden, 254 MB je
Iteration ausgetauscht. Die von BA 2 kommunizierten Daten entsprechen je Iteration denen
aus Kapitel 5.1.2.2. Die durch externe Einfliisse herbeigefiihrte zusitzliche Auslastung von
BA 3 kompensiert BA 4 im Folgenden und stellt nach Abschluss der Berechnung die Losung
BA 2 bereit. Diese ist in Abbildung 5.6 fiir eine Komponente der elektrischen Feldstirke und
anhand eines Schnitts durch das Modell dargestellt. Der Einfluss der Linse sowie die dimpfende

Wirkung der verlustbehafteten Materialien zeigt sich dabei anhand des Amplitudenverlaufs.

Ex(V/m)

L »
7" 3
-, v

Abbildung 5.6: Berechnete elektrische Feldstirke E von BA 4

BA 2 stellt darauthin keine nennenswerte Verdnderung der gekoppelten Wirmequellen fest
und beendet die Berechnung mit dem zuvor berechneten Ergebnis. Informationen iiber den
Losungsverlauf der von BA 3 verzogert bereitgestellte Losung, lassen sich zur Erweiterung der
Wissensbasis des Empfehlungssystems nutzen. Dazu ist eine Gewichtung der Rechenzeit mit
den tatséchlich genutzten Ressourcen erforderlich. Die von BA 1 konkurrierend durchgefiihrte
monolithische Berechnung der bidirektionalen Kopplung dauert hier ldnger als das gestaffelte
kooperative Losen der Simulation. Dabei werden bedingt durch die einheitliche Diskretisie-
rung der beiden Disziplinen vom direkten Grobloser des Multigrids 155 GB Arbeitsspeicher
benotigt (FGMRES, MG(SORYV, MUMPS)). Die Anzahl nicht linearer Rechenschritte des

Newtonverfahrens stimmt dabei mit der Anzahl an Iterationen des Agentensystems iiberein.

Alternativ zu dem in Abbildung 5.5 dargestellten Losungsverlauf ist prinzipiell auch eine Berech-
nung mehrerer parallel verlaufender Berechnungssequenzen moglich (siehe Abbildung 4.16).
Auf die Darstellung der Losungsverldufe wurde verzichtet, da diese nur dann zustande kom-
men, wenn kein Unterbrechen der gleichzeitig gestarteten Berechnungen erfolgt. Eine weitere
alternative Losungssequenz entsteht, wenn das in Kapitel 5.1.1 erfolgreich berechnete Modell
der Wellensimulation um die thermischen Zusammenhénge einschlieflich deren Kopplungen

erweitert und einem KA zur Berechnung iibergeben wird. Tm Modell erfolgte Anderungen
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werden dabei durch den KA festgestellt. Dieser ermittelt so den Bedarf von BA mit den Fihig-
keiten zur Berechnung von thermischen Simulationen und informiert diese iiber mogliche neue
Aufgaben. Gleiches gilt, wenn zu Berechnungsbeginn ausschlieSlich BA mit Féhigkeiten zur
Berechnung der elektrischen Feldstirke E im Agentensystem vorhanden sind und BA mit der
Féhigkeit zur thermischen Berechnung erst nach Abschluss der ersten Iteration hinzukommen.
Dies ist in der Praxis beispielsweise aufgrund einer endlichen Anzahl an Softwarelizenzen, der
Verfiigbarkeit von Rechenressourcen oder deren Auslastung anzutreffen. Dabei informieren
sich neu hinzugekommene BA mit der Fihigkeit zur Berechnung thermischer Teilsimulationen
proaktiv iiber bereits verfiigbare Ergebnisse in ihrer Umgebung. Dieses Vorgehen ist analog
zur interdisziplindren Kopplung zu betrachten und ermoglicht die automatisierte Beriicksich-
tigung bestehender Werte als Startwerte fiir die iterative Berechnung oder deren Kopplung.
Entsprechend werden hier die bereits berechneten Werte der elektrische Feldstirke E und der
davon abhédngigen Wirmequellen g(E) bereitgestellt und bei der Berechnung der thermischen
Simulation beriicksichtigt. Die Auswertung des Beispiels unter Beriicksichtigung der Startwerte
zeigt jedoch, dass hier keine Verkiirzung der Berechnungssequenz erreicht wird. Gesondert
ist der Umgang mit BA zu betrachten, die unter Ausnutzung eines Teils ihrer Fahigkeiten
Losungen bereitstellen. Da eine Modifikation des Modells den bereitgestellten Losungsvektor
als unvollstdndig erscheinen ldsst, wird auf deren bedarfsorientierte Funktionserweiterung

zugunsten der Losungsbereitstellung verzichtet.

Zusammenfassend zeigt das dargestellte Beispiel, dass ein Losungsverlauf mit geringer Kom-
plexitit durch einen Agenten realisiert wird, der in der Lage ist die Simulation eigenstindig
zu bearbeiten. Fehlen diesem Kompetenzen, wie Moglichkeiten zur Simulationen oder zur
Kooperation, so ermoglichen zusitzliche Agenten eine konkurrierende Berechnung. Das de-
monstrierte konkurrierende Verhalten auf Disziplinebene unterscheidet sich dabei von der
Konkurrenz der Losungsverfahren dadurch, dass anstelle von identischen Fragestellungen sich
erginzende Teilsimulationen berechnet und gekoppelt werden. Dabei wird die Individualitit
und Autonomie der Agenten automatisiert und zielfithrend beriicksichtigt. Beispiele stellen
das individuelle Anpassen der gemeinschaftlichen Fragestellung je BA und das demonstrierte
kooperative Losen der Fragestellung dar. Den beiden konkurrierenden Abldufen gemein ist
die dynamische Rechenzeitberiicksichtigung der Ressourcen zum schnellen Erreichen einer
Losung. Dies zeigt sich analog bei dem in [166] beschriebenen Konkurrieren verschiedener
Berechnungsmethoden fiir verschiedene Teilgebiete der Geometrie. Eine Beriicksichtigung von
redundanten Agenten beweist sich ebenfalls als vorteilhaft. Beispiele stellen die wihrend einer
laufenden Berechnung einfach hinzuzufiigenden BA mit aktualisierter Feldberechnungssoftware
oder modernerer Hardware dar. Zudem gelingt es, auf unvorhergesehene Ereignisse wie den
Ausfall von BA oder deren reduzierte Leistungsfahigkeit zu reagieren, ohne dass eine Neube-
rechnung notwendig wird. Dies gilt insbesondere auch fiir kleinere Simulationen, bei denen ein

Aufteilen der Berechnung, beispielsweise auf ein Rechencluster, unnétig ist. Im Rahmen der
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alternativen Losungssequenzen zeigt sich, dass Agentensysteme einen hinzukommenden Bedarf
an benotigter Funktionalitit auch wihrend der Laufzeit der Berechnung decken. Dabei bereits
berechnete Zwischenergebnisse werden modellorientiert und automatisiert beriicksichtigt. Dies
stellt ein weiteres Unterscheidungsmerkmal zu bestehenden Feldberechnungsumgebungen dar.
Im System befindliche Agenten passen sich dabei dynamisch an die gednderte Systemkonfigu-
ration an. Dieses Beispiel zeigt, dass in einem Agentensystem ein gemeinsames Bearbeiten von

Aufgaben gelingt, zu deren Bearbeitung ein Einzelner nicht in der Lage ist.

5.2 Transistor

Anhand der im Folgenden dargestellten Berechnungen eines NPN-Tri-Gate-Transistors werden
weitere Vorteile einer Softwareagenten-basierten numerischen Feldberechnung dargestellt.
Da die Funktion eines NPN-Tri-Gate-Transistors von dem sich bildenden dreidimensionalen
Leitungskanal abhingt, ist die dreidimensionale Simulation des Modells notwendig [205].
Die zur Demonstration der prinzipiellen Funktionsweise gewihlten typischen geometrischen
Abmessungen des symmetrischen Transistormodells zeigt Abbildung 5.7. Ebenso dargestellt ist
die durch Dotierung erreichte fiktive Konzentration an Fremdatomen N.

log(N[1/cm3])
22.9

[
||

22.33

21.77

Abbildung 5.7: Modell eines NPN-Tri-Gate-Transistors

Die Berechnung erfolgt ausgehend von der Poisson-Gleichung (3.1). Die wird die Raumladungs-
dichte p als Produkt der Elementarladung ¢ = 1,6-10~'° As mit einer Elektronenkonzentration n,
einer Locherkonzentration p und einer Konzentration an Fremdatomen N ausgedriickt. Bei
der Konzentration der Fremdatome N ist zudem eine Unterscheidung in die Konzentration der
Donatoren N}, und Akzeptoren N iiblich. Die so zur Simulation des elektrischen Potenzials ¢

auszuwertende Poisson-Gleichung ist
~ div (e grad (¢)) = g(p — n + N} = N}). (5.2)
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Diese Darstellung ermdglicht im Folgenden eine getrennte Betrachtung der Ladungstréiger-

konzentrationen n und p. Die Auswertung der Ladungserhaltung div (J) + % =
die zeitabhiingige Anderung der Elektronenkonzentration %—7 = ldiv(J,). Analog ist auch eine

Ty
zeitabhiingige Simulation der Anderung der Locherkonzentration % = édiv(] p) notwendig.

0 ergibt fiir

Nicht lineare Effekte wie die Generation und Rekombination von Ladungstragern werden
hier nicht beriicksichtigt. Die Teilstromdichten sind J, = ¢D, grad(n) — qu,ngrad (¢) und
Jp = gD, grad (p) — gu,pgrad (p) und beriicksichtigen das Gefille der betrachteten Ladungs-
tragerkonzentration und die an das Bauteil angelegte elektrische Potenzialdifferenz. Dabei
entsprechen D, und D, den Diffusionskoeftizienten und u, und u, der Ladungstrigerbeweg-

lichkeit. So sind die Transportgleichungen

0 1
7" = “div| gD, grad (n) - gungrad (¢) (53)
8t q S————— S ———
J n.Dif. J it
und
op 1.
— = —div|¢D, grad (p) — qu,pgrad (¢) 5.4)
ot q —_— ——— ——
J p.bif, J pDrift

zusitzlich zu (5.2) bei einer Simulation auszuwerten [206]. Entsprechend sind hier die drei
abhidngigen Variablen n, p und ¢ zu berechnen. Die Vernetzung der Geometrie erfolgt unter
Beriicksichtigung der Péclet-Zahl P, < 2, die durch das Verhiltnis des Driftstroms Jp,i zum
Diffusionsstrom Jp;;. angegeben wird. Die Auswertung der Péclet-Zahl P, ist dabei unter
Beriicksichtigung der beiden Ladungstriagerarten p und n notwendig.

5.2.1 Ortsabhéangige Kopplungen

Da zur zeitabhingigen Berechnung des Transistors geeignete stationdre Startwerte fiir das
elektrische Potenzial ¢ erforderlich sind, wird auf deren Berechnung im Folgenden einge-
gangen. Dies erfolgt beispielhaft fiir eine agentenbasierte Kopplung mehrerer Teilmodelle an
Gebietsrandern (siehe Abbildung 3.3). Zur randgekoppelten Berechnung des Transistors wird
dieser aus drei jeweils benachbarten und iiberlappenden Teilgebieten zusammengefiigt. Dies
entspricht einer Koordination des Agentensystems auf Gebietsebene (siche Abbildung 4.3). Die
dufleren Teilgebiete sind jeweils 40 nm lang, wobei 5 nm mit den Gebietsnachbarn iiberlappen.

Die Kopplungsmatrix C entspricht

110
C=[111 (5.5)

01 1
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und verdeutlicht die bidirektionale Kopplung an den Réndern benachbarter Simulationstei-
le. Die Berechnung erfolgt analog zur alternierenden Schwarzmethode mit iiberlappenden
Teilgebieten, wobei die ausgetauschten Dirichlet-Randbedingungen hier dem elektrischen Po-
tenzial ¢ entsprechen. Die zu berechnende Niherung des elektrischen Potenzials ¢ erfolgt
ausgehend von (5.2) fiir das thermische Gleichgewicht (”,'2 = p - n). Dabei werden die Ladungs-
tragerkonzentrationen p und n in Abhingigkeit von der intrinsischen Ladungstriagerdichte n;
als

alen—¢)

n=mn;-e "7 (5.6)

und
qle—¢p)

p=ni-e (5.7)

mit den Quasi-Fermi-Potenzialen ¢, und ¢, beschrieben. Aufgrund von (5.6) und (5.7) ist die
Berechnung des elektrischen Potenzials ¢ in (5.2) im Folgenden nicht linear. Nachdem eine
verteilte Rechnung fiir Simulationen mit geringerem Aufwand nicht erforderlich ist, werden hier
drei BA auf einem Rechner ausgefiihrt. Dieser Rechner hat einen Xeon-E3-1275v5 Prozessor
der bei 3,6 GHz betrieben wird und dem 64 GB Arbeitsspeicher zur Verfiigung stehen. Dabei
wird jeder BA exklusiv auf einem Rechenkern ausgefiihrt, um die Nebenldufigkeit der Prozesse
sicherzustellen. Alternativ ist auch eine ressourcenangepasste Aufteilung der Teilsimulationen
analog zu Kapitel 5.1.1 moglich, die unter Beriicksichtigung von Leistungskennzahlen der
eingesetzten Hardware erfolgt [5]. Die Vernetzung erfolgt selbststindig durch die beteiligten
drei BA. Entsprechend entstehen drei Teilsimulationen mit 5,6 - 10* Freiheitsgraden fiir die
Teilgebiete 1 und 3 und 8,4 - 10* Freiheitsgraden fiir das Teilgebiet 2. Fiir die Auswertung
wird angenommen, dass sich BA entsprechend ihrer Nummerierung fiir die Bearbeitung des
entsprechenden Teilgebiets entschlieBen. Die gesamte Fragestellung hat so 2-10° Freiheitsgrade,
wobei die Teilgebiete im Bereich des Uberlapps keine gemeinsamen Knoten aufweisen. Zur
Kopplung benétigte Werte werden so durch Interpolation ermittelt. Abbildung 5.8 stellt anhand
eines Schnitts durch den Transistor die Teilsimulationen, den jeweils zustdndigen BA, die durch

ihn erstellte Diskretisierung und das im Folgenden berechnete elektrische Potenzial ¢ dar.

1 Uberlapp [}berlapp BA3, ¢[V]

Abbildung 5.8: Mit Gebietszerlegung berechnetes Potenzial ¢ im thermischen Gleichgewicht
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Die Rechenzeiten der zum Losen der Gleichungssysteme verwendeten und durch die BA
verwalteten Simulationswerkzeuge sind in Abbildung 5.9 in Form eines Sequenzdiagramms
dargestellt. Dabei ermoglicht die parallele Initialisierung der Berechnung einen Start von drei
parallelen Losungssequenzen (I, II, III). Der unterschiedliche Berechnungsbeginn ergibt sich
durch den teilmodellspezifischen Aufwand zur Vorbereitung der Berechnung, wie beispielsweise
deren Vernetzung. Die Berechnung der jeweils nicht linearen Teilsimulationen erfolgt mittels
eines auf das Teilgebiet angepassten Newton-Verfahrens unter Anwendung eines direkten

Berechnungsverfahrens fiir die linearisierten Rechenschritte.

o — o1
G H e —{— 03005050, 00500
o m— 80— H—HH

28 Rechnung verwarfen[ ] Berticksichtigte Ergebnisse [] L UL D Zusktdliche Auslastung  ——

Abbildung 5.9: Losungssequenz und Rechenzeiten der Gebietskopplung

Der Abbruch des ersten Berechnungsschritts von BA 2 dient dem sofortigen Beriicksichtigen
der bereits verfiigbaren Zwischenergebnisse der Losungssequenzen I und III. Die bis dahin
von BA 2 berechneten 5 nicht linearen und dazu in Summe notwendigen 42 linearen Iteratio-
nen werden als Startwerte fiir die folgende Berechnung genutzt. Unter Beriicksichtigung der
Kopplung werden so im nichsten Rechenschritt 13 nicht lineare und 114 lineare Iterationen
notwendig. Eine Beriicksichtigung der Kopplung erst nach Abschluss des ersten Rechenschritts
von Losungssequenz II bedeutet hier ein Abwarten von 15 nicht linearen und 132 linearen
Rechenschritten. Das im Anschluss berechnete identische Ergebnis wird ansonsten erst nach
weiteren 5 nicht linearen und 44 linearen Iterationen erreicht. Dieses vorteilhafte Vorgehen ent-
spricht so einem Abbruch von Losungssequenz II und dem geometrie- und rechenzeitbedingten
Zusammenfassen der Losungssequenzen I und III zu der im Anschluss fortgesetzten Losungs-
sequenz I. Da sowohl BA 1 als auch BA 3 das berechnete Ergebnis beriicksichtigen, ist die
Abfolge der nichsten Rechenschritte als ein wiederkehrendes Aufspalten der Losungssequenz
und anschliefendes Zusammenfiihren zu verstehen. Das Ergebnis von BA 2 nach Berechnung
des zweiten Iterationsschritts ist beispielhaft in Abbildung 4.6 dargestellt.

Das Zusammenfiihren der Ergebnisse gelingt bis zum Zeitpunkt einer verzégerten Losungs-
bereitstellung durch BA 1. Da der Berechnungsverlauf der BA ohne Synchronisationspunkte
auskommt, spaltet sich die Losungssequenz hier in zwei Teilsequenzen auf. Diese werden im
Folgenden parallel berechnet, wobei ein erneutes Zusammentassen der Losungssequenz hier
aufgrund der sehr dhnlichen Rechenzeiten der Teilsimulationen bis zum Ende der Berechnung
nicht mehr gelingt. Die Berechnung endet mit den Entscheidungen der BA 1 und 3. Eine
Auswertung der Fehlerentwicklung wéhrend der iterativen Losungssequenz der drei BA ist in
Abbildung 5.10 dargestellt. Deren nahezu gleicher Verlauf fiir die BA 1 und 3 weist auf die
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Ahnlichkeit und Symmetrie des in Abbildung 5.8 dargestellten elektrischen Potenzials ¢ der
duBeren Teilgebiete hin. Zu nur sehr geringen Anderungen des Fehlers € kommt es nach dem
Aufspalten der Losungssequenz bei jeder zweiten Iteration. Dies ist begriindet durch die zwei
nun parallel verlaufenden Losungssequenzen und deren dhnliche Berechnungsverldufe. Die
Beriicksichtigung des durch BA 2 berechneten elektrischen Potenzials ¢ fiihrt dabei nur noch in
einer der von BA 1 oder 3 berechneten Losungen zu wesentlichen Anderungen. In der Anderen
sind die Anderungen #uBerst gering, da die Losung bereits Randbedingung der Berechnung von
BA 2 ist und Anderungen nur aufgrund des Uberlapps des Koppelrands auftreten.

w 10_1

Fehler

1072

1073
o 1 2 3 4 5 6 7 8 9 10 11

Iterationen

Abbildung 5.10: Fehlerentwicklung wihrend der Rechenschritte

Der Losungsverlauf aus Abbildung 5.9 gibt zudem Auskunft tiber die Verarbeitungszeiten des
Agentensystems, die fiir Vor- und Nachbereiten einer Rechnung, den Umgang mit Schnittstellen
und den Datenaustausch untereinander benétigt werden. Dazu werden in diesem Beispiel
zwischen 3 s und 5 s, bei einer Berechnungsdauer je Iterationsschritt zwischen 36 s und 3 s,
notwendig. Fiir grofere Fragestellungen, wie in den Beispielen der Kapitel 5.1 und 5.2.2, steigt
die Verarbeitungszeit bei verteilter Berechnung im Mittel auf 20 s an. Auch dies ist im Vergleich
zu den dort je Iterationsschritt notwendigen Rechenzeiten vernachldssigbar.

Dieses Beispiel zeigt die Anpassungsfihigkeit verwendeter BA und des damit berechneten
Losungsverlaufs an die in der Umgebung verfiigbaren Zwischenlosungen. Die Autonomie
der BA ermoglicht situationsabhéngig eine oder mehrere Teillosungen bei der Berechnung
zu beriicksichtigen, um situationsangepasst zu reagieren. Die parallele Existenz mehrerer Lo-
sungssequenzen wird dabei zielfithrend eingesetzt, wobei ein Zusammenfassen ebenso wie ein
Hinzukommen moglicher Losungssequenzen rechenzeitspezifisch beriicksichtigt wird. Zudem
werden die Fahigkeiten des Agentensystems zur automatisierten Konfiguration und Berechnung
einer gebietsgekoppelten Simulation bei gleich befihigten BA demonstriert. Dabei stellen
benachbarte Gebietsgrenzen die Grundlage zur Kooperation und Kopplung dar, wobei die Kopp-
lung von Gebieten mit verschiedener Diskretisierung automatisiert erfolgt. Erméoglicht wird die
randgekoppelte Berechnung der Simulation dabei erst durch die Kommunikation zwischen den

Agenten und durch deren Wahrhaftigkeit im Hinblick auf ausgetauschte Losungen.
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5.2.2 Zeitabhiangige Kopplungen

Die in Kapitel 5.2.1 berechneten Startwerte werden nun verwendet, um den Drain-Strom des
Transistors bei einer Source-Drain-Spannung von 1 V und einer harmonischen Gate-Source-
Spannung von 0,6 V + 0,3 - cos(wt) V mit w = 27 - 50 GHz zu berechnen. Die Berechnung
der unidirektionalen Kopplung zwischen verschiedenen Zeitpunkten gelingt mittels impliziter
Losungsverfahren. Gleich befihigte BA berechnen dabei von einem Startzeitpunkt ausgehend
parallel verschiedene Zeitschritte, wobei die Entscheidung zur Auswahl eines geeigneten Zeit-
schritts anhand von rekursiven Fehlerschranken erfolgt. Zur Auswertung eines periodischen
Systems mit kleinem Spektrum der Anregungen und der auszuwertenden nicht linearen Zusam-
menhinge ist eine frequenztransformierte multiharmonische Berechnung sinnvoll [89, 207].
Diese Berechnung wird im Folgenden durch das Agentensystem ausgefiihrt. Eine Beschreibung

der Berechnung zeitabhingiger Simulationen dieses Agentensystem ist in [208] gegeben.

Die zur multiharmonischen Berechnung notwendige Fourierreihenapproximation der abhén-
gigen Variablen erfolgt entsprechend (3.13). Fiir die drei abhéngigen Variablen n, p und ¢
ergeben sich so die drei komplexen Groen 1y, p, und ¢, mit k = 0...N entsprechend der
beriicksichtigten harmonischen Frequenzen. Diese in die Poisson-Gleichung (5.2) eingesetzt

und entsprechend der frequenzspezifischen Anteile separiert, ermoglicht die Berechnung von
—div (e grad (¢p)) = g(px — 1 + Nj) — Ny) (5.8)

fiir die betrachtete Frequenz k. Die Fouriertransformation der beiden Transportgleichungen (5.3)
und (5.4) erfolgt analog. Dabei fiihrt die Multiplikation der abhéngigen Variablen innerhalb des
Diffusionsstroms Jpjs. zu einer Faltung dann komplexen Groflien. Die analytische Berechnung
der Faltung unter Beriicksichtigung der Eigenschaften einer reellen Funktion w(w) = w*(-w)
ermoglicht die anschliefende Separation der Frequenzanteile. Hier berechnete Frequenzanteile
sind der Gleichanteil, die Grundfrequenz und deren Vielfache. Aufgrund einer als stark ange-
nommenen Kopplungen der sich je Frequenz ergebenden drei transformierten Gleichungen

untereinander, erfolgen die Berechnungen der drei abhidngigen Variablen gemeinsam.

Die separierten Frequenzanteile teilen sich die verfiigbaren, verteilt ausgefiihrten und gleich
befihigten BA beginnend bei der Grundfrequenz und sich anschlieBend frequenzbezogen
steigernd untereinander auf. Die Anzahl der Frequenzanteile entspricht hierbei der Anzahl
verfiigbarer BA. Da die zu erwartende Anzahl nicht linearer Berechungsiterationen bei hoheren
Frequenzen abnimmt, werden diese Teilsimulationen von BA mit niedriger Leistungstdhigkeit
berechnet (siehe Kapitel 4.1.1.1). Dabei berechnet ein BA die abhingigen Grofen 1, p;, und ¢y
fiir eine Frequenz k. Die Berechnung eines BA erfolgt hier beispielhaft fiir eine vom Anwender
vorgegebene Diskretisierung mit 6 - 10° komplexen Freiheitsgraden. Die Teilsimulationen

werden mittels eines durch die BA auf die Teilsimulation angepassten Newton-Verfahrens und
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des direkten Losers MUMPS unter Verwendung aller verfiigbaren Rechenkerne berechnet.
Tabelle 5.3 stellt das zur Berechnung des Transistors eingesetzte Agentensystem dar. Zudem ist
die hardwareabhéngig erfolgte Zuordnung der BA zu den Teilsimulationen dargestellt. Eine
Beriicksichtigung der in Kapitel 5.2.1 bestimmten Startwerte erfolgt bei der Berechnung des

Gleichanteils und ist in der Rechenzeit von BA 1 beriicksichtigt.

Tabelle 5.3: Agentensystem der multiharmonischen Berechnung

Agent | Teilsimulation Rechnerkonfiguration

BA'1 Gleichanteil | Xeon E5-2630v3 8-Core 2,4 GHz, 256 GB
BA 2 | Grundfrequenz Xeon E5649 6-Core 2,5 GHz, 144 GB
BA3 Oberwelle 1 Xeon E5-2643 4-Core 3,3 GHz, 385 GB
BA 4 Oberwelle 2 17 4790 4-Core 3,6 GHz, 32 GB
BAS Oberwelle 3 15 4690 Quad-Core 3,5 GHz, 16 GB

Bedingt durch die Faltungen in den transformierten Transportgleichungen sind alle Teilsimu-
lationen bidirektional miteinander gekoppelt. Die Kopplungsmatrix C ist entsprechend voll
besetzt. Lediglich wihrend der Initialisierung ergibt sich eine diinnere Besetzung. Diese ist
begriindet durch die zu Berechnungsbeginn als null angenommenen Werte der gekoppelten
BA. Dabei sind die zur Kopplung ausgetauschten Werte, analog zur Kopplung verschiedener
physikalischer Zusammenhinge, volumenbezogene Grofien. Die wihrend der Berechnung

dieses Beispiels dynamisch entstandene asynchrone Losungssequenz zeigt Abbildung 5.11.
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Abbildung 5.11: Losungssequenz der agentenbasierten multiharmonischen Berechnung

Dabei werden Teilergebnisse, deren relative Abweichung aller abhingigen Variablen klei-
ner 1072 ist, nicht verdffentlicht. Dies trifft zu Beginn der Berechnung auf die Ergebnisse der
BA 3 bis 5 zu, da die Anregung lediglich einen Gleichanteil und die Grundfrequenz beinhaltet.
Ebenso fiihren die Anderungen in den Teilergebnissen der hheren Frequenzen gegen Ende
der Berechnung zu keiner wesentlichen Anderung der Losungen niedrigerer Frequenzen mehr.
Dies bestitigt den wesentlichen Beitrag der niedrigen Frequenzen fiir das Ergebnis und die
Notwendigkeit der Berechnung endlich vieler Oberwellen [91]. Auch der aus den jeweiligen
Losungen der BA berechnete und in Tabelle 5.4 dargestellte Anteil an der Gesamtleistung
bekriftigt dies.
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Tabelle 5.4: Anteil der BA an der berechneten Gesamtleistung

Agent BA1 BA?2 BA3 BA 4 BAS
Leistung | 22- 103 W | 56-10°W | 7-1077W | 48-10°W | 1,3-10% W

Die mittels des Agentensystems bendtigte Rechenzeit zur Bereitstellung einer Losung betrigt
4 h 15 min. Zum Erreichen der Losungssequenz werden bei jedem der dargestellten Rechenitera-
tionen jeweils alle bis dahin verfiigbaren Ergebnisse durch die BA beriicksichtigt. Hingewiesen
sei auch auf den angenommenen Ausfall der Hardware eines BA wihrend der Berechnung.
Das Agentensystem ermoglicht dabei eine Fortsetzung der Berechnung nach erneutem Lo6-
sungsaustausch der verbleibenden BA mit dem ausgefallenen BA. Im Vergleich mit einer auf
dem Rechner von BA 1 durchgefiihrten gestaffelten Vergleichsrechnung, die 9 h in Anspruch
nimmt, wire dort ein Neustart der Rechnung erforderlich. Eine sequenzielle Berechnung aller
Simulationsschritte wiirde iiber 18 h dauern.

Die zur Auswertung der abhingigen Variablen notwendige Riicktransformation der berechneten
Ergebnisse in den Zeitbereich ist nach Abschluss der Berechnungen durch jeden BA mdoglich.
Dies ist aufgrund der bidirektionalen Kopplung aller BA untereinander moglich, da jeder BA
kopplungsbedingt giiltige Losungen aller anderen besitzt. Eine Darstellung der logarithmischen
Ladungstragerkonzentration ist fiir die Zeitpunkte = 0 s und 7 = 10 ps als Schnittbild durch
den Transistor in Abbildung 5.12 dargestellt. Deutlich wird darin auch die dreidimensionale

Struktur des sich ausbildenden n-Kanals.

Abbildung 5.12: Logarithmische Ladungstrigerkonzentration fiir # = 0 s und 7 = 10 ps

Eine Auswertung des so berechneten zeitlichen Verlaufs des Drain-Stroms sowie der dazu
angelegten Gate-Source- und der Source-Drain-Spannung ist in Abbildung 5.13 dargestellt.
Deutlich wird dabei der nicht linear von der Gate-Source-Spannung abhingige Drain-Strom

sowie die Sperrspannung des Transistors.
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Abbildung 5.13: Strom- und Spannungsverlauf des Transistors

Zusammenfassend zeigt dieses Beispiel, dass auch eine Berechnung mehrfach bidirektional
untereinander gekoppelter Simulationen mittels des Agentensystems gelingt. Dabei erfolgt eine
selbststidndige und sinnvolle Aufgabenverteilung durch das Agentensystem innerhalb eines
heterogenen Rechnernetzes anhand festgelegter Leistungsmerkmale. Die demonstrierte dynami-
sche Kopplung der Teilsimulationen gelingt mittels Agenten sowohl an gemeinsamen Réndern
als auch innerhalb von Gebieten. Zusitzlich zu den in Kapitel 5.1 betrachteten stationidren
Fragestellungen zeigt dieses Beispiel, dass auch zeitabhéngige Fragestellungen vom Einsatz
von Agenten profitieren. Die erfolgreiche und verteilte Berechnung der Teilsimulationen gelingt

dabei aufgrund der Eigenschaften von Agenten (siehe Kapitel 2.2).
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6 Resiimee und Ausblick

Zu Beginn dieser Arbeit wurde die Notwendigkeit der Berechnung von interdisziplindren und
gekoppelten Simulationen auf sich dynamisch verdndernden Rechnernetzen dargelegt. Um
sich daraus ergebenden Anforderungen an eine Simulationsumgebung Rechnung zu tragen, ist
hier zweckdienlich das Programmierparadigma der agentenorientierten Softwareentwicklung
angewendet worden. Dessen Eignung wurde anhand einer Darstellung der so erreichbaren Eigen-
schaften eines so entwickelten Systems und dessen Komponenten dargestellt. Zudem erfolgte
eine Abgrenzung zu bestehenden Simulationsumgebungen. Die Darstellung der Grundlagen der
zu berechnenden Simulationen ermdglichte eine Strukturierung dieser zur anschlieenden Ab-
bildung in ein Softwaresystem. Das dafiir entwickelte und vorgestellte Softwareagentensystem
eignet sich zur gemeinschaftlichen und verteilten numerischen Feldberechnung interdiszipli-
nirer gekoppelter Simulationen. Befihigt durch die Eigenschaften und umgesetzten Verhalten
der Softwareagenten behandelt es automatisiert Fragestellungen, die sich aus den verschiedenen
Arten der Zusammenarbeit von autonomen Softwareeinheiten wihrend der Feldberechnung
ergeben. Die detaillierten Darstellungen der umgesetzten Kommunikationsschnittstellen und
des erreichten numerischen Losungsprozesses verdeutlichten die Funktionsweise des Agenten-
systems. Dabei stand die Autonomie der Berechnungseinheiten im Vordergrund, die beispiels-
weise den Umgang mit unterschiedlichen Diskretisierungen und die zielfithrende Nutzung von
redundanten Rechenressourcen ermoglichte. Eine Betrachtung der Ressourcennutzung eines
einzelnen Softwareagenten und des Agentensystems rundeten die Darstellung des entwickel-
ten Softwareagentensystems ab. Anhand der Berechnung ausgewihlter Simulationsbeispiele
wurde die Funktionalitidt des Agentensystems belegt und der durch die agentenbasierte Heran-
gehensweise gewonnene Mehrwert nachgewiesen. Ein Beispiel stellte die Unterstiitzung des
Anwenders bei der dynamischen Konfiguration des sich an Randbedingungen anpassenden
Agentensystems dar, wobei lernfihige Systemkomponenten eingesetzt wurden. Die Leistungs-
fahigkeit des realisierten Systems demonstrierte die Berechnung verschieden aufwendiger

Modelle mit unterschiedlichen Kopplungen sowie die dafiir durchgefiihrte Auswertung.

Die vorgestellte Arbeit steht durch ihre Betrachtung verteilter autonomer Systeme und deren
Interaktion sowie der Analogie zum Themenkomplex der Industrie 4.0 im Interessenfokus der
Anwender. Das dargestellte komplexe und verteilte System wurde zielfiihrend und zuverlissig
zur Bearbeitung von herausfordernden numerischen Beispielen genutzt. Das entwickelte System
zeichnet sich dabei durch seine Flexibilitdt und Zuverldssigkeit aus. Zusitzlich stellt die Arbeit

eine zukunftsorientierte Vorgehensweise vor, um das wachsende Interesse an der Berechnung
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gekoppelter interdisziplindrer Fragestellungen zu handhaben. Auch zur Verwaltung der zur Si-
mulationsberechnung notwendigen Rechnerinfrastruktur bietet das umgesetzte Agentensystem
zukunftsorientierte Funktionalitit an. Die Unterstiitzung des wachsenden Anwenderkreises, der
Simulationen zur Produktgestaltung verwendet, stofit im Besonderen auf Industrieseite auf ein
verstirktes Interesse. Der geleistete Forschungsbeitrag bietet so fiir alle genannten Zielgruppen

Ankniipfungspunkte sowie Antworten auf aktuelle Fragestellungen.

Die folgenden Aspekte stellen zukiinftige Erweiterungen des vorgestellten Agentensystems und
des darin realisierten Konzeptes dar. Dabei ist eine Erweiterung innerhalb der drei Themenbe-
reiche des Lernens, der besseren Konvergenz und eines weiteren Parallelisierens erstrebenswert.
So ist eine Erweiterung des bisher eingesetzten lernenden Systems zur Auswahl numerischer
Verfahren um alle Ebenen der Hierarchie in Abbildung 4.3 denkbar. Moglich wird dann, dass
Agenten bei wiederkehrenden Aufgaben Kooperationspartner bevorzugen, mit denen eine
Zusammenarbeit zielfithrend und schnell gelungen ist. So lédsst sich auch der Einsatz der
beispielsweise in der Cloud betriebenen Berechnungsagenten statistisch analysieren. Zudem
gelingt so eine Erweiterung der Empfehlungen von zusitzlichen gekoppelten Disziplinen oder
der Einsatz von Methoden, die sich bisher als besonders geeignet bei der Berechnung bewiesen
haben. Auch ldsst sich der wéhrend der Exploration verschiedener Losungswege zu erkundete
Graph (siehe Kapitel 2.3) weiter einschrinken. Angelehnt an die Simulation des Transistors in
Kapitel 5 wird beispielsweise eine erfahrungsbasierte Entscheidung zwischen den ebenfalls
fiir derartige Fragestellungen eingesetzten Berechnungsmethoden der Finiten Volumen und der
Methode der Finiten Differenzen moglich. Auch die automatisierte Entscheidung fiir geeignete

gebietsweise Formulierungen in Abhingigkeit der Modelleigenschaften ist so vorstellbar.

Das Erreichen der Konvergenz stellt gerade dann eine Herausforderung dar, wenn gekoppelte
Simulationen kooperativ berechnet werden. Diese zeigt sich beispielhaft an keiner bzw. nur sehr
schlechter lokaler Konvergenz oder einer Vielzahl erforderlicher globaler Recheniterationen
wihrend einer Berechnung. Letzteres trifft beispielsweise auf den in Kapitel 5 berechneten
Transistor bei einer Beriicksichtigung der Rekombination zu. Dabei fiihrt die Rekombination
zu einer stiarkeren Kopplung der Oberwellen untereinander. Eine Stabilisierung und Beschleuni-
gung der Berechnung gelingt durch eine zentrale Sammlung und Bereitstellung von nunmehr
globalen Informationen [89]. Die so mogliche Koordination des Agentensystems eignet sich
zudem zur bedarfsorientierten Umsetzung holoner Agenten. Diese geben Teile der Autonomie
ab, um nach auflen als Einheit aufzutreten. Entsprechend wire der Erhalt der Individualitédt und
Flexibilitdt solange nutzbar, bis diese aus Griinden der Zielerreichung in den Hintergrund treten.
Auch der Umgang mit verschiedenen gekoppelten Diskretisierungen bei der Berechnung stellt

seinerseits ein eigenes Forschungsfeld dar.

Weiterentwicklungen im Hinblick auf eine Parallelisierung der Berechnung des Agentensystems

lassen sich beispielsweise fiir Parameterstudien umsetzen. Dabei durch Agenten automatisiert
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zu beantwortende Fragen ergeben sich aus der bisher zu Berechnungsbeginn festzulegenden
Abfolge der Rechenschritte, wie beispielsweise mit welchen Parametern die Berechnung be-
gonnen wird, oder inwieweit sich die bereits berechneten Losungen positiv in Bezug auf
Konvergenz oder Rechenzeit weiterverwenden lassen. Auch ob eine Zerlegung der Simulati-
on sinnvoll ist oder ein anschlieBendes Wiederverwenden von Teilergebnisse gelingt, stellen
mogliche Fragestellungen dar. Diese kniipfen an Themen der Optimierung, wie beispielsweise
der Modellreduktion oder der Rechenzeitoptimierung, an. Die Handhabe der Dynamik im
Rechnersystem erginzt diese Fragen. Beispiele dafiir sind die dynamische Anpassung von Mo-
dellgrenzen oder die des Uberlapps beim Ausfall von Agenten wihrend der Berechnung einer
gebietsgekoppelten Simulation. Auch eine wiederkehrende Verifikation der bisher statischen
Zerlegungshierarchie der Modelle dient einer schnelleren Berechnung. Dabei wird durch eine
flexible Anpassung eine Reduktion der Berechnungsschritte und eine geringe ausgetauschte

Datenmenge erwartet.

Zusitzliche Moglichkeiten bietet das Agentensystem bei einer detaillierten Untersuchung der
hier lediglich referenzierten Betrachtung von Fragestellungen im Zeitbereich. Dabei stellt
die adaptive und individuelle Anpassung der Zeitschrittgroen fiir gekoppelte Simulationen
ein weiteres Forschungsfeld dar [2, 106]. Auch der Entwurf und die Umsetzung eines Stan-
dards fiir eine Schnittstelle zwischen verschiedenen Simulationswerkzeugen, die sowohl von
der Programmiersprache als auch vom eingebundenen Quelltext unabhéngig ist, wiirde eine

wesentliche Vereinfachung bei der Kopplung von Simulationswerkzeugen mit sich bringen.
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