Kapitel 4 -
Forschungsdesign

Ich verfolge den Ansatz einer verteilten Analyse von Zwischenrdumen, in dem ich
die Emergenz und die Bedeutungszuschreibungen der Datenwissenschaften in ver-
schiedenen sozialen Feldern untersuche. In seinem Aufbau folgt das Kapitel der
Grundstruktur der Arbeit: Zunichst ordne ich die Arbeit in das allgemeine For-
schungsprogramm der Feldanalyse ein und erliutere das Forschungsdesign, um die
Fragestellungen adiquat untersuchen zu kénnen (Kap. 4.1). Danach beschreibe ich
die Datengrundlage und das methodische Vorgehen fiir die drei empirischen Kapi-
tel: erstens die Erhebung und Auswertung der Stellenanzeigen im Arbeitsmarkt (Kap.
4.2), zweitens die Strategiedokumente im Feld der Politik sowie das inhaltsanalytische
Vorgehen (Kap. 4.3) und drittens Curricula sowie Interviews mit Lehrenden der Daten-
wissenschaften im akademischen Feld, die ich ebenfalls inhaltsanalytisch auswerte
(Kap. 4.4). Abschliessend fasse ich das empirisch-analytische Potenzial des gewihlten
Forschungsdesigns hinsichtlich der verschiedenen Untersuchungsebenen zusammen
(Kap. 4.5).

4.1 Die verteilte Analyse von Zwischenraumen

Die Arbeit verortet sich im »Forschungsprogramme« der Feldanalyse (Bernhard &
Schmidt-Wellenburg 2012), das iiber den heterogenen Begriff des Feldes ein brei-
tes Spektrum empirisch-methodischer Vorgehensweisen abdeckt. Bernhard und
Schmidt-Wellenburg (2012: 28) schlagen in Anlehnung an Lakatos (1978) vor, die Me-
thodologie der Feldanalyse in einen programmatischen »Kern« von grundlegenden,
stillschweigend vorausgesetzten Annahmen und einen flexibleren »Schutzgiirtel«, der
regelmissig empirischer Kritik und Auseinandersetzung unterzogen wird, zu diffe-
renzieren: Zum Kern des feldanalytischen Forschungsprogramms zihlen die Autoren
etwa die Einsicht, dass die soziale Realitit als Ansammlung einander iiberlagernder
und konkurrierender sozialer Felder zu verstehen und zu untersuchen ist. Dagegen sei
im Schutzgiirtel die Frage offen, »wie diese Felder zugeschnitten sind, welche Ausei-
nandersetzungen sie im innersten bewegen und wie sie sich tiber die Zeit entwickeln«
(Bernhard & Schmidt-Wellenburg 2012: 30f.).

Ich folge dieser forschungsprogrammatischen Unterscheidung, da das vorgeschla-
gene analytische Modell damit kompatibel ist: Riume zwischen Feldern als analyti-
sches Konstrukt stiitzen sich elementar auf das Feldkonzept, erweitern es jedoch in
einem zentralen Punkt, nimlich in der Frage der Lokalisierung neuer Wissensgebiete,
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die nicht relativ autonome Felder, sondern unorganisierte, durchlissige und hybride
Sphéren sind. Daraus resultiert allerdings eine empirisch-methodische Herausforde-
rung: Da die Feldtheorie Bourdieus, in geringerem Masse auch jene von Fligstein und
McAdam, keinen >Platz« fiir Zwischenriume als soziale Phinomene hat, finden sich
in der feldanalytischen Methodendiskussion entsprechend keine Hinweise fiir deren
Analyse (Bernhard & Schmidt-Wellenburg 2012; Blasius et al. 2019; Fligstein & McA-
dam 2012; Schmidt-Wellenburg & Bernhard 2020b).! Wie also konnen Zwischenriume
als analytische Erweiterungen des Feldansatzes empirisch erforscht werden?

Eyal arbeitet in seinen Analysen zur Genese von Riumen zwischen Feldern bzw.
Netzwerken der Expertise primar historisch, d. h., er rekonstruiert die Entwicklung
solcher Wissenskonfigurationen durch eine umfassende Genealogie verschiedener
Phasen, darin erscheinender, konkurrierender Expertisen und verinderter Akteurs-
konstellationen (Eyal 2002, 2013a, 2013b; Eyal & Pok 2015). Eine historische Rekons-
truktion post hoc ist allerdings fiir die vorliegende Arbeit aus zwei Griinden keine
Option. Erstens befindet sich das Wissensgebiet der Datenwissenschaften nach wie
vor im Prozess seiner Etablierung — es ist noch unklar, wohin die Entwicklung fithren
wird: Etabliert es sich als ein Feld mit eigenen Spielregeln und Logiken, nach denen
feldspezifisches Kapital zuteilwird? Existiert es auf Dauer als ein wenig regulierter,
durchlissiger Raum zwischen Feldern? Oder verfillt es gar als eigener Bereich und
existiert in anderen sozialraumlichen Phinomenen weiter? Zweitens ist das Phano-
men in seiner Breite schlicht zu umfassend, als dass diese Arbeit eine vollstindige
Analyse der involvierten Felder wie Wissenschaft, Wirtschaft oder Politik leisten kann
- vielmehr miissen dies spezifische Feldanalysen tun (Brandt 2016; Grommé et al. 2018).

Ich lege in dieser Arbeit deshalb einen anderen Fokus: Wie bereits ausgefiihre, in-
teressiert mich vor allem das feldiibergreifende Moment des Phinomens, also der Um-
stand, dass Akteur*innen in verschiedenen Feldern an der Konstruktion der Daten-
wissenschaften beteiligt sind. Ich verfolge deshalb den Ansatz einer verteilten Analyse
von Zwischenriumen?: Dabei untersuche ich ausgewihlte Ausschnitte von Feldern im
Hinblick auf das interessierende transversale Phinomen, die Emergenz der Datenwis-
senschaften. Dies ist moglich, da sich die Wirkungen der feldspezifischen Praktiken
— d. h. die empirisch beobachtbaren »Feldeffekte« (Bourdieu & Wacquant 1996: 131) —
nicht nur innerhalb der jeweiligen Felder der Wissenschaft, Okonomie oder Politik,
sondern ebenso im dazwischenliegenden Raum verorten lassen.

Mit der empirischen Vorgehensweise einer verteilten Analyse von Riumen zwi-
schen Feldern schliesse ich an einen Kerngedanken der multi-sited ethnography bei
George Marcus (1995; Nadai & Maeder 2005) an.’> Marcus plddiert dafiir, von einer

-

Bourdieu hat ein klares Vorgehen in der Analyse sozialer Felder formuliert (Bourdieu & Wacquant
1996: 136): Erstens gilt es, die Position eines Feldes im Verhiltnis zum Feld der Macht zu untersuchen;
zweitens um die Ermittlung der objektiven Struktur der Relationen zwischen den Positionen der in
diesem Feld miteinander konkurrierenden Akteur*innen; drittens um die Analyse der Habitus, in
denen die Dispositionen der Akteur*innen verinnerlicht sind.

N

Die Feldanalyse im Anschluss an Bourdieu schldgt eine dhnliche Vorgehensweise fiir transnationale
Felder (Schmidt-Wellenburg & Bernhard 2020b: 2) bzw. transversale Felder (Witte & Schmitz 2019) vor.

w

Scheel et al. (2020) sprechen in ihrem dhnlich gelagerten methodischen Vorgehen von einer »trans-
versalen Ethnographie«, was allerdings etwas irrefithrend ist in Bezug auf den Untersuchungsgegen-
stand, namlich transversale Wissensfelder.
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Fokussierung auf stationire lokale Subkulturen und deren Einbettung in ein iiberge-
ordnetes Makrosystem wegzukommen und tiberkommene Dichotomien wie global vs.
lokal, System vs. Lebenswelt etc. zu verwerfen. Vielmehr gelte es, die verteilten Phino-
mene in ihrer wechselseitigen Durchdringung zu betrachten, um fragmentierte, kom-
plexe soziale Beziehungen erschliessen zu kénnen (Marcus 1995: 98).

Eine solche Konzeption bietet sich analog fir die Analyse von Zwischenrdumen
an: Anstelle einer monolithischen Analyse einzelner Felder, die binire Strukturlogi-
ken (dominantvs. dominiert, legitimes vs. illegitimes Kapital, autonom vs. heteronom
etc.) reproduziert, strebt die Arbeit danach, den jeweiligen Beitrag der involvierten
sozialen Felder bei der Herausbildung eines neuen Wissensgebietes zu betrachten,
das eben gerade nicht ausschliesslich wissenschaftlich, 6konomisch, kulturell etc. ist.
Vielmehr ist der Gegenstand in Zwischenriumen verteilt und fragmentiert zugleich:
Es manifestieren sich in ihm Effekte verschiedener Felder, da er zum Objekt von kon-
flikthaften wie kooperativen Praktiken — feldanalytisch formuliert quasi zum >Spiel-
ballc — dieser Felder wird. Dennoch hat kein Feld das Primat oder die Deutungsho-
heit inne, sondern die Bedeutung ergibt sich erst durch die Gesamtheit der multiplen
Perspektiven und Praktiken, die im Zwischenraum koexistieren. Es geht deshalb auch
nicht darum, einen Vergleich der einzelnen Felder im Hinblick auf das interessierende
Phinomen anzustellen, sondern darum, die Analyseteile des Puzzles zusammenzufii-
gen (Nadai & Maeder 2005: 8). Dies erfolgt letztlich in der Absicht, mehr Erkenntnisse
iiber das Phinomen zu gewinnen als die Summe der Analysen seiner einzelnen Teile —
ein Postulat, das auch die Feldanalyse teilt (Bernhard & Schmidt-Wellenburg 2012: 35).

Von den unterschiedlichen Strategien der Feldkonstruktion, die Marcus in sei-
nem Aufsatz vorschlagt, schliesst sich die vorliegende Arbeit jener der »Follow the
Metaphor« (Marcus 1995: 108) an: Dabei leitet die Produktion und Zirkulation von
Zeichen, Symbolen und anderen Reprisentationen in verschiedenen Bereichen das
Forschungsdesign und empirische Vorgehen an. Marcus bezieht sich dabei prominent
auf die Arbeit von Emily Martin (1993), die in ihrer Studie den Metaphern bzw. Kons-
truktionen folgt, wie in verschiedenen gesellschaftlichen Sphiren tber das Immun-
system gesprochen wird, von den Massenmedien tiber die >Strasse, AIDS-Therapien,
Alternativmedizin bis hin zur Wissenschaft.*

Ich gehein der Arbeit dhnlich vor, um die Genese neuer Wissensgebiete zu erkliren:
Dazu folge ich gewissermassen den Effekten von Begriffs- und Grenzarbeit, durch die
in unterschiedlichen Feldern multiple Bedeutungen des Gegenstandes Datenwissen-
schaften entworfen werden. Somit bietet es sich an, den Untersuchungsgegenstand
in den relevanten Feldern verteilt zu untersuchen. Dabei verfolge ich einen stirker
akteursorientierten Ansatz: Reprdsentationen eines (neuen) Gegenstandes zirkulie-
ren nicht einfach so in sozialen Feldern. Sie werden primir von Organisationen, d. h.
kollektiven Akteur*innen, mobilisiert, die damit spezifische Ziele und Interessen in
ihren jeweiligen Feldern verfolgen. Sie versuchen eine bestimmte Deutung des Gegen-
standes zu etablieren, beférdern allerdings synchron dazu auch die Entstehung neuer
Moglichkeitsriaume, um dadurch ihre Handlungsoptionen zu erweitern.

Um die Herausbildung von Zwischenrdumen empirisch-analytisch untersuchen
zu konnen, schlage ich ein dreistufiges Vorgehen vor: Erstens gilt es die relevanten
umgebenden Felder zu identifizieren. In Ankniipfung an die (unscharfen) Grenzen

4 Eine dhnliche Strategie schldgt Abbott (2005: 249) fiir das vielschichtige Phanomen Alkoholismus vor.
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von Feldern stellt sich die Frage: Die Effekte welcher Felder sind im Zwischenraum zu
beobachten? An die Auswahl der umgebenden Felder ankniipfend ergibt sich zweitens
die Frage nach den Akteur*innen: Welche Akteur*innen dieser Felder sind wie an der
Konstruktion solcher Riume beteiligt? Inwiefern tragen sie zur Herausbildung neuer
Raume bei? Sind die Relationen zwischen den Akteur*innen eher konflikthaft oder
eher kooperativ? In einem dritten Schritt stellen sich Fragen nach den fundierenden
Praktiken, die zur Etablierung von Zwischenriumen beitragen: Welche Praxismodi,
d. h. welche kollektiven Stellungnahmen sind zu beobachten? Auf welchen Ebenen,
d. h. wo finden diese statt bzw. von wo werden sie gedussert?

Die Auswahl der relevanten Felder leitet sich primir aus dem Forschungsstand ab,
in dem ich die Bedeutung der Wissenschaft, der Okonomie sowie der Politik als rele-
vante soziale Sphiren in der Konstruktion der Datenwissenschaften herausgearbeitet
habe. Im Feld der Wirtschaft werden einerseits hohe Erwartungen an Data Scientists
als Schliisselfiguren datengetriebener Produktionsweisen formuliert, die insbesonde-
re in der Hochschulbildung stark rezipiert werden (Saner 2019), andererseits zeigen
sich manifeste Unsicherheiten und divergierende Deutungen iiber die relevanten Ka-
tegorien und Inhalte. In der Wissenschaft beschiftigen sich verschiedene Disziplinen
seit Jahrzehnten mit den konkreten Praktiken und Wissensinhalten der Datenwissen-
schaften. Die Transformation hin zu einer datengetriebenen Wissensproduktion rear-
tikuliert dabei existierende Konflikte und Grenzziehungen. Gleichzeitig eréffnen sich
Opportunititen, solche Konfliktlinien durch grenziiberschreitende Kooperationen in
Forschung und Lehre zu iiberwinden und heterogene Perspektiven auf die Datenwis-
senschaften zu etablieren. Schliesslich pragen Akteur*innen der Hochschul- und For-
schungspolitik Szenarien einer vielversprechenden Zukunft, die durch Investitionen
und Férdermassnahmen begleitet werden. Somit koexistieren in den drei zentralen
Feldern multiple Deutungen und konturieren iiber ihre Effekte den Raum dazwischen.

Geographisch beschrinke ich mich dabei auf die Herausbildung der Datenwissen-
schaften und die Konfiguration der relevanten umgebenden Felder in der Schweiz.
Obwohl neue Wissensfelder oft global strukturiert sind, bleiben sie durch lokale, re-
gionale und nationalstaatliche Spezifika gekennzeichnet (Biniok 2013; Merz & Sorma-
ni 2016). Dennoch versuche ich, die transnationalen Relationen und wechselseitigen
Abhingigkeiten mit zu beriicksichtigen, um die Riume zwischen Feldern nicht als na-
tionalstaatlich verfasst zu reifizieren (Schmidt-Wellenburg & Bernhard 2020b).

Um die in der Einleitung genannten Forschungsfragen empirisch-methodisch um-
setzen zu konnen, verkniipfe ich das fir die Soziologie relativ sneue« Verfahren des
Topic Modeling (DiMaggio et al. 2013; Miitzel 2015a; Papilloud & Hinneburg 2018) mit
straditionellen< sozialwissenschaftlichen Methoden der qualitativen Inhalts-, Cur-
ricula- und Interviewanalyse. Zunichst ermoglicht es das Topic Modeling von Stel-
lenanzeigen, transversale Reprisentationen der Datenwissenschaften auf der ge-
sellschaftlichen Makroebene zu analysieren. Obwohl hier das Material feldspezifisch
nicht begrenzt ist, zeigt sich bei der Datenvorbereitung, dass Akteur*innen im 6kono-
mischen Feld zentral sind. Das gewihlte methodische Vorgehen ist jedoch in der Lage,
sowohl feldspezifische als auch feldiitbergreifende Darstellungen zu identifizieren und
letztere in allgemeinen Topics zu modellieren.

Im Fall des Politikfeldes bilden Strategiedokumente unterschiedlicher Akteur*in-
nen der Hochschul- und Forschungspolitik das Datenmaterial. Durch eine qualitative
Inhaltsanalyse konnen die spezifischen Zukunftsvisionen, die im Rahmen des Diskur-
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ses iiber die Digitalisierung auf die Datenwissenschaften entworfen werden, rekonst-
ruiert werden. Effekte dieser kollektiven Praktiken sind nicht nur in der Politik selbst,
sondern auch in anderen Feldern, insbesondere der Wissenschaft und der Okonomie
zu beobachten.

Schliesslich bilden Curricula aller verfiigbaren Studienangebote in Datenwissen-
schaften an Schweizer Universititen und Hochschulen sowie Interviews mit Lehren-
den das empirische Untersuchungsmaterial im akademischen Feld, die ich ebenfalls
mittels qualitativer Inhaltsanalysen analysiere. Dies erlaubt es zum einen, die fundie-
rende Rolle von Praktiken der Begriffsarbeit in der Herausbildung des Zwischenrau-
mes als eines Moglichkeitsraums zu bestimmen. Zum anderen bietet die Kombination
von kollektiven (Curricula) und subjektiven Stellungnahmen (Interviews) die Moglich-
keit, die Widerspriiche und Dynamiken synchroner Praktiken der Grenzziehung und
Grenziiberschreitung zu adressieren.

4.2 Stellenanzeigen im Arbeitsmarkt

Der Forschungsstand hat deutlich gemacht, dass in der Suche und Diskussion iiber
die relevanten Kompetenzen ein zentrales Moment in der Konstruktion der Daten-
wissenschaften liegt. Durch die Erhebung von Stellenanzeigen fiir Data Scientists
konnen divergierende Reprasentationen der Datenwissenschaften in Stellenanzeigen
feldiibergreifend analysiert werden. Um ein Sample von Stellenausschreibungen fir
Data Scientists und verwandten Bezeichnungen zusammenstellen, aufbereiten und
auswerten zu konnen, war ein mehrstufiges Verfahren notwendig, das ich hier aus-
fihrlich darlegen werde. Zunichst lege ich im ersten Abschnitt einige allgemeine Cha-
rakteristika von Stelleninseraten als Daten zugrunde (Kap. 4.2.1), bevor ich im zweiten
Teil auf die Prozesse der Datenerhebung (Kap. 4.2.2) sowie der Kodierung und Daten-
bereinigung (Kap. 4.2.3) eingehe. Im dritten Teil erliutere ich schliesslich die Vorbe-
reitung und Validierung der Texte (Kap. 4.2.4) sowie das methodisch-analytische Vor-
gehen mittels Topic-Modeling-Verfahren (Kap. 4.2.5).

4.2.1 Stellenanzeigen als Forschungsgegenstand

Stelleninserate sind in der Soziologie ein vergleichsweise wenig beachtetes empi-
risches Material (Geser 1983; Kriesi et al. 2010; Salvisberg 2010; Schreiber 1995). So
enthilt ein Standardwerk zur (deutschsprachigen) Arbeitsmarktsoziologie keinerlei
Beziige zu Stelleninseraten als Daten (Abraham & Hinz 2018). Dies ist umso erstaun-
licher, da es sich um eine interessante Datenquelle handelt: Stelleninserate formulie-
ren die unterschiedlichen Reprisentationen des Untersuchungsgegenstandes, etwa
indem sie divergierende Titigkeitsfelder, Kompetenzzuschreibungen oder Qualifi-
kationsanforderungen nennen und einfordern. In solchen Konstruktionsleistungen
verdichten sich berufsspezifische Rollenerwartungen (Geser 1983): Sie artikulieren
feld- und organisationsspezifische Perspektiven darauf, worin bestimmte Praktiken
und Expertisen bestehen und wo die Berithrungspunkte sowie Differenzen zu ver-
wandten Gebieten liegen.

Bei Stellenanzeigen handelt es sich um prozessgenerierte Daten, da sie im or-
dentlichen Handlungsfluss von Akteur*innen entstehen und entsprechend auf einem
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»nicht-reaktiven Erhebungsprozess« basieren (Weischer 2015: 73). Sie folgen kulturel-
len und sprachlichen Konventionen, beispielsweise was die erwarteten Qualifikations-
anforderungen oder Aussagen zur finanziellen Entlohnung betrifft (Geser 1983: 478),
aber auch rechtlichen Regulierungen (Aratnam 2012). In der Regel weisen Stellen-
inserate einen stark standardisierten Aufbau auf: Sie enthalten Informationen tiber
die inserierende Organisation (wer sucht), die Stelle und die zu erledigenden Aufgaben
(fiir was wird gesucht), Anforderungen an Ausbildung, Erfahrung und Sachkenntnisse,
zugeschriebene Eigenschaften und Fihigkeiten (»Kompetenzen«) oder Kriterien wie
Alter und Geschlecht (wer wird gesucht) (Salvisberg 2008: 2567).° Abschliessend wird
neben Bewerbungsfristen und Kontaktmoglichkeiten bisweilen auf weitere Faktoren
wie das Arbeitsumfeld und Chancengleichheits- bzw. Diversity-Statements (vor allem
in englischsprachigen Stelleninseraten) verwiesen.

Die Bestandteile von Stelleninseraten sind oft mit unterschiedlich strukturierten
Textformaten verkniipft: Wihrend die organisationalen Selbstbeschreibungen sowie
die Titigkeitsprofile in der Regel prosaisch in integralen Sitzen verfasst sind (vgl. die
Abschnitte [1]-[5] im Beispielinserat im Anhang), werden die Anforderungen und
Qualifikationen oft in Listen unvollstindiger Satzkonstruktionen oder nur stichwort-
artig formuliert (vgl. den Abschnitt [6] »Ihr Profil« im Beispielinserat im Anhang). Auf
der Ebene des Vokabulars dussert sich dies in spezifischen Kombinationen von organi-
sationsbezogenen, feld- sowie stelleninseratetypischen Begriffen.

Als Spezifika von Stelleninseraten in technologiebezogenen Wissensgebieten wie
Informatik oder Datenwissenschaften gelten in der fach- und berufspidagogischen
Diskussion divergierende Annahmen iiber die Qualifikationsanforderungen von Be-
werber*innen (Bott et al. 2000; Schumann et al. 2016; Wowczko 2015). Was fiir die
Akteur*innen im Feld ein Problem darstellen mag, weil immer unklar bleibt, iber wel-
che Kompetenzen nun eine Datenwissenschaftlerin verfiigen muss, ist fiir die empi-
rische Analyse hingegen bereits eine erste konstitutive Erkenntnis: Die Debatten tiber
die notwendigen Skillsets oder Methoden verweisen auf die Suche nach den srichti-
gen Kompetenzenc. Sie sind gewissermassen fundierend fiir die Herausbildung des
Phinomens an sich. Weiter manifestiert sich in Stellenanzeigen die eminente Bedeu-
tung unterschiedlicher Werkzeuge wie der verwendeten Betriebssysteme, Software,
Programmiersprachen und weiterer Instrumente: So ist im empirischen Material zu
beobachten, dass Methoden, Tools oder Qualifikationsanforderungen oft als Synony-
me verwendet werden (»Mehrjihrige Erfahrung mit statistischer Software, R, Python,
SAS oder SPSS«, vgl. Beispielinserat 1). Solche nicht-hierarchisierenden Aufzihlungen
deuten eine gewisse Beliebigkeit im Sinne »unverbindliche[r] Wunschlisten« an (Geser
1983:479).

Die empirische Aussagekraft der Datenquelle Stellenanzeigen wird insofern ein-
geschrinkt, dass sie nur die formale, nachfrageorientierte Seite des Arbeitsmarktes
abbilden, wihrend informelle Wege (wie Praktika, Abschlussarbeiten, personliche

5 Salvisberg (2010:116f.) unterscheidet folgende acht Analyseeinheiten: Selbstbeschreibung des inserie-
renden Unternehmens; Angaben zum Grund der Stellenausschreibung; Informationen zur adminis-
trativen Abwicklung der Bewerbung; ggf. Angaben zur Stellenvermittlerin; Hinweise auf materielle
Gegenleistungen des Arbeitgebers; Stellen- und Aufgabenbeschreibung; Anforderungen an Ausbil-
dung, Erfahrung und Sachkenntnisse; notwendige Charaktereigenschaften, Sozialkompetenzen oder
Zuschreibungskriterien wie Alter oder Geschlecht.
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Netzwerke etc.) oder Spontanbewerbungen auf der Angebotsseite nicht beriicksich-
tigt werden.® Auch organisationsinterne Arbeitsmirkte (Kéhler & Krause 2010; Struck
2018) werden durch das gewihlte Verfahren nicht erfasst. Nichtsdestotrotz bilden
Stelleninserate aus den genannten Griinden einen interessanten Forschungsgegen-
stand, weil sie es ermdglichen, die multiplen Bedeutungen eines sozialen Phinomens
iber die unterschiedlichen sozialen Zuschreibungen, Qualifikationsanforderungen
oder Tatigkeitsfelder zu rekonstruieren. Dies stellt insbesondere im Falle neuer Wis-
sensgebiete bzw. solcher in Transformation eine Mdoglichkeit dar, prozessinduzierte
Dynamiken jenseits subjektiver Stellungnahmen (wie Kommentare, Blogs, Tweets
etc.) als auch reaktiver Erhebungsmethoden (wie Umfragen) zu untersuchen.

4.2.2 Datenerhebung

Die Stellenausschreibungen fiir Data Scientists und verwandte Bezeichnungen (wie
Data Analyst, Data Engineer etc.) bilden die Datengrundlage fiir die Analyse im Ka-
pitel 5. Um das Korpus zu bilden, habe ich auf der Schweizer Stellenplattform jobs.
ch veroffentlichte Stellenbeschreibungen, die die Suchbegriffe »Data AND Scientist,
»Data AND Science« oder »Big AND Data« enthalten, mittels Webscraping-Verfahren
(Munzert et al. 2015) in der Statistiksoftware R erfasst und als Textdateien gespeichert.
Zwischen Januar 2017 und Juni 2019 konnte ich ein Sample von N = 4341 Stellenanzei-
gen zusammenstellen.” Die Suchbegriffe wurden bewusst kombiniert, um einerseits
die Breite des Phinomens zu adressieren und andererseits keine Engfithrung auf be-
stimmte mit den Begriffen verkniipfte Orientierungen (beispielsweise »Big Data« als
informatisches gegeniiber »Data Science« als statistisches Konzept) zu riskieren.

Wihrend des Erhebungsprozesses fiel auf, dass diverse inserierte Stellen tiber Mo-
nate, manchmal sogar iber mehrere Jahre hinweg verfiigbar blieben. Oft wurden die
Inserate mehrmals leicht adaptiert und unter verindertem Berufstitel oder mit einem
veranderten Anforderungsprofil erneut publiziert.® Dies verweist auf andauernde
Schwierigkeiten in der Rekrutierung von Datenwissenschaftlerinnen (Burtch 2016;
H. D. Harris et al. 2013; Markow et al. 2017) sowie deren Konstruktion als stark nach-
gefragte Berufsgruppe.

Das Sample habe ich fortlaufend sowohl manuell als auch mittels automatisierter
Texterkennung auf Duplikate iiberpriift, um Mehrfachzihlungen derselben Inserate
zu vermeiden. Dabei habe ich folgende Regel festgelegt: Verwenden zwei oder meh-

6 Aufgrund der sehr hohen Nachfrage und der Vorbereitung der Studierenden auf informelle Kontakt-
kandle kommt diesen fir das untersuchte Arbeitsmarktsegment eine gewisse Bedeutung zu (vgl. Ger-
lach 2014: 145 fiir das dhnlich gelagerte Beispiel von Automobilingenieur*innen).

7 Das Sample stellt keine Vollerhebung dar; es handelt sich um einen selektiven Ausschnitt aus dem
Total aller Stellenanzeigen. Nimmt man den »Schweizer Jobradar« der Firma x28 AG, der in Anspruch
nimmt, ein»vollstindiges und reprasentatives Bild der Nachfrage nach Arbeitskraften«in der Schweiz
zu liefern, als Vergleichsmass, lasst sich ndherungsweise festhalten, dass das Sample durchschnittlich
rund 2.4 %o der pro Quartal erfassten Stellenanzeigen entspricht (eigene Berechnungen). Vgl. online:
https://www.x28.ch/jobradar/ (Zugriff. 03.02.2022).

8 Zudem ergab sich die Schwierigkeit, dass der HTML-Code der Webseite mehrmals gedndert wurde.
Dies fiihrte dazu, dass unterschiedliche Stellenanzeigen in die Suchanfrage inkludiert wurden. Eine
Anderung des HTML-Codes ist beispielsweise fiir Oktober 2017 dokumentiert, was sich in einem deut-
lich erkennbaren Anstieg der Anzahl erfasster Anzeigen niederschlagt (vgl. Abbildung 3).
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rere Anzeigen einen identischen Stellentitel und Ausschreibungstext, aber ein unter-
schiedliches Datum, so werden diese aus dem Sample entfernt. Enthalten zwei Anzei-
gen einen identischen Titel, aber unterschiedliche Stellentexte (beispielsweise indem
das Anforderungsprofil adaptiert wurde), oder umgekehrt variierende Stellenbezeich-
nungen, aber identische Stellentexte, so sind beide im Sample enthalten.’

4,2.3 Kodierung und Datenbereinigung

Eine zentrale Herausforderung von Daten, die durch soziotechnische Systeme (wie
Social-Media-Plattformen und andere internetbasierte Dienste) prozessual generiert
werden, ist, dass sie inhirent »messy« sind.” Fiir den ersten Erhebungs- und Auswer-
tungsschritt der Arbeit ergab sich insofern das Problem, dass parallel zur Datenerhe-
bung mehrere Teilschritte der Kodierung und Datenbereinigung notwendig wurden,
um die Daten zu vereinheitlichen und so fiir die Analyse verfiigbar zu machen.” Auf-
grund der hohen Anzahl Stellenanzeigen im Sample sollte dies automatisiert erfolgen.
So liessen sich aus den erfassten Textdateien automatisiert diverse Informationen ex-
trahieren, die fir die deskriptive Analyse relevant sind: Stellenbezeichnung, Datum,
inserierende Organisation (Arbeitgeber), lokale Standorte, die URL sowie der Text der
Anzeige. Die Attribute wurden als einzelne Variablen kodiert.”* Deren Hiufigkeiten
und Verteilungen bilden die Grundlage fiir die deskriptive Analyse des Samples.

Um Informationen iiber die Akteur*innen der Datenwissenschaften in den ein-
zelnen Feldern zu erhalten, mussten die Namen der Organisationen, die Stellenan-
zeigen publizieren, vereinheitlicht werden (Gross- und Kleinschreibung, mit oder
ohne rechtsformindizierende Angaben wie AG, GmbH etc.). Anschliessend wurden
diese nach dkonomischen bzw. anderen sozialen Feldern kodiert. Als Grundlage dazu
dienten die Selbstbeschreibungen der Firmen auf ihren Webseiten. Die Kodierung
der Unternehmen und Organisationen in 6konomische und andere Felder entspricht
damit nicht wirtschaftsstatistischen Klassifikationen des Bundesamts fiir Statistik
(BFS), sondern hat sich wihrend des Kodierprozesses induktiv aus dem Material ge-
bildet.” Die inserierenden Organisationen im Datensatz entstammen achtzehn unter-
schiedlichen Feldern.

9 Ein Beispiel: Die Firma Helbling AG publizierte ein Inserat fiir eine/n »Data Scientist (m/w) — Schwer-
punkt Signalverarbeitung/Algorithmen fiir optische Messsysteme, datiert auf den 11. Februar 2019.
Dieses wurde rund einen Monat spater, am 15. Madrz 2019, unter der Bezeichnung »Entwicklungsinge-
nieur (m/w) —Schwerpunkt Signalverarbeitung/Optik« (iber dieselbe URL erneut erfasst. Beide Insera-
te bleiben im Sample enthalten.
10 DerUmgangdamitistein zentraler Aspekt datenwissenschaftlicher Praxis (Miitzel et al. 2018: 114ff).
11 Die bereinigten und kodierten Daten sind auf dem Datenrepositorium FORSbase hinterlegt (Saner
& Mlitzel 2021a).

12 Zusatzlich wurde jeder Anzeige eine eigene Identifikationsnummer zugewiesen.

13 Bei der ersten Kodierung hatten Unternehmen im Feld der Personaldienstleistungen den hochsten
Anteil. Eine detaillierte Betrachtung der Inserate zeigte, dass diese nur in der Minderheit der Félle
(<5 %) fiir sich selbst rekrutieren, sondern dies liberwiegend im Auftrag anderer Firmen tun (indi-
ziert durch Begriffe wie client, customer, Kunde/Kundin oder Auftraggeberin im Inseratetext). Bei diesen
handelte es sich mehrheitlich um die bedeutenden Felder der Pharmaindustrie sowie der Banken/
FinTech (erschienen inje rund 34 % der Inserate). Auch Felder wie IT/Software (19 %), Industrie (13 %)
oder Versicherungen (7 %) wurden oft genannt. In der Folge wurden alle Inserate von Personalrek-
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Die Stelleninserate sind in vier verschiedenen Sprachen (Englisch, Deutsch, Fran-
z6sisch und Italienisch) publiziert. Computerlinguistische Verfahren der automati-
sierten Spracherkennung ermoglichen es hier, den Anzeigentext eindeutig einer der
vier Sprachen zuzuordnen, was Analysen iiber die sprachriumliche Verteilung der
Datenwissenschaften in der Schweiz erlaubt." Zusitzlich stellt die Sprache einer Stel-
lenanzeige einen Indikator fiir die Internationalitit einer Organisation bzw. eines Fel-
des dar.

Auch die Standorte der inserierenden Unternehmen und Organisationen wurden
vereinheitlicht (Entfernung von Doppelnamen wie Ziirich-Oerlikon oder englischen
Stidtenamen [Geneva] in eindeutige Standortangaben), um diese eindeutig geogra-
phisch lokalisieren zu kénnen. Anschliessend erfolgte die Einteilung der Standorte der
Unternehmen und Organisationen in die sieben geographischen Grossregionen der
Schweiz (Genferseeregion, Espace Mittelland, Nordwestschweiz, Ziirich, Ostschweiz,
Zentralschweiz sowie das Tessin) gemiss BFS.” Waren zwei oder mehr Standorte ge-
nannt, die sich iiber mehrere der genannten Grossregionen hinweg verteilen, wurde
die Region als »Mehrfachnennung« kodiert. Rund ein Prozent der Inserate liess sich
keinem eindeutigen Standort zuweisen oder dieser liegt ausserhalb der Schweiz.

4.2.4 Vorbereitung und Validierung der Daten fiir Text Mining

Die beschriebenen Informationen iiber die feldspezifische, geographische und sprach-
liche Verortung der Stelleninserate geben Hinweise iiber die Struktur und Entwick-
lung der Datenwissenschaften im schweizerischen Arbeitsmarkt. Das Haupter-
kenntnisinteresse der Untersuchung gilt allerdings den Ausschreibungstexten der
Stelleninserate: In den Texten werden sehr unterschiedliche Titigkeitsfelder, Kom-
petenzzuschreibungen oder Qualifikationsanforderungen entworfen, d. h. multiple
Reprisentationen der Datenwissenschaften formuliert. Aufgrund ihrer »messyness«
infolge des Webscraping habe ich die Texte zunichst manuell und anschliessend auto-
matisiert iberpriift und bereinigt, um eine moglichst hohe Datenqualitit zu garan-
tieren und ihre Interpretierbarkeit in textanalytischen Verfahren zu gewihrleisten
(Maier et al. 2018: 100f.)." Dies beinhaltete mehrere Schritte der Datenvorbereitung
mittels des Quanteda Package in R (Benoit et al. 2018).”

rutierungsfirmen, die sich tber den Text eindeutig einem bestimmten 6konomischen Feld zuordnen
liessen, manuell rekodiert.

14 Das textcat Package in R (Hornik et al. 2013) verwendet dazu eine n-gram-basierte Textkategorisie-
rung (Jurafsky & Martin 2018): Texte werden in einzelne Bestandteile zerlegt und sodann mittels
Hiufigkeitsanalysen der jeweiligen Sprache zugeordnet. Die Ergebnisse dieses Verfahrens wurden
regelmdssig aufihre Validitat gepriift.

15 Vgl. Bundesamt flr Statistik (2020): Analyseregionen: https://www.bfs.admin.ch/bfs/de/home/
statistiken/querschnittsthemen/raeumliche-analysen/raeumliche-gliederungen/analyseregionen.
html (Zugriff: 03.02.2022).

16 Die Linge der in der Analyse verwendeten Dokumente weist einen Durchschnitt von 530 und einen
Median von 488 Wortern auf, wobei die englischsprachigen Dokumente (Durchschnitt = 581 Wérter,
Median = 547 Worter) etwas langer sind als die deutschsprachigen (Durchschnitt = 414 Wérter, Me-
dian =381 Worter).

17 Zu den Vorbereitungsschritten gehorten die Transformation aller Token in Kleinbuchstaben, das
Entfernen von HTML-Tags, Satzzeichen sowie sprachenspezifischer Stoppworter. Zusatzlich entfern-
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Nach diesen Vorbereitungsschritten erstellte ich je eine Dokument-Feature-Matrix
(DFM) fiir die englisch- sowie die deutschsprachigen Stelleninserate, wobei jedes Do-
kument einen eigenen Vektor darstellt. Die Texte werden in ihre einzelnen Bestand-
teile (Tokenisierung) zerlegt, d. h., die tatsichliche Reihenfolge der Worter und damit
auch deren syntaktische Struktur werden ignoriert. Dadurch wird auch der Umstand
neutralisiert, dass es sich bei Stellenanzeigen um ein Textgenre handelt, das integrale
Satzbestandteile mit Wortauflistungen kombiniert. Das Entfernen seltener Begriffe,
die in weniger als fiinf unterschiedlichen Dokumenten im Korpus erscheinen, redu-
ziert die Dimensionalitit der Matrizen um rund drei Viertel (-75.6 % im englischspra-
chigen bzw. -78.8 % im deutschsprachigen Korpus). Die resultierende englischspra-
chige DFM enthilt 2941 Dokumente mit 5771 Features, die deutschsprachige DFM 1282
Dokumente mit 4671 Features.

Solche Schritte der Textvorbereitung machen den Datensatz schlanker und somit
fur die Analyse leichter handhabbar, reduzieren jedoch gleichzeitig auch die Menge
an Informationen, die im Datensatz enthalten sind. Entsprechend muss jeder einzel-
ne Schritt der Textvorbereitung sorgfiltig iiberpriift und validiert werden (Denny &
Spirling 2018; Maier et al. 2018). Insbesondere das Stemming (Stammformreduktion)
von Wortern, d. h. das regelbasierte Kiirzen der Endungen von Woértern auf ihren
Stamm, kann zu sehr unterschiedlichen Ergebnissen beim Topic Modeling fithren
(Blei 2012; Denny & Spirling 2018; Maier et al. 2018). Denny und Spirling (2018) haben
mit preText ein Tool entwickelt, mit dem die Effekte der einzelnen Textvorbereitungs-
schritte insbesondere fiir nicht-iiberwachte Formen maschinellen Lernens (unsupervi-
sed learning) evaluiert werden konnen. Je tiefer der resultierende Wert, desto weniger
beeinflusst die Kombination der gewihlten Textvorbereitungsschritte das Korpus.
Trotz der Information, inwiefern ein bestimmtes Modell das Korpus beeinflusst, gibt
der Wert in diesem Sinne keine finale Antwort fiir ein zu wihlendes Modell, sondern
schafft die Moglichkeit, die gewihlte Variante im Vergleich zu anderen Modellen zu
evaluieren. Die gewihlten Varianten®® erwiesen sich im Vergleich mit anderen evalu-
ierten Modellen als robust und in der Analyse mittels Topic Modeling auch als tatsich-
lich interpretierbar.”

te ich Begriffe, die spezifisch fiir die erhobenen Stelleninserate sind (jetzt, bewerben, Originalinserat,
anzeigen) oder solche, die aufgrund des Aufbaus und der Struktur der Webseite jobs.ch in die Daten-
erhebung einflossen (bitte, beziehe, dich, bei, deiner, Bewerbung, auf, jobs.ch), da sie fiir die inhaltliche
Analyse keinen Informationswert besitzen, umgekehrtallerdings die Ergebnisse des Topic-Modeling-
Verfahrens verzerren konnen (vgl. unten).

18 Die gewdhlte Variante mitdem Akronym P(unctuation)-N(umbers)-L(owercase)-S(tem)-W(Stopword
Removal) weist fiir das englischsprachige Korpus mit preText = 0.132 den neuntniedrigsten Wert aller
128 moglichen Kombinationen auf (die Spannweite ist bei r=0.225). Der Wert fiir das deutschsprachi-
ge Sample ist mit preText = 0.127 etwas niedriger. Dieser liegt zwar nur im Mittelfeld aller méglichen
Kombinationen, wobei die Differenz zum >besten<Wert lediglich 0.027, gegeniiber demsschlechtes-
ten<Wertjedoch 0.179 betragt (die Verteilung der Werte ist stark linksschief).

19 Dies habe ich exemplarisch anhand der drei Topic-Modelle mit den niedrigsten preText-Werten fiir
das englisch- und deutschsprachige Sample Gberpriift: Die Ergebnisse waren unter anderem auf-
grund der Kombination von Bi- und Trigrammen kaum interpretierbar, da keine Stopwoérter entfernt
wurden.
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4.2.5 Analytisches Vorgehen mittels Topic Modeling

Nun liegen die Textdateien als bereinigte DFM vor und kénnen mittels textanalyti-
scher Methoden (Evans & Aceves 2016; Ignatow & Radev 2016) untersucht werden. Die
Analyse grosser Mengen an Textdaten erfihrt gegenwirtig unter der Losung Text as
Data (Grimmer & Stewart 2013) eine erneuerte Konjunktur in den Sozialwissenschaf-
ten. In einer kultursoziologischen Perspektive erweist sich insbesondere Topic Mode-
ling als vielversprechendes Verfahren, um grosse Textdaten auf latente Muster und
Strukturen hin zu untersuchen und mit der Analyse sozialer bzw. kultureller Felder
zu verkniipfen (Bail 2014; DiMaggio et al. 2013; Mohr & Bogdanov 2013; Miitzel 2015b;
Papilloud & Hinneburg 2018). Topic Modeling umfasst computerlinguistische proba-
bilistische Verfahren, um Textdokumente statistisch zu annotieren und somit ein Kor-
pus dimensionenreduzierend zu strukturieren.

Bei Topic Modeling werden »aufgrund einer bestimmten Verteilungsannahme
Themen (topics) aus Texten generiert. Topic Modeling Algorithmen analysieren Worter
aus einem Textkorpus, um darin enthaltene Themen zu identifizieren. Dies ermdg-
licht dann, Themen zueinander in Beziehung zu setzen und im zeitlichen Verlauf ab-
zubilden« (Miitzel 2015b: 411). Ein prominenter Algorithmus ist die »Latent Dirichlet
Allocation« (LDA) (Blei et al. 2003): Das Topic-Modell verwendet Ko-Okkurrenzen von
Wortern, um latente Themen in den Dokumenten zu eruieren. Die Dokumente werden
nicht als einem Thema alleine zugehorig betrachtet, sondern kénnen verschiedenen
Themen angehoren. Gleichzeitig variieren die Verhiltnisse der Themen iiber die Do-
kumente. So setzt sich ein bestimmtes Dokument beispielsweise zu 62 % aus Topic 1,
zu 23 % aus Topic 3 und zu 15 % aus einer Mischung der restlichen Topics zusammen.
Die Zahl der Topics muss zu Beginn manuell definiert werden. Ausgehend von dieser
Definition berechnet LDA die Topics, die aus unterschiedlichen Themenvokabularen
bestehen. Wihrend also den Dokumenten Topics zugeordnet werden, zeichnen sich
Topics durch eine charakteristische Begriffssammlung aus.

Der Nutzen einer Modellierung des Textkorpus mittels LDA liegt darin, dass die
Multidimensionalitit von Begriffen einer grossen Anzahl von Dokumenten automa-
tisiert untersucht werden kann (DiMaggio et al. 2013): Begriffe wie »Daten«, »Metho-
den« oder »Wissenschaft« verfiigen je nach Kontext itber multiple Bedeutungen. Ein
bestimmter Begriff kann in Kombination mit weiteren Begriffen eines Topics eine
andere inhaltliche Bedeutung aufweisen wie derselbe Begriff in einem anderen Topic.
Topic-Modelle sind in der Lage, die vielfiltigen Konnotationen in unterschiedlichen
Topics zu identifizieren und zu rekonstruieren. Dies erlaubt es, die multiplen Dimen-
sionen und Bedeutungsebenen des Untersuchungsgegenstandes Datenwissenschaf-
ten zu analysieren.

Die latente Struktur der Topics eines Korpus berechne ich mittels Gibbs-Sampling
(Griffiths & Steyvers 2004: 5229f.) und 2000 Iterationen: Dabei wird nach einer zu-
filligen Initialisierung die Topic-Zuordnung jedes einzelnen Wortes in allen Doku-
menten in einem iterativen Verfahren wiederholt vorgenommen. Die Neuzuordnung
hingt einerseits von der Dominanz eines Topics innerhalb des Dokuments ab und
andererseits von der Wahrscheinlichkeit eines Wortes, zu einem bestimmten Topic
zu gehoren (Steyvers & Griffiths 2007: 7f.). Der Prozess wird 2000-mal repetiert und
mit jeder Iteration verdndert sich die Berechnung der Dokumentaufteilung bzw. der
Topics, damit die Fehler der Rekonstruktion von Worthiufigkeiten in den Original-
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dokumenten sinken. Ziel ist eine Balance der Homogenitit zwischen Dokumenten
— alle Worter eines Dokuments werden dem gleichen Topic zugeordnet — und Topics
— einige Worter eines Topics haben eine hohe Wahrscheinlichkeit. Die Auflésung der
widerspriichlichen Kriterien produziert fiir jedes Topic Schliisselbegriffe, die hiu-
fig kookkurrent auftreten und damit eine semantische Interpretierbarkeit aufwei-
sen. Aus der Anwendung von LDA geht schliesslich eine Topic-Struktur hervor, die
gemiss den Modellannahmen das vorliegende Textkorpus statistisch am besten be-
schreibt. Topic Modeling mit LDA kombiniert somit eine induktive, struktursuchende
Vorgehensweise (Baumer et al. 2017) mit statistischen Messverfahren und begiinstigt
insbesondere explorative Analysen. Das Verfahren eignet sich folglich gut, um ein
Wissensgebiet, dessen Konturen noch nicht endgiiltig umrissen sind, in seiner Hete-
rogenitit und Vielschichtigkeit zu erforschen.

Ich berechne die Topic-Modelle sprachgetrennt, weil gemeinsame Modelle auf-
grund der Ungleichverteilung (-68 % englisch, ~30 % deutsch) dazu tendieren, die
deutschsprachigen Begriffe in einzelnen separaten Topics zu reprisentieren. Dies
steht allerdings der Absicht entgegen, die semantischen Strukturen der Dokumente
sprachunabhingig zu analysieren. Eine separate Analyse bietet zudem die Moglich-
keit, den Einfluss des ckonomischen Feldes auf das Modell zu beriicksichtigen, da im
englischsprachigen Sample Pharmaunternehmen sehr hiufig sind, wihrend sie im
deutschsprachigen Sample kaum auftreten.

Die Modellierung der Topic-Struktur mithilfe der LDA erfolgt mit dem Software-
paket Topicmodels in R (Griin & Hornik 2011). Um ein geeignetes Topic-Modell zu be-
stimmen, habe ich Dutzende von Durchliufen mit jeweils unterschiedlicher Anzahl
Topics berechnet und dabei auch quantitative Metriken beriicksichtigt. Ein datenba-
siertes Vorgehen nimmt meist die Perplexity- und Log-Likelihood-Werte eines Topic-
Modells als Grundlage fiir die Festlegung der Anzahl Topics (Griin & Hornik 2011: 7;
Maier et al. 2018: 99).2° Die Perplexity ist eine Metrik, um die statistische Giite (good-
ness-of-fit) eines Modells zu bestimmen. Dabei wird geschitzt, wie gut ein Modell, das
fiir einen grésseren Teil des Korpus berechnet wurde, einen kleineren Teil der Doku-
mente vorhersagt (Maier et al. 2018: 99). Die logarithmierte Likelihood bewertet, »wie
gut ein Set von Parametern (Koeffizienten) geeignet ist, um ein Modell (z. B. eine lo-
gistische Regressionsfunktion) an vorhandene Daten anzupassen« (Diaz-Bone & Wei-
scher 2015: 245). Ein hoherer Likelihood-Wert korrespondiert dabei mit tieferen Perple-
xity-Werten (Maier et al. 2018: 102).

Fir das englischsprachige Korpus ergibt die Perplexity eine optimale Anzahl bei
K =100 Topics, fir die Log-Likelihood bei K = 75 Topics. Beim deutschsprachigen Sam-
ple liegen die entsprechenden Werte bei K = 90 sowie K = 40 Topics. Da die Struktur
von Modellen mit dieser Granularitit nicht sinnvoll interpretierbar ist, reduziere ich in
nachfolgenden Berechnungen die Anzahl Topics, bis die Modelle inhaltlich valide be-
schrieben werden konnen. Dazu diirfen sie nicht zu weit gefasst sein, da sich sonst vie-
le Uberschneidungen von Topics ergeben, aber auch nicht zu eng, da sonst viele inhalt-

20 DasR Package LDAtuning umfasst vier unterschiedliche Metriken bzw. Informationskriterien (»Grif-
fiths2004«, »CaoJuan2009«, »Arun2010«, »Deveaud2014«), die fiir die Festlegung der Anzahl Topics
herangezogen werden konnen. Fir das englischsprachige Korpus ergaben die Metriken eine optima-
le Anzahl Topics zwischen K = 40 und K =100, fiir das deutschsprachige Sample lagen die entspre-
chende Werte zwischen K=10 und K=40.
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liche Aspekte zusammengefasst werden (Maier et al. 2018: 98). Fiir die semantische
Interpretation der Topics ziehe ich sowohl die statistischen Auftretenswahrschein-
lichkeiten der hiufigsten Begriffe als auch Dokumente, die durch die jeweiligen Topics
gut beschrieben werden, heran. Die resultierenden Modelle, bei denen die hiufigsten
Begriffe der Topics inhaltlich valide beschrieben werden kénnen, umfassen K = 20 To-
pics fiir das englischsprachige und K = 11 Topics fiir das deutschsprachige Korpus (vgl.
Tabellen 5 und 6).

Wie die Festlegung der Anzahl Topics zeigt, spielen qualitative Interpretationsleis-
tungen trotz der Quantifizierung der Textdokumente bzw. ihrer einzelnen Bestand-
teile eine zentrale Rolle. Die Interpretation der Topics basiert zwar teilweise auf quan-
titativen Kennzahlen, lisst sich jedoch als solche nicht berechnen (Roberts et al. 2019:
off.). Im Sinne eines relationalen Verfahrens erhalten die Topics ihre Sinnhaftigkeit
nur im Verhiltnis zu anderen Topics und werden erst dadurch interpretierbar. Inso-
fern dussert sich darin eine Anschlussfihigkeit von Topic Modeling an kultursozio-
logische Ansitze, die die Relationalitit von Sinnstrukturen untersuchen (Kirchner &
Mobhr 2.010; Mohr 2000, 2013; Mohr & Bogdanov 2013).

4.3 Strategiedokumente im Feld der Politik

Akteur*innen im Feld der Politik pragen die Herausbildung des Gegenstandes Daten-
wissenschaften primir durch unterschiedliche Strategiepapiere: Sie entwerfen im
Rahmen des Diskurses tiber die Digitalisierung Szenarien einer vielversprechenden
Zukunft und verkniipfen diese mit bildungs- und forschungspolitischen Férder-
massnahmen. Politische Strategiepapiere kénnen als kollektive Stellungnahmen und
Kompromisse verschiedener, koexistierender >Fliigel, Uberzeugungen und Weltan-
schauungen von organisationalen Akteur*innen als sozialen Feldern betrachtet wer-
den. Einerseits sind sie »Resultat einer sozialen Praxis, die von positionsabhingigen
Akteursstrategien gepragt ist und die sich wiederum als Teil eines Ensembles von
Strategien verstehen lisst, die als Ganzes von einem feldspezifischen Machtkonflikt
um Positionen, Ressourcen und Anerkennung getrieben sind, der sich um die Defi-
nition von politischen Kategorien dreht« (Bernhard & Schmidt-Wellenburg 2012: 48f.).
Andererseits eréffnen die Stellungnahmen, die durch Vielstimmigkeit und Multiper-
spektivitit gekennzeichnet sind, auch Méglichkeiten zur Kooperation mit anderen
Akteur*innen. Sowohl durch stirker konflikthafte als auch durch kooperative Prak-
tiken tragen sie zur Konstitution und Permanenz der Datenwissenschaften als neues
Wissensgebiet bei.

Ich rekonstruiere die Zukunftsentwiirfe durch eine qualitative Inhaltsanalyse und
stelle die Verkniipfung der hochschulpolitischen Stellungnahmen zu anderen Feldern,
insbesondere der Wissenschaft und der Okonomie her. Zunichst lege ich dar, wie ich
das Korpus der politischen Strategiepapiere zusammengestellt habe (Kap. 4.3.1). An-
schliessend erliutere ich das inhaltsanalytische Vorgehen und den Prozess der Kodie-
rung des Materials (Kap. 4.3.2).
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4.3.1 Das Korpus der Dokumente

Das Sample umfasst Dokumente und Strategiepapiere von Akteur*innen im Feld der
schweizerischen Hochschul- und Forschungspolitik, die sich mit der Digitalisierung
in Bildung und Forschung im weiteren Sinne und mit der Herausbildung der Daten-
wissenschaften als neuem Wissensgebiet im engeren Sinne beschiftigen. Ausgangs-
punkt fiir die Zusammenstellung des Samples waren die Dokumente zur Strategie
»Digitale Schweiz« des Bundesrates. Uber diese konnte ich 34 Strategiepapiere und
weitere Dokumente erschliessen, die sich ebenfalls ganz oder teilweise dem genann-
ten Themenfeld widmen. Zu den Akteur*innen gehoren sowohl politische Institutio-
nen wie der Bundesrat, das Staatssekretariat fiir Bildung, Forschung und Innovation
(SBFI), das Staatssekretariat fiir Wirtschaft (SECO), das Bundesamt fiir Kommunika-
tion (BAKOM), der ETH-Rat, die Konferenz der kantonalen Erziehungsdirektorinnen
und -direktoren (EDK) sowie wissenschaftliche Kommissionen, Unternehmensver-
binde und Think Tanks (vgl. die Liste der untersuchten Dokumente in Tabelle 11 im
Anhang).”

Der Zeitraum der untersuchten Dokumente reicht von 1998 bis 2020, wobei die
iberwiegende Mehrheit davon nach 2014 publiziert wurde. Da die Dokumente ab 2014
vermehrt »Big Data« und »Data Science« sowie deren rechtliche, 6konomische und
edukative Aspekte in der Bildungs- und Forschungspolitik adressieren, bildet dieser
Zeitraum den Schwerpunkt der Analyse. Die ilteren Strategiedokumente zur Infor-
mationsgesellschaft Schweiz wurden beriicksichtigt, um Kontinuititen und Briiche
in den bundesritlichen Strategien zu untersuchen.

Einen zentralen Bestandteil des politischen Diskurses zur Digitalisierung in der
Schweiz bilden die bundesritlichen Strategiedokumente, Aktionsplane und Berichte
zur »Informationsgesellschaft Schweiz« bzw. zur »Digitale[n] Schweiz« (vgl. Tabelle 12
im Anhang): Ende der 1990er-Jahre gab sich der Bundesrat zum ersten Mal eine Strate-
gie fir den Umgang mit den »neuen Informations- und Kommunikationstechnikenc.
Die »Strategie Informationsgesellschaft« wurde im Februar 1998 (im Folgenden: SIG
1998) verabschiedet und 2006 (im Folgenden: SIG 2006) sowie 2012 (im Folgenden: SIG
2012) itberarbeitet, wobei Ziele, Grundsitze und Politikbereiche fortlaufend adaptiert
wurden (Abun-Nasr 2009; Ciarla 2018). Die im April 2016 lancierte Strategie »Digitale
Schweiz« (im Folgenden: SDS 2016) des Bundesrates 16st die vorherige »Informations-
gesellschaft Schweiz« ab, die im September 2018 (im Folgenden: SDS 2.018) revidiert
wurde.

Die fiinf Strategiedokumente der »Informationsgesellschaft Schweiz« und »Digi-
tale Schweiz« bilden ein Subsample innerhalb des Korpus. Neben ihrer gemeinsamen
Autorschaft (Bundesrat) formulieren sie politische Strategien iiber das Verhiltnis von
Technologie und Gesellschaft und eignen sich daher besonders fiir eine vertiefende
inhaltliche Analyse iiber den betrachteten Zeitraum hinweg. Wihrend andere Doku-
mente im Korpus in erster Linie bildungs- und forschungspolitische Akteur*innen
adressieren, richten sich die bundesritlichen Strategien an ein breiteres, hybrides Pu-
blikum.

21 Die untersuchten Dokumente, das Kodierschema sowie das Kodebuch sind auf dem Datenreposito-
rium FORSbase hinterlegt (Saner & Miitzel 2021b).
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Formal zu beobachten ist neben den kiirzer werdenden Erscheinungszyklen die
kontinuierliche Ausweitung des inhaltlichen Umfangs der bundesritlichen Strategie-
papiere. Die Strategie »Digitale Schweiz« 2018 ist fiinfmal umfangreicher als die ers-
te Strategie »Informationsgesellschaft Schweiz« von 1998. Der Vergleich bestimmter
Wortfrequenzen muss deshalb in Relation zum stark anwachsenden Textumfang der
Strategiedokumente gesetzt werden (vgl. Tabelle 12 im Anhang).

4.3.2 Das inhaltsanalytische Vorgehen

Alle Dokumente lagen als Textdateien vor und wurden in der Analysesoftware ATLAS.
ti erfasst. Ich habe ausschliesslich jene Textstellen kodiert, die einen expliziten Bezug
zu den Bereichen Bildung und Forschung haben. Daraus resultierte ein reduziertes
Textsample von rund 350 A4-Seiten. Ich habe die fiir die Fragestellung relevanten Text-
stellen in einem offenen, induktiven Kodierungsprozess (Flick 2016: 388ff.) mit zusam-
menfassenden bzw. erklirenden Kodes versehen (Friese 2012: 92ff.). Dabei entstand
in einem ersten Durchgang ein Kategoriensystem, das ich in insgesamt drei Durch-
giangen tberpriift und iberarbeitet habe. Durch das mehrmalige Lesen und Kodieren
der Textstellen konnte ich das Kategoriensystem erweitern und ausdifferenzieren (vgl.
das Kodierschema in Saner & Miitzel 2021b). Ziel war dabei neben der inhaltlichen
Strukturierung des Materials das Eruieren der relevanten Themen und Dimensionen
im Korpus der politischen Dokumente.

Die Kodierung der Texte in drei Durchliufen ergab 75 unterschiedliche Kodes, die
insgesamt 1144 Zitate umfassen.” Bei Passagen, die mit mehr als einem Kode versehen
sind, handelt es sich um inhaltlich dichte Textstellen mit unterschiedlichen themati-
schen Beziigen. Ein Beispiel fiir ein inhaltlich dusserst dichtes Zitat lautet wie folgt:

»Um die mit dem Strukturwandel verbundenen Chancen zu nutzen und Herausforde-
rungen erfolgreich bewaltigen zu kénnen, miissen diese bereichsiibergreifend sowohl
national als auch international vernetzt angegangen werden.« (SDS 2018: 4)

Der erste Teilsatz bezieht sich auf den »Strukturwandel, der auf die Digitalisierung
als gesellschaftlicher Transformationsprozess (1. Kode) verweist, wodurch sich sowohl
»Chancen« (2. Kode) als auch »Herausforderungen« (3. Kode) eroéffnen — dies bildet,
wie ich noch zeigen werde, ein zentrales Element im politischen Diskurs iiber Digita-
lisierung von Bildung und Forschung. Der zweite Teilsatz bezieht sich auf die Strate-
gien, um die »Chancen zu nutzen und Herausforderungen erfolgreich zu bewiltigen,
wobei hier Interdisziplinaritit (4. Kode) sowie Kooperation und Vernetzung (5. Kode)
erwahnt werden.

Die Kodierung der Zitate erfolgte in erster Linie iiber bestimmte Begriffe. Bei-
spielsweise umfassen die Textstellen, die inhaltlich mit »Digitalisierung als gesell-
schaftlicher Transformationsprozess« kodiert werden, sehr oft prozessindizierende
Begriffe wie Automatisierung, Modernisierung, (Struktur-)Wandel, Verinderung
oder Entwicklung. Mittels einfacher Hiufigkeitszihlung konnen diese Begriffe in
den einzelnen Dokumenten aggregiert ausgewertet werden. Dies erlaubt es, Entwick-

22 Zwei Drittel der zitierten Stellen sind einmalig kodiert (66.7 %), die restlichen Zitate sind zweimalig
(25.7 %), dreimalig (6.6 %) oder haufiger (1 %) kodiert.
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lungen bestimmter zentraler Kategorien im politischen Diskurs iiber den Zeitverlauf
hinweg zu analysieren. Dies ist insbesondere fiir das Subkorpus der finf Strategie-
dokumente interessant, da diese iiber zwei Jahrzehnte hinweg soziotechnische Zu-
kunftsszenarien fir die Schweiz formulieren.

Zudem lassen sich die identifizierten Kodes in neun iibergreifenden Dimensionen
zusammenfassen (vgl. Tabelle 8 im Anhang). Am hiufigsten sind Zitate in der politi-
schen Dimension zu verorten, was auf die Verortung der Akteur*innen im politischen
Feld verweist, gefolgt von der wissenschaftlichen Dimension, was die thematische
Orientierung der untersuchten Dokumente indiziert. An dritter Stelle folgt die Daten-
dimension, die das Erhebungskriterium fiir die Auswahl des Korpus darstellt. Ferner
sind auch die organisationale, technische, 6konomische sowie edukative Dimension
in den Dokumenten bedeutend. Etwas weniger pravalent sind die internationale Di-
mension sowie die Kompetenzen, die aber dennoch in der grossen Mehrheit der Do-
kumente enthalten sind.

Knapp die Hilfte der Kodes (46 %) bildet eine Dimension ab. Die tibrigen Kodes
sind in zwei (39 %) oder mehr (15 %) Dimensionen enthalten. Die Multidimensionalitit
vieler Kodes bildet das relationale Moment der Analyse, indem Kodes zwei oder meh-
rere Dimensionen miteinander verkniipfen. So kann der Kode »Standortwettbewerb«
sowohl in der 6konomischen, wissenschaftlichen als auch internationalen Dimension
massgebend sein. Um dies anhand eines Zitats aus der aktuellen Strategie »Digitale
Schweiz« zu veranschaulichen:

»Um den Spitzenplatz der Schweiz als Innovations- und Forschungsstandort zu halten,
miissen die Forschungskompetenzen beziglich digitaler Technologien in ihrer ganzen
Breite gestarkt und der Wissenstransfer in die Wirtschaft beschleunigt werden.« (SDS
2018:5)

Uber die internationale Dimension, den »Spitzenplatz der Schweiz« in einem nicht
weiter bezeichneten Vergleich, wird die wissenschaftliche mit der dkonomischen
Dimension verkniipft (»Innovations- und Forschungsstandort«, »Wissenstransfer in
die Wirtschaft beschleunigen«). Durch die Einbettung und den Kontext der identifi-
zierten Textstellen sowie die Beziehungen zwischen den verschiedenen Dimensionen
ergibt sich damit die Bedeutung bzw. Sinnhaftigkeit eines Konzeptes wie »Standort-
wettbewerb«.

4.4 Curricula und Interviews im akademischen Feld

Die Curricula aller verfiigbaren Studienangebote in Data Science an Schweizer Uni-
versititen und Hochschulen sowie Interviews mit Lehrenden bilden das empirische
Material fir das akademische Feld, das ich mittels qualitativer Inhaltsanalysen
untersuche. Wihrend die Curricula im Falle der Datenwissenschaften meist Produk-
te grenziiberschreitender disziplinirer Kooperation darstellen, treten in den Inter-
views die epistemologischen und diszipliniren Perspektiven auf den Gegenstand
deutlicher zutage. Die Kombination der Materialien erlaubt es, die Widerspriiche
und Dynamiken synchroner Praktiken von Grenzziehung und Grenziiberschreitung
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in der Herausbildung der Datenwissenschaften als einem Méglichkeitsraum zu ad-
ressieren.

Zunichst beschreibe ich das Sample, das die Curricula aller Studienginge bzw.
Vertiefungen in Datenwissenschaften an Schweizer Universititen und Hochschulen
umfasst. Dieses kodiere und untersuche ich mithilfe der Inhaltsanalyse (Kap. 4.4.1).
Anschliessend skizziere ich den Prozess der Erhebung der qualitativen Interviews mit
den Studiengangleitenden ausgewihlter Studienginge (Kap. 4.4.2), die ich ebenfalls
inhaltsanalytisch auswerte (Kap. 4.4.3).

4.4.1 Curricula und Curricula-Analyse

Wie bereits im Forschungsstand dargelegt, sind Curricula mehr als die Summe der re-
levanten Wissensbestinde eines Feldes: In ihnen artikulieren sich stets auch Konzep-
tionen iiber das Verhiltnis eines Wissensgebiets zu seinen 6konomischen, technologi-
schen, politischen und weiteren Bezugsfeldern. Curricula der Datenwissenschaften
konnen als Kompromissprodukte verschiedener Disziplinen verstanden werden, die
Aushandlungen der involvierten Disziplinen innerhalb von Universititen oder Hoch-
schulen als organisationalen Feldern abbilden (Knight et al. 2013). Insofern reprisen-
tieren Curricula — dhnlich wie Stellenanzeigen — durch die Kombination von Struktu-
ren und Inhalten eine bestimmte Deutung des Wissensgebiets Datenwissenschaften.
Durch die Vielzahl konkurrierender Curricula resultieren und koexistieren demnach
multiple, vielstimmige Perspektiven.

Um die verschiedenen curricularen Deutungen der Datenwissenschaften ana-
lysieren zu konnen, habe ich ein Sample aller Studienangebote in Data Science an
Schweizer Universititen, ETH und Fachhochschulen zusammengestellt. Bezeichnend
fir das Material ist, dass das Sample kontinuierlich angewachsen ist: Gab es zum Zeit-
punkt der ersten Erhebungsphase (Sommer 2017) lediglich neun Studienginge oder
Vertiefungen, so ist die Zahl bis zum jetzigen Zeitpunkt (Februar 2022) auf 42 Ange-
bote in unterschiedlichen Hochschultypen und Studienniveaus angewachsen (vgl. Ta-
belle 1). Die Entwicklung meines Sample bildet insofern den Diffusionsprozess einer
Grenzkategorie ab, die von einer wissenschaftlich-industriellen Schnittstelle zu einem
disziplinen- und feldiibergreifenden Wissensgebiet mutierte, dem hohe Legitimitit
zugesprochen wird.

15.02.2026, 06:10:41. /del - [@

109


https://doi.org/10.14361/9783839462591-009
https://www.inlibra.com/de/agb
https://creativecommons.org/licenses/by/4.0/

110

Datenwissenschaften und Gesellschaft

Tabelle 1: Ubersicht der Studienginge und Interviews nach institutionellem Kontext??

Anzahl Studiengange | Interviews

Hochschultyp Studienstufe (davon Vertiefungen) | durchgefihrt
ETH Master 2 3
Master 1(3) 3
Universitat
Bachelor (1 1
- Weiterbildung ok
ETH & Universitat (CAS/DAS/MAS) T 1
Universitét & Fach- | PhD-Pro- ] 0
hochschule gramm?*
Master 3(1) 1
Kok
Fachhochschule Bachelor 66) 0
Weiterbildung © 9
(CAS/DAS/MAS)
Forschungsinstitute | Weiterbildung - 9
(SDSC, Datalab) (CAS/DAS/MAS)
Total 42 13

* es handelt sich um ein Lehrprogramm mit Zertifikat (ohne Abschluss BA/MA)
** die Studienginge wurden erst nach der qualitativen Erhebungsphase etabliert

*** ein Programm wird in Kooperation von Universitat und ETH Lausanne (SDSC) durchgefiihrt

Mittels Websuche erstellte ich zunichst eine Liste aller verfiigbaren Studienangebote
in »Data Science«. Da einige Studienangebote lediglich als Nebenfach (Minor), Vertie-
fungen oder Profile innerhalb anderer Studiengiange (vor allem Informatik) angeboten
werden, schloss ich fortan auch solche Programme ein. Parallel 6ffnete ich den Fokus
und inkludierte nun auch Studienginge, die Data Analytics oder Data Management in
der Bezeichnung tragen. Zudem wurden ab 2017 erste Studienangebote in Artificial
Intelligence oder Machine Learning etabliert, die ebenfalls die Verarbeitung und Ana-
lyse grosser Datenmengen umfassen (vgl. Tabelle 13 im Anhang).

Nachdem die Suchstrategie nun differenziert und verfeinert war, sammelte ich
die fur die Studienangebote verfiigbaren 6ffentlichen Dokumente und Webseiten wie
Werbe- und Informationsmaterialien, Vorlesungsverzeichnisse und Kursbeschrei-
bungen. Ich begann hochschulitbergreifende Themen zu eruieren, die die verschiede-

23 Stand: Februar 2022.

24 Das PhD Network in Data Science der Universitaten Ziirich und Neuenburg in Kooperation mit den
Fachhochschulen ZHAW und SUPSI wird von Swissuniversities im Rahmen des Teilprojekts 2 »Koope-
ration zwischen Schweizer FH/PH und UH« gefordert. Vgl. https://www.swissuniversities.ch/themen/
nachwuchsfoerderung/p-1-doktoratsprogramme/tp2-kooperation-zwischen-fh/ph-und-uh (Zugriff:
03.02.2022).
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nen Studienginge und Vertiefungen charakterisieren. Anschliessend kodierte ich die
Materialien inhaltsanalytisch nach unterschiedlichen Merkmalen (Tabelle 2).

Tabelle 2: Merkmale und Ausprigungen der Studiengdnge im Sample

Merkmal Auspragungen
Hochschultyp Universitat, ETH, Fachhochschule
Name Name Programm/Vertiefung

Studienstufe

Bachelor, Master, PhD, Weiterbildung

Organisationale Verortung

Fakultaten bzw. Departemente

Kooperation intern

Fakultaten bzw. Departemente

Kooperation extern

Universitat bzw. Hochschule

Fachliche Verortung der Lehrenden

Denomination der Professuren*

Zeitpunkt der Etablierung Jahr

Unterschiedliche Kriterien (Bachelorab-

Zulassungsvoraussetzungen .
g 9 schliisse, Lehrveranstaltungen etc.)

Umfang Anzahl ECTS

Pflichtbereich ja/nein, Anzahl ECTS

Wahlbereich ja/nein, Anzahl ECTS

Abschlussarbeit ja/nein, Anzahl ECTS

Praxisorientierte Kurse ja/nein, Anzahl ECTS

Weitere Inhalte ja/nein, Anzahl ECTS

Zielgruppen, Rekrutierungsbemii-

Publikum
hungen

* Datenlage unvollstindig

Die erhobenen Merkmale erfassen demnach sowohl die institutionelle Verankerung,
die Struktur und den Aufbau sowie inhaltliche Aspekte der Studienginge im Sam-
ple. Der Hochschultyp markiert die Verortung im akademischen Feld der Schweiz, die
nicht nur mit der Grésse und historischen Traditionen, sondern auch mit politischen
Verantwortlichkeiten, Vorgaben und finanziellen Ressourcen korrespondiert. Dazu
gehort, wie ich noch zeigen werde, auch der Etablierungszeitpunkt, der auf unter-
schiedliche Strategien und Positionierungen, aber auch organisationale Moglichkei-
ten zur Einrichtung neuer Studienangebote verweist. Merkmale wie die Programm-
bezeichnung, Studienstufe, Verortung sowie interne bzw. externe Kooperationen
verweisen einerseits auf die organisationale Eingliederung, andererseits auch auf die
inhaltliche Ausrichtung des Studiengangs. Die Analyse des Aufbaus der Studiengin-
ge fordert eine spezifische Struktur zutage, die sich einerseits an ingenieurwissen-
schaftliche Traditionen anlehnt, diese gleichzeitig aber auch erweitert (vgl. Kap. 9): So
konnen die curricularen Elemente — in der Regel Module genannt — von Kernbereich,
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Wahlbereich, Abschlussarbeit, praxisorientierte Kurse sowie weitere (»komplementa-
re«) Inhalte differenziert werden, die fiir die vorliegende Analyse als Merkmale fest-
gelegt werden. Uber die fachliche Verortung der Lehrenden sowie die jeweilige Anzahl
Credits in den einzelnen Bereichen erschliessen sich die diszipliniren Verankerungen
bzw. die eigentliche Interdisziplinaritit des Lehrangebots der Studienginge.

In Anlehnung an Knight et al. (2013: 147) unterscheide ich die Regelstudienginge
(auf Bachelor- und Masterstufe) im Sample in ein Kontinuum zwischen starken und
schwachen interdisziplinidren Programmen anhand der Zusammensetzung sowie der
Anzahl verpflichtender Credits im Kernbereich: Setzt sich der Kernbereich aus meh-
reren diszipliniren Veranstaltungen zusammen und liegt der Anteil verpflichtender
Kreditpunkte iiber 50 %, handelt es sich in diesem Sinne um starke interdisziplinire
Programme.?

4.4.2 Interviews mit Studiengangleitenden und Professor*innen

In einem zweiten Erhebungsschritt habe ich qualitative Interviews mit Leitungsper-
sonen und Lehrenden der Studienginge durchgefithrt.? Die Interviews dienen dazu,
die strukturellen und inhaltlichen Merkmale der Curricula-Analyse mit den Verant-
wortlichen der Studienginge zu diskutieren. Einerseits trigt dies dazu bei, die Er-
kenntnisse des ersten Analyseschritts besser zu verstehen und mit Expert*innen aus
dem Untersuchungsfeld zu verifizieren. Andererseits konnte ich so weitere Erkennt-
nisse, etwa iiber strategische Uberlegungen und organisationale Herausforderungen,
gewinnen, die durch die institutionelle Verortung und Interdisziplinaritit der Curri-
cula induziert sind und sich nicht aus den 6ffentlich zuginglichen Dokumenten eru-
ieren lassen. Die Kombination von Curricula- und Interviewanalysen erschliesst somit
jene Konstruktionsleistungen, durch welche Akteur*innen im akademischen Feld die
Datenwissenschaften objektiv wie subjektiv rahmen.

Insgesamt habe ich dreizehn semistandardisierte Interviews mit vierzehn Stu-
diengangleitenden, Professor*innen und Dozierenden durchgefiihrt, die ich als Ex-
pert*innen fir »Data Science« adressiert habe. Die Interviews, die zwischen dreissig
Minuten und zwei Stunden dauerten, habe ich auf Tonband aufgezeichnet.” Unmit-
telbar im Nachgang an die Interviews habe ich jeweils Memos verfasst, in denen ich
neben Notizen und ersten wichtigen Erkenntnissen des Gesprichs auch meine sub-
jektiven Eindriicke tiber die Interviewsituation festhielt. Zudem sind auch Reflexio-
nen iber meine Rolle als Interviewer enthalten. Memos unterstiitzen nicht nur den

25 Knight et al. schlagen als zweites, organisationales Merkmal den prozentualen Anteil jener Lehren-
den vor, deren Denomination innerhalb des Programms liegt, und ob die Studiengangleitung ihre
Professur innerhalb oder ausserhalb des Programms hat. Da allerdings im akademischen Feld der
Schweiz bis dato kaum Professuren in Data Science existieren, liefert die Erhebung dieses Merkmals
keinen zusatzlichen Erkenntnisgewinn.

26 Das urspringliche Vorhaben, eine Erhebung bei allen Studiengiangen im Feld durchzuftihren, liess
sich aufgrund mangelnder Teilnahmebereitschaft leider nicht realisieren. Deshalb habe ich das
Ziel verfolgt, mit unterschiedlichen Positionen im Bereich »Data Science«im universitaren Feld der
Schweiz zu sprechen.

27 EinlInterview habeichvia E-Mail gefiihrt, wodurch sich die Méglichkeit, Nach- und Vertiefungsfragen
zustellen, erheblich reduziert hat.
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spiteren Analyseprozess, indem sie Anleitungen geben fiir die Relevanzsetzungen
in den Interviews, sondern sind auch ein wichtiges Hilfsinstrument einer reflexiven
Wissensproduktion (Kithner et al. 2013). Die Interviews habe ich in vollstindiger Lin-
ge nach vorgingig definierten Regeln transkribiert (Langer 2010).%

Eingeleitet habe ich die Interviews jeweils mit der Frage nach den wissenschaftli-
chen und berufsbiographischen Werdegingen der Befragten (vgl. den Interviewleitfa-
den im Anhang). Nimmt man die Antworten sowie die gegenwartigen Stellenbezeich-
nungen als Ausgangspunkt fiir eine fachliche Verortung der Interviewpartner*innen,
so prasentiert sich angesichts der postulierten Heterogenitit des Wissensfeldes ein
eher einseitiges Bild: Gesprichspartner*innen waren neun Informatiker*innen sowie
je eine Person mit disziplinirem Hintergrund in Chemie, Mathematik, Okonomie, In-
formationssysteme sowie Marketing und Kommunikation. Obwohl diverse Befragte
teilweise lange Berufsbiographien in Datenwissenschaften aufweisen, verwendet nie-
mand die Selbstbeschreibung als »Data Scientist« fiir das eigene Titigkeitsgebiet. Zum
einen sind die Lehrenden in bestimmten Disziplinen fachkulturell sozialisiert (Holley
2009), sodass die Neuheit des interdiszipliniren Gegenstandes nachgelagert ist: Die
Offenheit des Raumes zwischen etablierten Disziplinen bietet die Moglichkeit, tiber
Forschung, Lehre und anderweitig darin titig zu sein, ohne sich selbst damit identi-
fizieren zu miissen. Zum anderen manifestieren sich darin auch innerakademische
Distinktionsmechanismen (Bourdieu 1988), die »Data Science« als professionelle Pra-
xis ausserhalb des akademischen Feldes situieren und primir kommerziellen Titig-
keitsbereichen in der »Industrie« zuschreiben. Schliesslich existieren, obwohl »Data
Science« als Wissens- und Forschungsgebiet anerkannt und explizit in Stelleninsera-
ten gesucht wird, trotz der zahlreichen Studienginge und Vertiefungen an den unter-
suchten akademischen Einrichtungen bis dato nur einzelne Professuren mit Denomi-
nation »Data Science«.”

Der Interviewleitfaden beinhaltet Fragen zu den folgenden Themengebieten:
Aufbau und Curriculum des Studiengangs, Kursinhalte, Studienplitze und Zusam-
mensetzung der Studierenden, Relationen zu anderen Hochschulen, Arbeitsmarkt,
Definitionen von »Data Science« sowie Hinweise fiir die weitere Forschung (vgl. den
Interviewleitfaden im Anhang). Den Leitfaden habe ich je nach Interview flexibel und
situativ eingesetzt, wobei ich den Relevanzsetzungen der Interviewten, die sich im
Gesprich ergaben, und den sich daraus ergebenden Anschlussfragen hohes Gewicht
beigemessen habe.

Zur Anonymisierung der Aussagen der Befragten unterscheide ich nicht zwi-
schen Studiengangleitenden, Professor*innen und Dozierenden, sondern verwende
eine Abkiirzung fiir alle Interviewten in Kombination mit dem Hochschultypus (ETH,
UH, FH), einem individuellen Buchstaben sowie der Interview- und Zitatnummer,
um eine Textstelle eindeutig einem Interview zuzuordnen. So steht die Abkiirzung
»Prof_ETH_A« fiir Professor*innen an den beiden ETH, »Prof_UH_ B« fiir Interviewte

28 Die Interviewdateien, Transkripte und der Abkiirzungsschlissel zur Identifizierung der Befragten
sind in einem personlichen, passwortgeschiitzten Ordner auf dem akademischen Server SWITCHdri-
ve gespeichert. Dieses Vorgehen schiitzt die Personlichkeitsrechte der Interviewten und garantiert
den Datenschutz.

29 Zudem werden an akademischen Einrichtungen kaum Positionen fiir »Data Scientists« eingerichtet
(Geiger et al. 2018; Moore-Sloan Data Science Environments 2018).
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an Universititen und »Prof_FH_C« fiir Gespriachspartner*innen an Fachhochschulen.
Ist eine Identifizierung einer Universitit oder Hochschule notwendig fiir den Kontext
einer Aussage, wird die Nennung der interviewten Person sowie der Interview- und
Zitatnummer weggelassen.

4.4.3 Qualitative Analyse der Interviews

Zur Unterstiitzung der qualitativen Analyse habe ich die Transkripte in der Analyse-
software ATLAS.ti erfasst. In einem ersten Schritt habe ich die fir das Erkenntnis-
interesse und die Fragestellungen relevanten Textstellen mit zusammenfassenden
bzw. erklirenden Kodes versehen (Friese 2012: 92ff.). Bei der Auswertung gemiss der
strukturierenden qualitativen Inhaltsanalyse wird eine inhaltlich-typisierende Struk-
turierung vorgenommen und der Umfang des Materials reduziert (Mayring 2010: 92).
In die Erarbeitung des Kategoriensystems flossen neben dem Forschungsstand zu in-
terdisziplindren Curricula (und insbesondere jene der Datenwissenschaften) auch die
Ergebnisse tiber die strukturelle und inhaltliche Verfasstheit der untersuchten Curri-
cula mit ein. Ferner habe ich im Sinne eines offenen, induktiven Kodierungsprozesses
(Flick 2016: 388ff.) auch Kodes aus den Interviews selbst gewonnen. Dabei entstand
ein integrales Kategoriensystem, das ich nach dreimaligem Kodieren derselben Doku-
mente kontinuierlich erweitern und ausdifferenzieren konnte.

Grundlegendes Ziel dabei war das Eruieren der relevanten Aussagen, Einschit-
zungen und Reflexionen, die Lehrende iiber das Feld der Datenwissenschaften an-
stellen. Die Stellungnahmen der Interviewten erweitern und vertiefen insbesondere
die strukturellen und inhaltlichen Merkmale, die ich aus der Analyse der Curricula
gewinnen konnte. Sie geben mit anderen Worten den beobachtbaren organisationalen
Implementierungen und curricularen Eigenheiten einen subjektiven Sinn. Zusitzlich
ermoglicht die Bezugnahme auf die disziplinire Verankerung der Befragten sowie
deren Positionen im akademischen Feld eine Kontrastierung verschiedener Aussagen,
wodurch sich sowohl disziplinire als auch feldspezifische Grenzziehungen und -iiber-
schreitungen rekonstruieren lassen.

Die qualitative Inhaltsanalyse identifiziert vier zentrale Themenbereiche in den
Interviews, die auf unterschiedlichen gesellschaftlichen Ebenen verortet sind und
zwischen denen multiple Wechselwirkungen existieren. Zunichst beschreiben und
verorten die Befragten die Genese der Datenwissenschaften im Kontext eines fun-
damentalen Wandels wissenschaftlicher Erkenntnisproduktion. Sie dussern je nach
disziplinirer Sozialisation und institutioneller Verankerung unterschiedliche Pers-
pektiven auf den Gegenstand. Die multiplen Verstindnisse markieren nicht nur die
Heterogenitit der Datenwissenschaften, sondern strukturieren wiederum die Posi-
tionierung, Ausgestaltung und Profilbildung von Studienprogrammen. Ein zweites
Themenfeld umfasst politische und 6konomische Faktoren sowie hochschulstrate-
gische Uberlegungen, die den Aufbau konkreter Studienprogramme beeinflussen.
Drittens findet das Zusammenspiel hochschulexterner und -interner Einflussgrossen
eine Umsetzung in konkreten Implementierungsprozessen der Curricula in Hoch-
schulen und Universititen. Schliesslich skizzieren die Befragten viertens umfangrei-
che Kataloge jener als Kompetenzen bezeichneten individuellen Eigenschaften, die sie
Praktiker*innen der Datenwissenschaften zuschreiben. Indem die fiir Datenwissen-
schaften relevanten Kompetenzen als Zukunftsressourcen gerahmt werden, werden
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sie wiederum mit den durch makrostrukturelle Transformationen induzierten neuen
Modi der Wissensproduktion verkniipft.

4.5 Zusammenfassung

Die verteilte Analyse von Zwischenriumen bildet ein flexibles, adaptierbares empi-
risches Modell, das mit Mehrebenenanalysen kompatibel ist: In der vorliegenden
Arbeit fokussiere ich primir auf die feldiibergreifende Makroebene von Stellenanzei-
gen sowie die Feldebene der Hochschul- und Forschungspolitik einerseits und auf die
verschiedenen Organisationsformen im akademischen Feld andererseits (vgl. Abbil-
dung 2).

Abbildung 2: Methodische Vorgehensweise

. ! : |
Feld der Strategiedokumente

Arbeitsmarkt | Politik  Berichte der !

Stellenanzeigen E Hochschul- und i

© i Forschungspolitik |
,,,,,,,,,,,,,,,,,,,, . e S
! E 3 _____|Zukunftsszenarien i E 3
i [ o Visionen ™~~~ _ _ ! : '
| Feld der py . 1
| -/ Représentationen Imaginationen N 1 |
| Okonomie P g w A1<ade];r'1111cslches
! [ . ! e i
. ——+——  Datenwissenschaften L 1
! . . ko L) Curricula |
I Finanzielle Investitionen Studiengas g/e A I
: Technologische'ind Forschungsschwer- Interviews |
E organisationale Innovationen punkeé | |
| - b - RS g —————- (i 1 :
! [ S RS 1 ' i
| = o i
el . S 1

: Feld xy !

Auf der Makroebene ermdglicht die Erhebung von Stellenanzeigen, die multiplen Be-
deutungskonstruktionen der Datenwissenschaften durch organisationale Akteur*in-
nen im Arbeitsmarkt zu analysieren. Die deskriptive Analyse erschliesst die zentra-
len Strukturen des Arbeitsmarktes und zeigt Hiufigkeiten und Verteilungen an. Die
Auswertung mittels Topic-Modeling-Verfahren identifiziert sodann latente Themen in
den Dokumenten. Diese werden nicht ausschliesslich einem Thema alleine zugeord-
net, sondern sind in verschiedenen Themen enthalten. Uber deren Distribution und
Zusammensetzung lisst sich die Vielstimmigkeit sowohl feldtypischer als auch feld-
iibergreifender Themen und Inhalte der Datenwissenschaften in den Stellenanzeigen
zugleich rekonstruieren.

Danach wechsle ich die Untersuchungsebene und untersuche Ausprigungen des
Gegenstands in zwei zentralen Feldern: Im Feld der Politik entwerfen Akteur*innen
durch Strategiepapiere im Rahmen des Diskurses tiber die Digitalisierung Szenarien
einer vielversprechenden Zukunft durch die breite Anwendung der Datenwissen-
schaften. Durch die inhaltsanalytische Kodierung der Dokumente erfasse ich die ar-
tikulierte Multidimensionalitit der verwendeten Begriffe und Konzepte und setze sie
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in Beziehung zu den anderen Feldern, insbesondere der Wissenschaft sowie der Oko-
nomie. Den Gegenstand analytisch als verteilt zu konzipieren, erlaubt es somit, die
multiplen Bedeutungsdimensionen wechselseitig aufeinander zu beziehen.*

Wihrend im Arbeitsmarkt und im Feld der Politik der Fokus der Betrachtung auf
Praktiken von Begriffsarbeit liegt, deren feldiibergreifende Effekte Zwischenriume
als Moglichkeitsriume erdffnen, stehen im akademischen Feld die Wechselwirkun-
gen von Begriffs- und Grenzarbeit im Zentrum: In Curricula und Interviews, d. h. in
kollektiven und individuellen Stellungnahmen, formulieren Akteur*innen der Wis-
senschaft disziplinire bzw. epistemische Perspektiven auf die Datenwissenschaften.
Durch das inhaltsanalytische Vorgehen erfasse ich nicht nur die verbindenden Mo-
mente der verwendeten Begriffe, sondern auch die widerspriichlichen Dynamiken
und Potenziale, die sich in den synchronen Praktiken von Grenzziehung und Grenz-
tiberschreitung artikulieren.

Eine verteilte Analyse von Riumen zwischen Feldern erschliesst somit die mul-
tiplen, mitunter divergierenden Bedeutungskonstruktionen des sozialen Phinomens
Datenwissenschaften auf unterschiedlichen Ebenen. Indem der Schwerpunkt der
Analyse weniger auf die Strukturen der einzelnen Felder, sondern auf die feldiber-
greifenden Effekte von kollektiven Praktiken gelegt wird, konnen die Synchroniziti-
ten und Parallelititen von Praktiken der Begriffs- und Grenzarbeit in der Fundierung
und Konturierung der Datenwissenschaften als verteiltes, zwischenriumliches Phi-
nomen herausgearbeitet werden.

30 Darankann auch eine mikrosoziologisch fundierte Studie anschliessen, die sich die Sinnkonstruktion
in Datenpraktiken in einzelnen Organisationen oder Settings anschaut (Mtzel et al. 2018).
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